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Abstract— Geometrical distortions are the Achilles heel for
many watermarking schemes. Most of countermeasures proposed
in the literature only address the problem of global affine
transforms (e.g. rotation, scaling and translation). In this paper,
we propose an original blind watermarking algorithm robust to
local geometrical distortions such as the deformations induced by
Stirmark. Our method consists in adding a predefined additional
information to the useful message bits at the insertion step.
These additional bits are labeled as resynchronization bits or
reference bits and they are modulated in the same way as the
information bits. During the extraction step, the reference bits
are used as anchor points to estimate and compensate for small
local and global geometrical distortions. The deformations are
approximated using a modified basic optical flow algorithm.

Index Terms— image watermarking, geometrical distortions,
attacks, stirmark, counterattacks, robustness, resynchronization,
optical flow, self-similarities.

I. INTRODUCTION

IMAGE watermarking is now a major field. Basically,
digital watermarking [1], [2] allows owners or providers

to hide an invisible and robust message inside multimedia
content, often for security purposes, in particular owner or
content authentication. There is a complex trade-off between
three parameters in digital watermarking: data payload, fidelity
and robustness. Data payload can be defined as the number
of useful bits that can be hidden in an image. It should be
noted that, most of the time, data payload depends on the
size of the host image. The more host samples available, the
more bits that can be hidden. The capacity is consequently
often given in terms of ratio (i.e. bits per sample). Fidelity
can be seen as the perceptual similarity between the original
and watermarked image. The modifications introduced by the
watermarking process should be imperceptible. And finally,
robustness means that the retriever is still able to recover the
hidden message even if the watermarked content has been
altered after embedding. Until now, most of the proposed
watermarking algorithms, derived from classical schemes such
as [3]–[6], are mainly robust against usual image processing
such as low pass filtering or JPEG compression. However
most of them are still weak against geometrical distortions and
malicious attacks [7], [8] (e.g. Stirmark [9], [10], collusion
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attacks, Dewatermarking Attack [11], etc.). It is quite easy
to see that data payload, fidelity and robustness are often in
conflict. One may want to increase the watermarking strength
in order to increase the robustness, but this also results in
a more perceptible watermark. On the other hand, one can
increase the data payload by decreasing the redundancy of
each hidden bit, but this is counterbalanced by a loss of
robustness. As a result, a trade-off has to be found and it
is often tied to the targeted application.

In this paper, we present an original approach to compensate
for local and global geometrical distortions, in particular the
random deformations generated by the Stirmark attack. The
proposed method operates directly in the spatial domain, and
does not require for the extraction step any a priori knowledge
neither on the original image, nor about the hidden message
(i.e. blind extraction). The paper is organized as follows: in
Section II, we first introduce the problem of watermarking
desynchronization and shortly give an overview of previous
countermeasures proposed in the literature; in Section III,
we describe the baseline of our watermarking scheme based
on self-similarities; in Section IV, we present the resyn-
chronization method; Section V reports the performances of
the proposed approach, but also its limitations against large
geometrical attacks; a complementary method is consequently
briefly described in Section VI; and finally, we conclude and
draw perspectives in Section VII.

II. PROBLEM CONTEXT

A. Effect of Geometric Distortions

A watermarking scheme should not only be robust to
photometric transformations, but also to geometrical distor-
tions. We distinguish between global and local geometrical
manipulations because the resynchronization methods signif-
icantly differ. In the first case, there is enough number of
samples to estimate the parameters of the transformation,
whereas in the second case, the number of samples is lim-
ited since the transformation must be estimated locally. The
most commonly used global geometrical transformations are
rotation of a few degrees, translation, scaling and cropping.
These manipulations are very popular in image processing
and do not necessarily lead to visual inconvenience. As for
the local transformations, they generally depend, either on the
position of the pixel in the image, or on a pseudo-random
process (i.e. Stirmark). The continuity of the borders of the
areas undergoing the transformations is ensured by a bilinear
interpolation function.
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From the image watermarking point of view, geometrical
distortions mainly introduce desynchronization between the
encoder (i.e. the watermark hidden into the image) and the
decoder. The watermark signal is still present, but the decoder
is no longer able to detect or extract it. The explanation is that
the watermark usually undergoes the same (or dual) distortions
as the image. As a result without reference mark or the original
image, the detector tries to extract the watermark from its
initial locations which are different from current ones.

B. State of the Art of Existing Resynchronization Methods

In this section, we present the outline of classical resynchro-
nization methods. The difficulties and the techniques to detect
or extract a watermark from a distorted image depend on the
mode of extraction and obviously the nature of the geometrical
deformations. For example, in a non-blind mode, the original
image can be used to identify the geometrical deformations.
In this case, the problem amounts to calculating an optical
flow between the attacked image and the original one. It
is then enough to apply the pseudo-reverse transformations
to compensate for the distortions. For blind watermarking
schemes the problem is radically different: the watermark and
the original image are unknown. Obviously this context is very
constraining insofar as we do not know which manipulations
the image underwent.

1) Exhaustive search: The simplest method for water-
mark detection after geometrical distortions is an exhaustive
search [12]. This approach consists simply in inverting each
hypothetical geometrical deformation that might have been
applied to the watermarked image, and then applying the wa-
termark detector once for each possible distortion parameter.
Obviously, this method is feasible for a restricted number of
hypothetical deformations (e.g. scaling, rotation, translation),
but it rapidly becomes intractable as the number of possible
distortions increases. Furthermore, it tends to largely increase
the false positive probability [13].

2) Methods resorting to the original image: Dong et
al. [14] as well as Davoine et al. [15] propose a method resort-
ing to the original image to compensate for the geometrical de-
formations induced by Stirmark. It consists of a preprocessing
step directly performed on the attacked image, independent of
the watermarking algorithm. A regular triangular tessellation
is applied on both original and watermarked images. The com-
pensation for geometrical distortions is performed by slightly
shifting different vertices of the attacked image tessellation to
minimize the quadratic error between each original triangle
and the corresponding attacked triangle (Figure 1). Once the
image has been compensated, the watermark can be detected
or extracted. This method is very efficient only in the case
of minor deformations. If the image undergoes major local
or global distortions, the compensation can provide for some
mismatching between meshes and the retriever is unable to
extract the watermark. Moreover, the need for the original
image (or some kind of information pre-extracted from it)
restricts notably the interest of this approach. In order to
reduce the amount of a priori information necessary for the

Fig. 1. Compensation for geometrical distortions using the original image.
Left image: original image with triangular tessellation. Right image: distorded
image after geometrical compensation.

Fig. 2. Principle of building a rotation, scale and translation invariant
subspace from a digital image, using the Fourier-Mellin transform.

extraction step, Johnson et al. [16] propose inverting affine
transformations using only a set of feature points extracted
from the original image. So the resynchronization process
consists in estimating the best affine transformation (in the
least mean square sense) by using the correspondences be-
tween feature points extracted from the original image and
those from the modified one.

3) Embedding the watermark in an invariant subspace:
Another solution consists in embedding the watermark in a
geometrical invariant subspace. Coltuc and Bolon [17] suggest
using histogram specification to hide a watermark invariant to
geometrical distortions. Ruanaidh and Pun [18], and Lin et
al. [19] propose a watermarking scheme based on the Fourier-
Mellin transform [20] (c.f. Figure 2). A rotation, scale and
translation invariant domain is obtained using the log-polar
mapping (LPM) and the Fourier transform invariance proper-
ties to translations. In the resulting log-polar map, rotations
and scalings come down to translations (c.f. Figure 3).

In practice, this solution can be implemented for simple
affine transformations, but it is inapplicable as soon as the
image undergoes local geometrical deformations. Moreover
problems of approximation due to the discrete nature of the
images, plus the reduction of the embedding space make the
watermark weakly resistant to low-pass filtering and lossy
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(a) Original image (b) LPM of image (a)

(c) Manipulated image (d) LPM of image (c)

Fig. 3. Examples of LPM transformation in the spatial domain. The log-polar
mapping converts rotation and scaling to translation.

compression.
Alghoniemy and Tewfik [21] present another approach

where the watermarking space is defined as a canonical,
normalized space based on the geometric image moments.
These moments are used to transform the image into a form
that is independent to rotation, scale, and horizontal/vertical
reflection. The watermark is embedded in this space, and then
the inverse transformation is applied to obtain the final water-
marked image. During detection, the moments are calculated
again and used to estimate the normalization parameters. Once
the image is normalized, the watermark can be detected.

Rather than embedding the watermark in an invariant sub-
space, Solachidis and Pitas [22] propose creating a self-similar
watermark, and to embed it then into the DFT domain. Thus,
their method is robust to translation, since they do not affect
the DFT magnitude. Since the watermark is made up of S
identical sectors, the detection is possible even after a 2kπ

S de-
gree rotation. The self-similar properties of the watermark also
allows for the reduction of the number of different frequency
sampling steps where the detection should be performed when
the image has been cropped and scaled.

4) Methods using a template or a periodic watermark:
Currently, one of the most common resynchronization tech-
niques consists in inserting an additional watermark or tem-
plate (also called a registration pattern [23], [24]) into the
image. Basically, this template is used as a reference to
detect and compensate for geometrical deformations such as
affine transforms. Gruhl and Bender [25] were among the
first authors to suggest such a scheme. Their idea was to
embed multiple cross shapes into the least significant bits
(LSB) of the image. Thus, any geometrical transformation

(a) FFT of original image (b) FFT of watermarked image

Fig. 4. Example of resynchronization method resorting to a template (image
watermarked by Digimarc [32]).

applied to the image will be reflected in the shape and
position of the embedded crosses. This information could be
used to determine the transformation. The major drawback
of this method was its weak robustness against photometric
transformations. Pereira and Pun [26] suggest embedding
a pseudo-random template in a ring corresponding to the
middle frequencies of the image spectrum. The template is
generated by increasing the magnitude of selected coefficients
and creating local peaks. The synchronization is performed
by estimating the affine transformation which allows for the
matching of the initial template with the detected location of
local maxima. Kutter [27] as well as Deguillaume et al. [28]
and Voloshynovskiy et al. [29] propose a similar methods
which inserts a periodic pattern in the spatial domain. One
major advantage of these methods is their effectiveness to
address synchronization of affine transformations, but this kind
of pattern is unfortunately, for both watermarker and attacker,
easily detectable in frequency domain (c.f. Figure 4). It is
then relatively easy for a malicious party to remove these
peaks (in particular using the Template Removal Attack [30]),
thus depriving the detector of any means of resynchronization.
Therefore, the template itself must provide sufficient security
against erasure and attacks to be really useful. More recently,
Delannay and Macq [31] proposed an informed coding ap-
proach against this kind of attack. Their technique consists
in modulating the resynchronization pattern with an image-
dependent secret binary mask in order to prevent erasure of
the specific peaks in DFT. The mask is obtained from a
signal-dependent partition which is robust against rotation and
scaling.

5) Methods using feature points of the image: The last class
of resynchronization techniques (also called second generation
schemes [33]) uses image content to recover the watermark
after geometrical transformations. The method suggested by
Bas et al. [34] consists in extracting feature points of the
image using a Harris detector [35] and performing a Delaunay
tessellation on the set of points (c.f. Figure 5). For each
triangle of the tessellation, an affine transform is performed
on the watermark pattern (a right-angled isosceles triangle) to
map the triangle in which it will be inserted. The deformed
watermark is then embedded using a classical additive scheme.
The detection of the watermark is dual to the embedding step.
A Delaunay tessellation is performed on the attacked image.
Each triangle of the tessellation is warped into a right-angled
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(a) Original image tessellation (b) Attacked image tessellation

Fig. 5. Resynchronization method using some feature points of the image.

isosceles triangle and a correlation is performed between the
original watermark and the different warped triangles. The
effectiveness of this approach is mainly based on the stability
of the extraction of feature points against various image
manipulations, especially on textured images. It is obvious
that if a significant number of feature points has been lost,
the watermark cannot be detected. Another drawback of this
method is that the feature points do not depend on a secret
key, so it could be easy for a malicious party to rebuild
the same image tessellation and to then perform a collusion
attack [36] using the different watermarked triangles to remove
the watermark.

Nikolaidis and Pitas [37] propose an original watermarking
scheme dedicated for facial color images, using salient points
like the eyes and the mouth. The watermark (a pseudo-random
binary sequence) is geometrically adapted before embedding,
according to the extracted feature positions and the face ori-
entation. The detection step is dual; the watermark is adapted
using the features of the tested image and a correlation detector
is then employed to decide whether the watermark is present
or not.

III. WATERMARKING ALGORITHM

In this section, we briefly describe the baseline of our water-
marking algorithm [38], [39]. The resynchronization process
will be introduced in the next section. The considered approach
is derived from fractal image coding theory [40], in particular
the notion of self-similarity (c.f. Figure 6). The image is re-
expressed as a collection of local similarities up to an affine
transform. The main idea is to use invariance properties of
fractal coding, such as invariance by affine (geometric and
photometric) transformations, to ensure watermark robustness.
The extraction mode is blind.

A. Embedding Step

The watermark embedding process can be described by
the following three steps: cover generation, formatting and
encryption of the message to be hidden, merging of the
watermark and the cover.

1) Cover generation: First, a ”fractal approximation”
Iapprox is computed from the original image Ioriginal. The
original image is scanned block by block. Those blocks are
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watermarked image

Fig. 6. Self-similarities: an example of matching between range and domain
blocks via geometric and photometric affine transformations.

labeled range blocks (block Ri) and have a given dimension
n×n (here 8×8 pixels). Each block Ri is then associated with
another block Di which is similar (modulo a set of possible
photometric and geometric transformations) according to a
Root Mean Square (RMS) metric defined as follows:

RMS(f, g) =
1
n

√√√√ n∑
x=1

n∑
y=1

(
f(x, y)− g(x, y)

)2

(1)

The block Di is labeled domain block and is searched in
a codebook containing Q blocks Qj . The codebook consits
of all possible blocks (up to a precision of 1 pixel) of size
32×32 pixels including inside the search window in the picture
itself. Each block Qj is scaled to match the dimensions of the
range block Ri. A set of k geometrically transformed blocks
Tk(Qj) is then built (identity, 4 flips and 3 rotations). For each
transformed block Tk(Qj), a photometric scaling factor s and
an offset o are computed to minimize the RMS between the
transformed block g = Tk(Qj) and the range block f = Ri.

The range block Ri is substituted by the transformed
block s.Tk(Qj) + o which has the lowest RMS distance.
The cover Icover corresponds to the error image that is the
signed difference between the original image and its fractal
approximation.

Icover = Ioriginal − Iapprox (2)

2) Formatting of the watermark: The first step consists in
converting the message m to be hidden (a string or a logo)
into a binary mark. Then, to ensure robustness against small
perturbations of the cover, the k bits of the watermark are
redundantly distributed. This duplication of the bits consists
of two steps. Firstly, the mark is over-sampled by a factor
of typically 3 (c.f. Figure 7.a) to produce a low-frequency
watermark more resilient to low-pass filtering (e.g., JPEG
compression, blur, etc.). Secondly, the over-sampled mark is
horizontally and vertically duplicated to create a redundant
watermark of the size of the original image (c.f. Figure 7.b).
This spatial repetition is necessary to compensate for the
possible loss of information due to local image manipulations.
Finally, the watermark is encrypted using a XOR between the
watermark and a binary pseudo-random sequence generated
from a secret key and also over-sampled by a factor of 3
to preserve the low-frequency component of the mark (c.f.
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(a) Over-sampling

(b) Message duplicated (c) Message encrypted

Fig. 7. Formatting and encryption of the watermark.

Figure 7.c). The XOR operation allows, on the one hand, to
secure the hidden message (e.g. against collusion attack), and
on the other, to remove repetitive patterns reducing in this
way the psycho-visual impact of the watermark embedding.
In order to improve robustness against photometric attacks,
an error correction code, in particular block turbo codes [41],
can be inserted prior to over-sampling and duplication of the
message. Finally we obtain the final binary watermark W .

3) Merging of the watermark and the cover: The last step of
the embedding process consists in modulating the cover Icover

with the watermark W . The modulation consists in zeroing
some of the cover pixels p depending on their sign and the
corresponding watermark bit to hide (c.f. Equation (3)). In
other words, only one bit out of two on average really hosts
hidden information.

If W (p) = 1 and Icover(p) > 0 then Îcover(p) = Icover(p)
If W (p) = 0 and Icover(p) < 0 then Îcover(p) = Icover(p)
Else Îcover(p) = 0

(3)
For visibility reasons, only the low value pixels in Icover

will host mark information:

If
∣∣Icover(p)

∣∣ > δhigh then Îcover(p) = Icover(p) (4)

Finally, the modulated cover Îcover is added to the fractal
approximation Iapprox to produce the watermarked image
Iwatermarked. By default, we set the watermarking distortion
to about 38 dB.

B. Extraction Step

1) Cover extraction: This step is similar to the cover gener-
ation step of the watermark embedding process. An IFS code
is calculated from the watermarked image (possibly modified)
to obtain Ĩapprox and extract the cover of the watermark Ĩcover.
Then, the obtained cover is thresholded in order to eliminate
low (near zero) and high (greater than δhigh) values which
carry no information related to the watermark. Finally this

Fig. 8. Flow chart of the embedding process of the proposed watermarking
scheme.

cover is decoded according to the modulation rules (e.g. the
sign of the pixel cover).

If δlow < Ĩcover(p) < δhigh then W̃ (p) = 1
If − δhigh < Ĩcover(p) < −δlow then W̃ (p) = −1
Else W̃ (p) = 0

(5)

2) Reconstruction of the message: The extracted watermark
is then decrypted by reapplying a XOR operation between the
watermark and the same binary pseudo-random sequence as
performed during the insertion step. Finally, the message is
obtained back by exploiting the redundancy: for each k bit
of the message, we compute the sum bk of its values at Rk

positions in W̃ corresponding to over-sampling and repetition:

∀k ∈ [1 . . .K] bk =
Rk∑
r=1

W̃ (pk,r) (6)

where pk,r is the set of pixels in W̃ hosting the kth bit of the
message. The final value of a bit mk of the hidden message
is determined by ”majority vote”:{

If bk < 0 then mk = 0
If bk ≥ 0 then mk = 1 (7)

IV. RESYNCHRONIZATION METHOD

In this section, we introduce our resynchronization module
and present how it takes place in the framework previously
described in Section III (c.f. Figures 8 and 11).
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Fig. 9. Interlacing of information and resynchronization bits.

A. Overview of the Method

The proposed method operates directly in the spatial domain
and does not require any a priori knowledge of the original
image or the hidden message for the extraction step. First
of all, our resynchronization technique consists in adding
predefined additional information to the useful message bits
at the insertion step. These additional bits are labelled as
resynchronization bits or reference bits and they are modulated
in the same way as the information bits. During the extraction
step, the resynchronization bits are used as reference points to
estimate and compensate for small local or global geometrical
deformations. The distortions are approximated using classical
optical flow method.

B. Formatting of the Watermark

The sequence of resynchronization bits is randomly gener-
ated using the secret key. Then, the resynchronization bits are
uniformly interlaced with the information bits to produce a
new binary sequence (c.f. Figure 9). This mono-dimensional
sequence is then shaped according to a zigzag path to produce
a two-dimensional pattern. The rest of the watermark format-
ting step is unchanged compared with the method described
in paragraph III-A.2; that is to say, the pattern is over-sampled
by a factor of 3, then horizontally and vertically duplicated,
and finally encrypted.

A trade-off must be found between the number of informa-
tion (i.e. useful bits) and resynchronization bits. Indeed, if the
density of the resynchronization bits was high, the geometrical
deformations could be estimated precisely, but the redundancy
of information bits would be lower and the message would be
less robust (c.f. Figure 10). On the contrary, if the density of
the resynchronization bits was low, it would be very difficult
to identify and compensate for the geometrical distortions. In
this case, the resynchronization process would fail and the
message could not be extracted. According to our experience,
we suggest to use the same proportion of information and
resynchronization bits. In other words, when a user want to
embed let say 64 bits, the watermarking system actually insert
128 bits (64 information bits and 64 resynchronization bits).

C. Resynchronization Process at Extraction Step

1) Basic principle: The general idea of the resynchroniza-
tion method is to map the reference bits with the desynchro-
nized watermark signal before extracting the message. We
make the assumption that if we are able to resynchronize the
reference bits, the information bits will be resynchronized too.
This assumption is realistic insofar as information and resyn-
chronization bits are finely bidimensionally interlaced. Under
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Fig. 10. Resynchronization performance (i.e. percentage of well resynchro-
nized blocks after a translation) vs. bit error rate according to the number
of reference bits added to the message. The tests have been performed on a
database of 75 images.

Fig. 11. Flow chart of the extracting process of the proposed watermarking
scheme.

these conditions, knowing the value and the relative positions
of the reference bits, the resynchronization process simply
consists in seeking for each portion of the extracted watermark
signal (made up of information and reference bits) the best
sequence of resynchronization bits (c.f. Figure 12). In practice,
most of the non-destructive local geometrical distortions, such
as those generated by the Stirmark attack, have a limited
amplitude and they are almost linear on slight portions of the
image. So it is then possible to locally approximate them by
simple block translations. Thus the resynchronization process
consists in a classical block matching algorithm to calculate
the optical flow corresponding to the geometrical attack and to
compensate for the deformations of the watermarked image.
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Fig. 12. Basic principle of resynchronization method. One seeks for each
portion of watermark signal, the best sequence of resynchronization bits.

Fig. 13. Example of reference mask generation: let the message M =
(m1, m2, m3, ..., mk) to extract and the resynchronization sequence R =
(1, 0, 1, 0, 1, 1, 0, 1, . . . , 0).

2) Reference mask generation: Once the watermark is mod-
ulated with the cover, it is no longer possible to differentiate
the information bits from the resynchronization ones. In order
to use the resynchronization bits as reference pattern it is
necessary to know their value and the way the watermark
was shaped. Thus, we create a mask W̄ which is used as
a reference map indicating precisely the original layout of the
information and resynchronization bits, as well as the way in
which the pseudo-random sequence was applied. The mask
generation is similar to the one of the watermark, except that
the information bits (i.e. useful bits) are replaced by labels.
These labels are signed (according to the XOR operation
between the pseudo-random sequence and the mask) in order
to enable later to separate the watermark signal from the
pseudo-random sequence during the message reconstruction
step.

3) Optical flow: Block matching algorithms [42] are well
known in video coding where they are used to estimate the
motion vectors between two frames. Within the framework of
our resynchronization technique, the block-matching is applied
between the reference mask W̄ and the watermark cover W̃ .
The watermark cover W̃ corresponds to the extracted cover
Ĩcover which was thresholded to eliminate the extreme values,
and demodulated to reveal the values of the hidden bits (i.e. ‘-
1’, ‘1’ or ‘0’, zero means that the value of the bit is undefined).

The optical flow is calculated as follows. We consider the
ternary watermark cover W̃ , resulting from the first step of the
retriever, and the reference mask W̄ . The watermark cover W̃
is divided into blocks whose size is n × n pixels. We define

Fig. 14. Block-matching process between the cover fW and the reference
mask W̄ .

a block of W as follows:

W (δx,δy)
xb,yb

(x, y) = W (xb.n + δx + x, yb.n + δy + y) (8)

where (xb, yb) are the indices of the block, (δx, δy) are
the coordinates of the displacement and (x, y) represent the
coordinates of an element of the block.

For each block W̃xb,yb
, a block W̄

(δx,δy)
xb,yb which with the

same dimensions is searched within the reference mask W̄
by minimizing a cost function (described in the paragraph IV-
C.4). An exhaustive search is carried out inside a window of
size m × m pixels, centered on the position of block W̃x,y

(c.f. Figure 14). Thus the dimensions of the search window
limit the maximum displacement to ±m/2 pixels around the
initial position of the block (i.e. a local distortion of the
image greater than m/2 pixels could not be compensated).
For each candidate block W̄

(δx,δy)
xb,yb , we calculate its associated

cost S(W̃xb,yb
, W̄

(δx,δy)
xb,yb ). The block W̄

(δx,δy)
xb,yb with the lowest

cost is considered as the best candidate and its content is
recopied into an array of the same dimensions as the mask,
at coordinates of the block W̃x,y . Thus the local distortion is
approximated by the translation ~d(xb, yb) = (δXbest, δY best).

Once the process has been performed for all the blocks of
the watermark cover, one obtains a new reference mask W̌
adapted to the attacked image. The message is then rebuilt
using the cover W̃ and the resynchronized mask W̌ . The
decoding principle of repetition codes based on a majority
vote is unchanged compared to that described in paragraph
III.B.2.

4) Cost function: To determine the best matching criterion
between the blocks W̃xb,yb

and W̄
(δx,δy)
xb,yb , we calculated for

each displacement (δx, δy) in the search window, the number
of reference bits correctly resynchronized, the number of
reference bits badly paired, the number of undefined pairings
(i.e. a reference bit paired with an unknown cover value) and
the number of information bits. This experiment shows that
only the number of reference bits correctly resynchronized
and the number of reference bits badly paired give signifi-
cant information about the resynchronization. The number of
undefined pairings and the number of information bits are
approximately constant whatever the tested position is. As
a result, they do not influence the block matching process.
The cost function consists in calculating the ratio between the
number of reference bits badly paired and the reference bits
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Fig. 15. Cost function according to the tested positions of candidate blocks.
In this example, the position of the best candidate block corresponds to the
displacement ~d = (0, 0).

correctly resynchronized:

S
(
W̃xb,yb

, W̄
(δx,δy)
xb,yb

)
=

(n−1)2∑
i,j=0

Φ
(
W̃xb,yb

(i, j), W̄ (δx,δy)
xb,yb

(i, j)
)

(n−1)2∑
i,j=0

Ψ
(
W̃xb,yb

(i, j), W̄ (δx,δy)
xb,yb

(i, j)
)

where

Φ
(
A,B

)
=

{
1, if B ∈ {−1,+1} and B = −A
0, otherwise.

Ψ
(
A,B

)
=

{
1, if B ∈ {−1,+1} and B = A
0, otherwise.

(9)

5) Improving the estimated displacement field: In this para-
graph, we first discuss the influence of the block and search
window sizes on the performances of the resynchronization
process. Subsequently, we introduce dependencies between
neighbor displacements to further enhance the quality of the
estimated optical flow.

a) Effectiveness of the resynchronization according to
the size of blocks: The size of blocks and the dimension of
the search window must be selected judiciously because they
determine the effectiveness of the resynchronization process.
Blocks which are too large do not allow local geometrical
deformations of the image to be compensated, whereas too
small blocks do not contain enough reference bits to estimate
these deformations correctly. As for the size of the search
window, it determines the maximum amplitude of geometrical
deformations, as well as the cost in terms of computing
time of the resynchronization algorithm. Figure 16 illustrates
the influence of the size of blocks during the estimation of
the geometrical deformations by the block matching process.
In this example, the original image has undergone a slight
translation: the left graph represents the optical flow field

(a) Translation (6,2) - blocks 32×32 (b) Translation (6,2) - blocks 64×64

Fig. 16. Effectiveness of the resynchronization according to the size of
blocks.

obtained using blocks of 32×32 pixels, and the right one using
blocks of 64×64 pixels. Experimentally, the best results were
obtained using blocks of 64×64 pixels.

b) Optical flow regulation: The presented resynchroniza-
tion framework suffers from two major shortcomings:

1) As mentioned previously, the block size has a great
influence on the the performances of the block matching
based resynchronization process. On one hand, small
blocks are likely not to contain enough resynchro-
nization bits to enable a correct registration and thus
compensate for small geometric distortions. On the other
hand, considering large blocks prevents from estimating
finely the geometric distortions. Experimental results
have shown that block sizes below 64 × 64 produce
almost random displacement fields.

2) The resynchronization process operates blindly in a best
match fashion. There is no constraint between the dis-
placements ~d(xb, yb) of neighbor blocks. As a result, the
estimated optical flow can contain wrong displacements
which significantly interfere with the payload extraction
procedure. However, the visual quality of an image
distorted by a geometric transformation is determined
by its homogeneity [43] i.e. all the displacement fields
are not valid transformation.

This resynchronization procedure has consequently been
slightly modified to further enhance its performances [44].
First, Elastic Graph Matching (EGM) is introduced to smooth
the estimated optical flow. Second, a multi-scales approach has
been considered to iteratively obtain a denser motion field.

Elastic Graph Matching has been originally introduced in
pattern recognition [45]. The idea is to perform a block
matching procedure with a smoothness constraint: a rigidity
parameter prevents displacements of neighbor blocks from
being incoherent. In other words, the goal is to find the set
of block displacements ∆ = {~d(xb, yb)} which minimizes the
global cost function:

Ctotal(W̃ , W̄ , ∆) = Cmatch(W̃ , W̄ , ∆)+λCsmooth(∆) (10)

where the parameter λ controls the rigidity of the estimated
optical flow and Cmatch(.) and Csmooth(.) are two cost
functions. The first one is a matching cost function which
indicates how well correspond the extracted watermark W̃ and
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the reference mask W̄ considering only the resynchronization
bits and assuming that block displacements are given by ∆. It
can be thus defined as the sum of the cost functions defined
in Equation (9) for the different blocks. It should be noted
that for λ = 0, the resynchronization process comes down
to the baseline block matching approach. Therefore, a second
term is introduced to ensure that blocks which are not the best
matching ones are still considered in case they are coherent
with the current estimation ∆ of the optical flow. To this end,
the cost function Csmooth(.) can be set equal to the sum of
the distances between displacements of neighbor blocks. The
optical flow is then iteratively updated until a minimum is
found.

Nevertheless the presented iterative minimization process
can get trapped in a local minimum, especially when small
blocks are considered. As a result, a multi-scales approach
has been superimposed over the current framework. The basic
idea is to start the matching process with large blocks and
then to successively consider smaller blocks. Indeed, large
blocks (64 × 64) enable to find a relevant initial estimation
of the optical flow since there are many resynchronization
bits in each block. Next, the block size is decreased (down to
16×16) to refine the optical flow by permitting more geometric
distortions. In practice, the block size is divided twice and the
iterative minimization process is launched each time. Further-
more, the estimated optical flow is over-sampled to initialize
the procedure for each new scale. The rigidity parameter is also
updated accordingly. When the block size decreases, neighbor
blocks are nearer and thus neighbor displacements should be
more similar i.e. the rigidity parameter should be larger.

V. EXPERIMENTAL RESULTS

We evaluated the performances of our resynchronization
technique against various kind of small geometrical defor-
mations. The tests have been performed on a database of
500 images of size 512 × 512 pixels. The payload was set
to standard value of 64 bits. Figure 17 illustrates some of
the geometrical attacks applied to the watermarked image
(e.g. rotation, translation, scale, Stirmark, skew, etc.), as well
as the way in which they have been compensated by the
resynchronization process using block-matching only. In those
examples, we can notice that the optical flow fields, although
imperfect, mainly follow the geometrical deformations, which
subsequently enables to extract all the 64 information bits of
the watermark.

Experimentally, we have noticed that the resynchronization
process mainly fails when the watermarked image undergoes
large affine transformations (e.g. a rotation greater than 3
degrees, translation greater than the search window size, etc.)
or large local geometrical distortions. In these cases, the
failure of the resynchronization is due to the fact that the
deformations cannot be compensated by the block matching
process. On the contrary, a combination of local geometrical
distortions and photometric manipulations, such as a small
rotation followed by a high JPEG compression, may also
locally affect the resynchronization process. Indeed, the wa-
termark is not uniformly embedded into the image and its

(a) Rotation of 2 degres

(b) Perspective effect

(c) Wave effect

(d) Vertical skew of 5 degres

(e) Stirmark attack

Fig. 17. Examples of geometrical deformations compensated by the proposed
resynchronisation framework.
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robustness is different according to the frequential contents of
the different parts of the image. Typically, in textured regions
the watermark is mainly modulated with high frequencies
which makes it invisible, but also less robust to low-pass
filtering, bilinear interpolation, etc. Thus the bits which were
hidden in those areas, and particularly the reference bits, may
be erroneous causing incorrect block pairings. If the incorrect
block pairings are scattered they can be easily detected and
corrected (or eliminated) using the specific post-processing
described in paragraph IV-C.5. Figure 18 depicts for instance
how the optical flow obtained by block matching with an
image distorted by Stirmark can be improved. First, the rigidity
parameter λ enables to correct some few wrong estimated
displacements. Second, the multi-scales framework permits to
obtain a denser optical flow.

Finally, to obtain a quantitative evaluation of the different
proposed resynchronization techniques, we have attacked our
database of watermarked images with Stirmark with varying
strength [44] and looked at the Message Error Rate (MER).
We define the MER as the ratio of the number of erroneous
messages on the number of extracted messages. A message is
erroneous if at least one of its bits is false. Three alternative
resynchronization methods have been investigated, namely no
resynchronization, block matching only resynchronization and
elastic graph matching resynchronization. The results reported
in Figure 19 clearly demonstrates that resynchronization is
required since the algorithm is quickly defeated otherwise.
Furthermore, the EGM-based regularization process proposed
in paragraph IV-C.5 enables to significantly enhance the
performances of the block-matching based baseline resyn-
chronization module. For a Stirmark strength equal to 1
(default strength value), it makes the MER drop from 23.21%
to 14.64%. Another interesting observation is that, for low
Stirmark strength, the BM resynchronization introduces some
errors in comparison to the system without any resynchroniza-
tion. This is due to the fact some estimated displacements are
wrong and thus may introduce errors. In fact, empirical results
have shown that BM resynchronization lower the robustness
performances of the algorithm with respect to photometric
attacks e.g. JPEG compression. This issue seems to be less
critical with EGM resynchronization since a few wrong dis-
placement estimations can be corrected. However, if the initial
optical flow obtained by block-matching contains too much
errors, they will not be corrected and performances against
photometric attacks wil also be degraded.

VI. DETECTION OF GLOBAL LINEAR TRANSFORMS

As underlined the proposed approach is not adapted to
compensate for important global transformations. In order to
counterbalance some of the shortcomings of the previous re-
synchronization method, we have developed a complementary
method [46] allowing global linear transforms of the image
(i.e. rotation, scale, skew, etc.) to be compensated. The main
idea of this method consists in embedding a repetitive square
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Fig. 19. Message error rate versus the strength of the Stirmark attack for
different resynchronization methods.

pattern into the cover1. The addition of a periodic pattern in
the spatial domain involves the appearance of regularly aligned
peaks in the frequential domain. The alignment of those points
is kept under any affine transform. Thus the determination of
the linear transform As applied to the image is realized by
estimating the parameters of the dual linear transform Af into
the frequential domain. Indeed, the two affine transforms As

and Af are connected by the following relation:

Af =
(

AT
s

)−1

(11)

In this paragraph, we only briefly describe the baseline of
the method. The idea is to XOR only the useful bits dur-
ing the formatting of the watermark in order to generate a
periodical pattern from the reference bits and keep secure
information bits by keeping a global encryption. Thus the
resynchronization process first at all consists in detecting the
peaks in the DFT domain applying adaptive thresholding. Then
we estimate the two main axes based on Hough transform and
the periods from aligned points along these two directions.
Knowing the original alignment and period of the peaks, we
can deduce the parameters of the undergone affine transform
As modulo 8 isometries (i.e. identity, horizontal, vertical and
central symmetries, 90◦ and −90◦ rotations, and 2 reflexions).
These ambiguities are due to the fact that the aligned peaks do
not give any information about the correct vector orientations
along the two main directions. To solve this problem, we must
test in parallel the 8 possible inverse affine transforms and
select the one whose |bk|’s have the highest mean value, where
bk is defined in Equation (6).

1As mentioned earlier in the state of the art, this idea was first introduced by
Kutter [27]. The approach based on the Hough transform presented hereafter
has been done independently, but in parallel with the one proposed by
Deguillaume et al. [28].
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Fig. 18. Illustration of the iterative regularization of the optical flow when EGM is used. The watermarked image has been submitted to the random bending
attack.

VII. CONCLUDING REMARKS

Geometrical transformations, and more precisely local geo-
metrical distortions, are the Achilles heel for many watermark-
ing schemes. Most solutions proposed in the literature only
address the problem of affine transforms. In this article, we
have described an efficient resynchronization method against
slight global and local geometrical deformations such as the
ones generated by Stirmark attack. The proposed approach
consists in adding predefined additional information to the
useful message bits at the embedding step. During the ex-
traction step, these bits are then used as anchor points to
estimate and compensate for geometrical manipulations; the
resynchronization process consisting in matching the reference
bits with the extracted cover. In most cases, the method is
able to compensate for all the geometrical deformations which
can be locally approximated by block-matching. Nevertheless,
a combination of geometrical and photometric manipulations
such as a small global rotation followed by an average to
strong JPEG compression may affect the resynchronization
process. However, the proposed resynchronization method
reaches its limits when the watermarked image undergoes
large geometrical (global or local) distortions or a significant
photometric attack. Some of these shortcomings, such as affine
transforms, can be counterbalanced using a complementary
resynchronization method. However, the difficulty is then to
make both approaches work together to be able to cope with
any kind of geometric distortion, in particular a combination
of global and local geometric attacks.
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