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Abstract

In this report, we discuss the improvements multipointyglmay expe-
rience by the use of mobility predictions. Multipoint Rellag (MPR) is a
technique to reduce the number of redundant retransmissibile diffus-
ing a broadcast message in the network. The algorithm greademinating
set where only selected nodes are allowed to forward pacKetsthe elec-
tion criteria is solely based on instantaneous nodes’ ésgré&he network
global state is then kept coherent through periodic excbsing messages.
We propose in this report a novel heuristic to select kinetidtipoint re-
lays based on nodes’ overall predicted degree in the absrtcajectory
changes. Consequently, these exchanges of message mayitbd to the
instant when unpredicted topology changes happen. Signifieduction in
the number of messages are then experienced, yet stillhgepcoherent
and fully connected multipoint relaying network. Finallye present some
simulation results to illustrate that our approach is samib the MPR algo-
rithm in terms of network coverage, number of multipoinased, or flooding
capacity, yet with a drastic reduction in the number of mgesaxchanged
during the process.

Index Terms
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1 Introduction

Mobile Ad Hoc Networks (MANETS) is an emergent concept inwiéor
infrastructure-less communication. These networks relyawio transmissions,
but with the lack of infrastructures, flooding (distribugimformation to each and
every node in the network in an uncontrolled way) happensta key part of in-
formation dissemination. In wireless networks and paldidy when the network
is dense, the overhead due to this kind of information digsation may become
prohibitive. Despite its simplicity, flooding is very ineffent and can result in
high redundancy, contention and collision. This is the nmaotivation for many
research teams that have proposed more efficient floodihgitpees whose goal
is to minimize the number of retransmissions while attengptio deliver pack-
ets to each node in the network. Different approaches of ifhgotchniques and
broadcasting control protocols exist and are listed inJ[1, 2

Multipoint relaying (MPR, [3]) provide a localized way of fiding reduction
in a mobile ad hoc network. Using 2-hops neighborhood in&drom, each node
determines a small set of forward neighbors for messagginglawhich avoids
multiple retransmissions and blind flooding. MPR has beesigted to be part
of the Optimized Link State Routing algorithm (OLSR, [4])dpecifically reduce
the flooding of TC messages sent by OLSR to create optimatsoiyet, the elec-
tion criteria is solely based on instantaneous nodes’ @ésgréhe network global
state is then kept coherent through periodic exchanges séages. Some studies
showed the impact of periodic beacons, which could be coetptarincreasing the
probability of transmission, in 802.11 performances [5lhe effects of beaconing
on the battery life [6]. This denotes that these approachge major drawbacks
in terms of reliability, scalability and energy consumpso The next step to their
evolution should therefore be designed to improve the ablasgtupation and the
energy consumption.

In this report, we propose to improve the MPR protocol by gisimobility
predictions. We introduce th&netic Multipoint Relaying (KMPRprotocol which
heuristic selects kinetic relays based on nodes actual wndef predicted nodal
degrees. Based on this, periodic topology maintenance mkmlied to the instant
when a change in the neighborhood actually occurs. Our tNgeis to show
that this approach is able to significantly reduce the nurobenessages needed
to maintain the backbone’s consistency, thus saving n&twesources, yet with
similar flooding properties as the regular MPR.

The rest of the report is organized as follows. In Section &,shortly de-
fine our motivation for using mobility prediction with MPRe&ion 3 describes
the heuristic used in order to compute nodes’ kinetic degrée Section 4, we
formally describe our KMPR protocol, and in Section 5, wepgage an aperiodic
neighborhood maintenance strategy. Finally, Section Giges simulation results
justifying our approach, while Section 7 draws some corinlyidemarks and de-
scribes some future works.



2 Preliminaries

In this section, we give a short description of mobility potidns and our
motivation for using this concept in MANETSs. Finally, we pide some related
work on this field.

2.1 Mobility Predictions in MANETS

In mobility predictions, a mobile samples its own locati@amtnuously or peri-
odically and constructs a model of its own movement. The rhcatebe first order,
which provides nodes’ velocities, but higher and more cexphodels providing
nodes’ accelerations are also possible. The node diss&wiia current model's
parametersin the network. Any changes to the model's parameters igivehc
announced by the respective nodes. Every other node usesfirmation to track
the location of this node. Very little location update casinicurred if the model’'s
prediction is accurate. For example, in Figure 1, we compgaewumber of loca-
tion updates needed with or without mobility predictionsamtusing a linear first
order mobility model.

(X1,Y

t0)
(a) 1 message sent per seceadA (b) 1 message sent upon any trajec-
total of 12 messages in 12 seconds. tory change=- A total of 2 mes-

sages in 12 seconds.

Figure 1: lllustration of the influence of mobility prediotis on the number of
location updates

1The model’'s parameters are assumed to be valid over a eekfiiwt period of time depending
on the model’s complexity



2.2 Average Linear Trajectory Durations in Ad Hoc Networks

A basic assumption in mobility prediction-based technigiseto assume that
nodes move following a linear trajectory, then predict tdafe the neighborhood
information when a trajectory change occurs. Thereforalabdity is highly de-
pendent to the number of trajectory changes (or transitipasunit of time, there-
after calleds.

Part of the results obtained in [10] are reproduced in Figurét shows that
even with an average velocity of 20m/s, nodes have an avéraggetory duration
of 22s (Figure 2(a)) for the Random Waypoint model ar@h (Figure 2(b)) for
the City Section model. Figure 2 therefore provides a loveemigl on the average
trajectory duration, that i% ~ 10s using extreme values for the configuration
parameters of the mobility models. In more realistic sitrat, this value is rather
% ~ 30s. Accordingly, it becomes conceivable to consider prediito improve
ad-hoc protocol the way we will do in this report.
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Figure 2: Average nodes’ trajectory duratiq?g]) (nder the Random Waypoint mo-
bility model and the City Section

2.3 Related Work

Prediction-based protocols are a straight evolution oftiposbased methods.
Indeed, this approach evolved from simple positions, tétipmsand velocity, and
finally to trajectory models. The first definition of such mols has been done
under the nampredictive distance-basgatotocol [12], and has been cited in pos-
sible developments in the terminode project [11]. Almoghatsame time, another
study has been performed [13] which illustrated the beneditly unicast and mul-
ticast protocols could experience from mobility predingolt is, however, only in
recent months that this model started to get seriously etiudio our knowledge,
the authors of [7] have been the first team to analyze it irr freiposition ofKi-
netic spanning treefor ad hoc sensor networks. The authors managed to create
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an auto adaptive shortest path spanning tree to a sink natdevéts getting rid of
periodic beacons inherited from the Bellman-Ford algamith

Later, another team studied, under the natead-reckoningthe benefits of
predictions for mobile ad hoc networks [16]. They showed tha&s model was
able to deliver superior routing performances than DSR obXOrlhey then ex-
tended their studies to location services [17]. They caichs were quite similar,
by noticing that the diffusion of predicted future locatsonf nodes in the net-
work could improve the performances of location servicesceRitly, the authors
in [14] proposed a paper that was analyzing the effect oé¢tayy predictions on
topology management. By they intrinsic behavior, topolegwtrol protocols are
usually considered as proactive, since they need to maiatatructure between
moving nodes. However, the authors managed to show thatsibg stochastic
prediction-based trajectories, they could create the titsily reactive topology
control protocol, in a sense that after an initial organizgtthe topology is main-
tained in an event-driven manner, without the need of peribdacons.

Finally, in recent months many interesting papers has bessepted that deal
with prediction-based routing protocols. [19] presentsagproach that reduces
mobility-induced location errors on geographical routimging mobility predic-
tions. [18] in other hand, make use of mobility predictiondrder to improve
routing protocols. This global interest in mobility pretiims greatly justified the
motivation we have to dig into that direction, since we firnblglieve that such
approach would improve any protocol under any configuration

In this report, our objective will be to develop a predicteddal adapted to the
MPR protocol by modeling nodes predicted degrees, alseddlhetic degree

3 Kinetic Nodal Degree in MANETSs

We explain in this section the method for modeling kinetigrées in MANETS.
We model nodes’ positions as a piece-wise linear trajecor;, as we showed in
Section 2.2, the corresponding trajectory durations argthyy enough to become
a valuable cost for using kinetic degrees.

The term "Kinetic” in KMPR reflects the motion aspect of oug@lithm, which
computes a node’s trajectory based on its Location Infaond¥]. Such location
information may be provided by the Global Positioning Sys{&PS) or other so-
lutions exposed in [8] or [9]. Velocity may be derived thrbuguccessive location
samples at close time instants. Therefore, we assume a gioleasynchroniza-
tion between nodes in the network and defing, dx, dy as the four parameters
describing a node’s position and instant veloéityhereafter callednobility.

Over a relatively short period of tim& one can assume that each such node,
sayi, follows a linear trajectory. Its position as a function iofi¢ is then described

2\We are considered moving in a two-dimensional plane.
3The time required to transmit a data packet is orders of niagmishorter than the time the node
is moving along a fixed trajectory.
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yi +dy; -t @)

Pos; (1) — |: xi+dx; -t ] ’
where Pos;(t) represents the position of nodat timet, the vectorz;, v;]”

denotes the initial position of nodeand vectofdz;, dy;]” its initial instantaneous

velocity. Let us consider nodgas a neighbor of. In order to let nodé compute

nodej’s trajectory, let us define the squared distance betweeesi@hd; as

Di(t) = Dji(t) = |Pos;(t) — Posi(1)]3

_ <[xj—mi}+[da:j—d;pi}'t>2
Yj — Yi dyj — dy;
= az-jt2 + bz’jt + Cij, (2)

wherea;; > 0, ¢;; > 0. Consequentlyg;;, b;;, c;; are defined as the three parame-
ters describing nodeisand j mutual trajectories, and)?; (t) = ai;t* + bijt + cij,
representing’s relative distance to nodg is denoted ag'’s linear relative trajec-
tory toi. Consequently, thanks to (1), a node is able to compute tbhesfposition
of its neighbors, and by using (2), it is able to extract arigimieoring nodes’ future
relative distance.

Consideringr as nodes maximum transmission range, as Ion@fy{:’t) <r?,
nodesi andj are neighbors. Therefore, solving

D?j(t) —r? =
Cl,l'jt2 + bijt + Cij — 7’2 = 0, (3)

givestfj’"om andt}? as the time intervals during which nodéand j remain
neighbors. Consequently, we can model nodes’ kinetic @éegsetwo successive
sigmoid functions, where the first one jumps to one when a moders another
node’s neighborhood, and the second one drops to zero waendtie effectively
leaves that neighborhood (see Figure 3).

from to
tij t t

Figure 3: Double sigmoid function modeling a link lifetimetiveen node and
nodej



Consideringnbrs; as the total number of neighbors detected in nigleeigh-
borhood at time, we define

nbrs;

1 1
Degz(t) = Z (1 n eXp(—CL ] (t _ t£r0771)) : 1+ exp(a . (1’ — f’;ﬂo))> (4)

k=0

rom

as node’s kinetic degree function, Whelté andt!° represent respectively
the time a nodé enters and leaveis neighborhood. Thanks to (4), each node is
able to predict its actual and future degree and thus is alpedactively adapt its
coverage capacity. Figure 4(a) illustrates the situatiorifiree nodes. Node en-
tersi’s neighborhood at timé= 4s and leave it at timé = 16s. Meanwhile, node
j leavesi’s neighborhood at time = 20s. Consequently, Figure 4(b) illustrates
the evolution of the kinetic degree function over

/ degree

(@) Node : kinetic (b) Node: kinetic nodal degree
neighborhood

Figure 4: lllustration of nodes kinetic degrees

Finally, the kinetic degree is obtained by integrating (4)

k=nbrs;

— > 1 1
Degi(t) = /t ( Z (1 i exp(_a ' (f - tirom)) ’ 1+ exp(a . (t _ tio)) )> (5)

k=0

For example, in Figure 4(b), nodeinetic degree is= 32.

4 Kinetic Multipoint Relays

In this section, we describe our Kinetic Multipoint Relayi(KMPR) protocol.
It is mainly extracted from the regular MPR protocol. Yet, agapt it to deal with
kinetic degrees.

To select the kinetic multipoint relays for nodglet us call the set of 1-hop
neighbors of nodéasN (i), and the set of its 2-hops neighborsé$(i). We first
start by giving some definitions.



Definition 1 (Covering Interval) The covering interval is a time interval during
which a node inN2(i) is covered by a node iV (i). Each node inV?(i) has

a covering interval per nodé which is initially equal to the connection interval
between its covering node iN (i) and nodei. Then, each time a node iN?(7)

is covered by a node iV (i) during a given time interval, this covering interval is
properly reduced. When the covering interval is reducef, toe say that the node
is fully covered.

Definition 2 (Logical Kinetic Degree) The logical kinetic degree is the nodal de-
gree obtained with (5) but considering covering intervaistead of connection

intervals. In that caseti“’m and t{° will then represent the time interval during
which a nodek € N?(i) starts and stops being covered by some nod¥ ().

The basic difference between MPR and KMPR is that unlike MRRPR
does not work on time instants but on time intervals. Theegfa node is not
periodically elected, but is instead designated KMPR fdmeetinterval. During
this interval, we say that the KMPR node is active and the tirtexval is called its
activation.

The KMPR protocol elects a node as KMPR a nodé\Vift) with the largest
logical kinetic degree. The activation of this KMPR nodehs targest covering
interval of its nodes inV2(i).

Kinetic Multipoint Relaying 1 (KMPR) The KMPR protocol applied to an ini-
tiator node: is defined as follows:

e Begin with an empty KMPR set.
e First Step: Compute the logical kinetic degree of each nad¥ ).

e Second Step: Add in the KMPR set the nod#/ii) that has the maximum
logical kinetic degree. Compute the activation of the KMRi&enas the
maximum covering interval this node can provide. Updatetiler covering
intervals of nodes iV2(i) considering the activation of the elected KMPR,
then recompute all logical kinetic degrees. Finally, reptéas step until all
nodes inN?2(4) are fully covered.

Then, each node having elected a node KMPR for some actigatdhen a KMPR
Selector during the same activation. FinakyyIPR floodingis defines as follows:

Definition 3 (KMPR flooding) A node retransmits a packet only once after hav-
ing received the packet the first time from an active KMPRcsale

5 Adaptive Aperiodic Neighborhood Maintenance

A limitation in per-event maintenance strategies is thgmebrhood mainte-
nance. While mobility prediction allows to discard invalidks or unreachable
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neighbors, it remains impossible to passively acquire reighibors reaching some
other nodes’ neighborhood. The lack of an appropriate naetthdackle this issue
would limit KMPR'’s ability to obtain up-to-date links andfe€tive kinetic multi-
point relays.

We developed several heuristics to help KMPR detecting :istilthily entering
some other nodes transmission range in a non-periodic way.

e Constant Degree Detection—-Every node tries to keep a constant neighbor
degree. Therefore, when a nofleletects that a neighbor actually left its
neighborhood, it tries to acquire new neighbors by sendisigall advertis-
ing message. (see Figure 5(a));

¢ Implicit Detection—A nodej entering nodé transmission range has a high
probability to have a common neighbor withConsidering the case depicted
in Figure 5(b), nodé: is aware of both and j’s movement, thus is able to
compute the moment at which eithgor ¢ enters each other’s transmission
range. Therefore, nodesends a notification message to both nodes. In that
case, we say that nodémplicitly detected nodg and vice versa;

¢ Adaptive Coverage Detection-We require each node to send an advertising
message when it has moved a distance equal to a part of isntisgion
range. An adjusting factor which vary between 0 and 1 dependse node’s
degree and its velocity (see Figure 5(c));

g o ”
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A \\\ r - 7 CD
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H ~ | /AN R \ i y T - -
b * D). advertize! A ’,’ P ® ‘\\ Y A 4 b
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L T © P O
v A
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(a) Constant Degree Detec- (b) Implicit Detection (C) Adaptive Coverage De-

tion tection

Figure 5: Three heuristics to detect incoming neighborsperaevent basis

6 Simulation Results

We implemented the KMPR protocol under ns-2 and used the NIRR [20]
implementation for comparison with KMPR. We measured sehsgnificant met-
rics for Manets: The effectiveness of flooding reductiomr, delay before the net-
work receives a broadcast packet, the number of duplicatkepmand finally the



routing overhead. The following metrics were obtainedratfte population o0
nodes were uniformly distributed in1&00 x 300 grid. Each node has a transmis-
sion range o250m. The mobility model we used is the standard Random Mobility
Model where we made nodes average velocity vary fsem s to 30m/s. Finally,

we simulated the system faf0s.
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Figure 6 illustrates the flooding reduction of MPR and KMPRhAugh MPR
is slightly more performing than KMPR, we can see that bottiqmols are close
together and have a fairly good flooding reduction, both imgeof duplicate and
forwarded packets. Note that the low fraction of relays ig &{b) comes from the
rectangular topology, where only a couple of MPRs are usédi@ge in the center
of the rectangle.

On Figure 7, we depicted the broadcast efficiency of MPR andPRMIn the
simulations we performed, we measured the broadcast efficias the time a
packet takes before being correctly delivered to the emitsvork. As we can
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see, KMPR has a delivery time faster than MPR by 50%. This hmdighnes from

two properties of KMPR. Firstly, as described in [15], MPRfers from message
decoding issues. Indeed, MPR often discards correct neighbd information

based on wrong message decoding. It therefore relies oneséezations before
being able to obtain correct information about nodes neigidod. Since MPR
nodes are periodically recomputed, the time before whicliRN&operational also
increases. In KMPR, since we do not rely on periodic retrassions, we changed
the decoding order as suggested in [15]. Secondly, as wesealin the next fig-
ure, KMPR'’s backbone maintenance is significantly less MBIR. Therefore, the
channel access is faster and the probability of collisisrdecreased.

In the two previous Figures, we have shown that KMPR had aimpitoperties
than MPR in term of flooding reduction and delay. Now, in Feg8r we illustrate
the principal benefit of KMPR: itéow routing overhead Indeed, since KMPR
uses mobility predictions and does not rely on periodic me@ance, the routing
overhead may be reduced by 75% as it may be seen on Figure B{@)also
show on Figure 8(b) the number of hello messages which dnagpeatically with
KMPR, yet still preserving the network’s consistency.
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Figure 8: lllustration of the network load for MPR and KMPR
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7 Conclusion

In this report, we presented an original approach for imimigpthe well-known
MPR protocol by using mobility predictions. We showed tha Kinetic Multi-
point Relaying (KMPR) protocol was able to meet the floodingperties of MPR,
and this by reducing the MPR channel access by 75% and MPRdastdelay by
50%. We consequently illustrated that, after having beedistl in other fields of
mobile ad hoc networking, mobility predictions are also mateliesting technique
to improve broadcasting protocols.

In this work, we did not try to improve the MPR protocol in teohflooding
reduction, but instead to reduce its drawback in term of ogtwWwoad. Conse-
quently, in the light of the results we presented, we are miarésted in studying
the impact of this improved network load on the OLSR protocol
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