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ABSTRACT
The use of multiple transmit (TX) and receive (RX) antennas al-
lows to transmit multiple signal streams in parallel and hence to
increase communication capacity. We have previously introduced
simple convolutive linear precoding schemes that spread transmit-
ted symbols in time and space, involving spatial spreading, delay
diversity and possibly temporal spreading. In this paper we show
that the use of the classical MIMO DFE Equalizer for this system
allows to achieve the optimal diversity versus multiplexing trade-
off introduced in [1].

1. ITRODUCTION
The �������	��
�� MIMO system is essentially described by��
�� H � 
�����
 � H T ������� 
�����
 (1)

where the white noise power spectral density matrix is � ��� �! "� �#%$&%' , and �)(�*+� 
 � � 
 (�* . We consider the case of channel state
information being absent at the transmitter (TX) and perfect at
the receiver (RX). The linear precoding considered here (intro-
duced in [2] and further analyzed in [3]) consists of a modifi-
cation of VBLAST, obtained by inserting a square matrix pre-
filter T �! "� before inputting the vector signal � 
 into the channel
H. The ����� signal components of � 
 are called streams or lay-
ers. The suggested prefilter is T �! "� � D �! "� Q where D �! "� �
diag ,�-/.0 �(�*1.3232323.� �(�4 576�8"(�*:9<; . Q is unitary Q = Q � ' :

Q � -> �����
?@@@A - B * 23232CB * 576�8"(�*- B $ 23232CB $ 576�8"(�*

...
...

...-DB 576�8 23232EB 576�8 576�8"(�*
F GGGH . (2)

where the BJI are the roots of B�576�8�KML �ON ."L � > K�- .
Every symbol stream P ( Q3RTS 
 ) passes through the equivalent SIMO

channel
576�8U I V *  (�4 I (�*:9 H W S I Q I S R which now has memory due to the

delay diversity introduced by D �! "� . It is important that the differ-
ent columns H W S I of the channel matrix get spread out in time to
get full diversity (otherwise the streams just pass through a linear
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combination of the columns, as in VBLAST, which offers limited
diversity). The delay diversity only becomes effective by the intro-
duction of the spatial spreading matrix Q, which has equal magni-
tude elements for uniform diversity spreading (a specific choice for
Q exists for maximum coding gain in case of QAM symbols [3]).
We can see that each symbol stream has the same Matched Fil-
ter Bound (MFB), which is proportional to the channel Frobenius
norm, hence full diversity is exploited. Also, since the prefilter
T �! "� is paraunitary and transforms the white stream � 
 into the
white stream � 
 , no loss in ergodic capacity is incurred. In what
follows we denote the overall channel by G �! "�YX HT �! "� .

2. CONVENTIONAL MIMO DFE RECEIVER
Consider the classical MIMO decision feedback equalizer, in which
the symbol vectors � 
 are processed sequentially in time (see Fig. 1).
The output of the matched filter is G �! "� is z 
 � G ZJ����� y 
 .
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Fig. 1. MIMO DFE receiver

The DFE output is thene
b 
 � K B �����f gih j

feedback

b 
�� F �����f gih j
feedforward

z 
 . (3)

where the feedback filter B �! "� � U I�k * B I` ( I is such that B �! "� �' � B �! "� is causal, monic and minimum phase. Different designs
of Rx are possible (MMSE, MMSE ZF ...), we consider here the
MMSE design.

2.1. MMSE Conventional MIMO DFE Rx
The MMSE linear symbol vector estimate (MMSE linear equalizer
output) verifiese

b
RlRlm<n
 � Sby ����� S (�*yy ����� y 
� #%$o G Z �����p� #%$o G ����� G Z ����� � #%$& I �i(�* y 
� q � q G Z ����� G ����� � I �i(�* G Z ����� y 
� R (�*1����� z 
 (4)



where R �! "� � G Z �! "� G �! "� � *r ' and q��ts�uvs uw � s�uxs uw .e
b
RlRlm<n
 can be also written as

e
b
RlRlm<n
 � b 
��zyb RlRlm<n
 then

b 
 � eb RlRlm<n
 K yb RlRlm<n
 � R (�* ����� z 
 K yb RlRlm<n
 2 (5)

Due to the orthogonality principle of the MMSE estimate we have

S RlRlm<n{
b
{
b �! "� � Sbb �! "�%K S RlRlm<n|

b
|
b �! "� � # $& R (�* �! "�i2 (6)

Consider the minimum and maximum phase factorization of R �! "�
(see [4]). Let B �! "� be the unique causal, monic (B �`}~� � ' 576�8 )
minimum phase factor of R �! "� , then

R �! "� � B Z �! "� M B �! "�+. (7)

where M is a constant positive definite hermitian matrix.
Then b 
 � B (�*J����� M (�* B ( Z ����� z 
 K yb RlRlm<n
 .
By choosing F ����� � M (�* B ( ZJ����� , we get

F ����� z 
 � M (�* B ( Z ����� z 
� M (�* B ( Z ����� R ������� b 
 K yb RlRlm<n
 �� B ����� b 
 K B ����� yb RlRlm<n
� B ����� b 
�� e 
� b 
�� B ����� b 
�� e 
 . (8)

where See �! "� � #%$& B �! "� R (�*J�! "� B Z �! "� � #%$& M (�* .
B �! "� � B �! "�1K I is tightly related to the MIMO prediction error fil-
ter P �! "� of the spectrum R �! "� , P Z �! "� R �! "� P �! "� � Constant Matrix.
Indeed, P �! "� � B (�* �! "� obviously. The following theorem gives
B �! "� in the case of a flat MIMO channel.

Theorem 1: For a frequency-flat MIMO channel the feedback
filter is

B �! "� � T �! "� Z L = T �! "�0. (9)

with the corresponding

M � Q = DQ . (10)

where L and D result from the LDU triangular matrix decomposi-
tion of H = H � *r ' � L D L = .
Proof :
We need to show that B �! "� � Q = D �! "��Z L = D �! "� Q is a mini-
mum phase causal monic filter and verifies
B ( Z �! "� R �! "� B (�*1�! "� � M.
L = is upper triangular with unit diagonal, then due to the diagonal
structure of D �! "� , D �! "��Z L = D �! "� is a monic causal filter. Q is
unitary, hence B �! "� is also a causal monic filter.���p�

B �! "� � ���p�
L = � - , which shows that B �! "� is minimum

phase. To complete the proof of the theorem it is sufficient to ver-
ify that B ( ZJ�! "� R �! "� B (�* �! "� � Q = DQ � M. �
2.2. Unbiased MMSE Conventional MIMO DFE Rx
F ����� z 
 K B �! "� b 
 is a biased estimate of b 
 , since

F ����� z 
 K B ����� b 
 ���M (�* B ( Z ����� G Z ����� G �����%K B �! "�`� b 
� M (�* B ( Z ����� G Z ����� �%
� � ' K *r M (�* � b 
����e 
 .
(11)

where�e 
 � M (�* B ( Z ����� G Z ����� ��
 K -q M (�* � B ( Z �����%K ' � b 
 2 (12)

The covariance of �e 
 is
C �e �e � *$<�3��� �M (�*J� #%$& B ( Z �! "� G Z �! "� G �! "� B �! "�� #%$� q ( $ � B ( Z �! "�%K ' �p� B (�*J�! "�%K I ��� M (�*<�� *$<�3��� �M (�* � # $& B ( ZJ�! "� G ZJ�! "� G �! "� B �! "�� #%$& q (�* B ( Z �! "� B (�*J�! "��� M (�*<�+K #%$& q (�* M ( $� *$<�3� � M (�*1� #%$& B ( Z �! "�p� G Z �! "� G �! "� � q (�* I � B (�*1�! "��� M (�*K #%$& q (�* M ( $� *$<�3� � � M (�* #%$& MM (�*i�%K #%$& q (�* M ( $� #%$& M (�*J� ' K *r M (�*p�

(13)
The feedforward UMMSE filter is

F ������� � � ' K -q M (�* � (�* M (�* B ( Z ����� � � M K -q I � (�* B ( Z �����i.
(14)

whereas the corresponding feedback filter is

B � ����� � � ' K -q M (�* � (�* � B ������K I �i2 (15)

The output of the DFE is thene
b �
 � F � ����� z 
 K B � ����� b 
� b 
����e �
 . (16)

where C �e � �e � � #%$& M (�*1� ' K *r M (�*i�i(�* .
3. DIVERSITY VS MULTIPLEXING TRADEOFF

In [1], Zheng and Tse introduced the diversity versus multiplexing
tradeoff. In what follows, we study the diversity vs multiplexing
tradeoff achieved by the Conventional MIMO DFE equalizer, ap-
plied to our linearly precoded system. We consider a transmission
over a large frame of length � ( ����������� ). As the delay intro-
duced by T ����� is ������K�- , then the number of symbol vectors b 

transmitted over the frame duration is ��K������ � - (padded by������K�- transmitted zeros at the end of each frame). As the con-
sidered frame size is large ( ����������� ), we can then neglect the
effect on the rate that results for the loss of �����+K�- symbol periods.

Theorem 2: In the case of a frequency-flat channel and ����� ������ ��
�� ( � integer), the use of a weighted minimum distance
detector and QAM constellations allows the Unbiased MMSE de-
sign Conventional MIMO DFE Rx to achieve the diversity vs mul-
tiplexing optimal tradeoff given by  +¡/��¢�� (see [1]).  £¡/��¢�� is given
by the piecewise-linear function connecting the points �!¤0.� +¡��!¤£��� ,¤ �ON .1-/.3232323.!¥ , where  ¡ �!¤£� � � ¥¦K§¤£�p���¨K©¤£� (17)

with ¥ ��ª¦« ¬ ,J��
���.������); and � ��ª®­J¯ ,J��
���.i�����); .
This theorem shows that the MMSE design allows to attain the op-
timal diversity vs. multiplexing tradeoff derived in [1].

Proof : We consider the Unbiased MMSE Conventional MIMO
DFE Rx. The special symbol 2� denotes the exponential equality,
i.e., we write °�� q � 2��q � to denote± « ªrp²�³ ± ¬ °�� q �± ¬ � q � � Q�2 (18)

The proof of Theorem 2 is structured in three steps. In step 1 we
characterize the frame(block) error probability in term of the first
symbol error probability. In step 2 we derive a lower bound on
the first symbol error probability. Finally, in step 3, we character-
ize the behavior of the error probability for large SNR and derive
the diversity versus multiplexing tradeoff. However for the lack of



place in this paper we provide a shortened proof here.

Step 1:
The symbol vectors of the transmitted frame are detected sequen-
tially using the DFE Rx. We denote by ´ 
 the event of making an
error when detecting the ¤ ��µ symbol vector b 
 ( ´�¶
 is the comple-
ment or the event where no error is made when detecting the ¤ ��µ
symbol vector). Whenever there is an error on any of the detected
symbols, the frame is said to be in error. · n denotes the frame
error probability.· n is the probability of the union of individual error events ´ 
 .+¤ �-/.1232323.<��K§����� � - ,· n � ·��`¸�¹ (�576�8/º%*
 V * ´ 
 �i2 (19)

Using the following expansion· n � ¹ (�576�8/º%*U
 V * ·��!´ 
 .i´ ¶* .�´ ¶$ .3212323.�´ ¶
 (�* �0. (20)

( ´�¶
 is the complement event of ´ 
 or the event where no error
is made when detecting the ¤ ��µ symbol vector) we prove that the
error probability is bounded by·��!´ * � � · n � ����K§����� � -J�<·��!´ * �02 (21)� is finite then · n�»� ·��!´ * � . The desired result then follows· n 2� ·��!´ * �i2 (22)

Step 2:
In this step of the proof, we derive a lower bound on the first sym-
bol error probability for a fixed channel realization ·��!´ *J¼H � .

We use the weighted minimum distance detector at the output
of the unbiased MMSE Conventional MIMO DFE (16).
An error occurs if there is b ½ *M¾� b * , and we decide b ½ * for trans-
mitted b * .
For an error to occur we need to have¼ ¼ eb �* K b ½ * ¼ ¼ $C ¿+ÀÁe � Áe � � ¼ ¼ eb * K�� ' K *r M (�* � b ½ * ¼ ¼ $C À Áe Áe� ¼ ¼ eb * K�� ' K *r M (�*i� b *J¼ ¼ $C ¿+ÀÁe Áe .

(23)
where C �e �e � #%$& M (�*1� ' K *r M (�*p� and M � Q = DQ.
D is the diagonal part of the LDU decomposition of H = H � *r I
(verifies

���p� � D � � ���p� � H = H � *r I � , see section 2.1).
We denote by Â b � b * K b ½ * , then (23) is equivalent toÂ b = � I K *r M (�* � C (�*�e �e � ' K *r M (�* ��Â b����Ã ,�Â b =�� I K *r M (�*i� C (�*�e �e �e * ;�2 (24)

Let Â c � Q Â b and yv * � C (�*:Ä $�e �e �e * � # (�*& D *:Ä $ � I K *r D (�*i�i(�*:Ä $ Q �e * .yv * is spatially white: C {v À {v À � I 576�8 .
Using the Cauchy-Swartz inequality [5], we show that¼ ¼ yv *�¼ ¼ $$ÆÅ *Ç #%$& Â c =�� D K *r I ��Â c� *Ç #%$& rÉÈ Â c = q D Â c K©Â b =¨Â b Ê (25)

The channel mutual information is ' �!ËÌ� � ± ¬ ���p� � I � q H = H � �± ¬ ���p� � q D � . D is diagonal, then using the Jensen’s inequality we
get that*576�8 Â c =�� q D ��Â c Å �`Í 576�8I V * q D I I ¼ Â c I ¼ $ � ÀÎ 6�8�ÐÏ�Ñ�Ò Ó%ÔÎ 6�8 �`Í 576�8I V * ¼ Â c I ¼ $ � ÀÎ 6�8 2 (26)

We consider a scheme where the transmitted rate varies with the
SNR.
The different component of b 
 comes from the same QAM con-
stellation of size � �/Õ � $ ��qtÖÎ 6�8 .���¢ Å N � where ×É� q � � ¢ ± ¬lq
is the overall allocated rate and

Õ
is a positive integer. The mini-

mum distance of the constellation is
�   , with   $ � Ø<s�uv$ 4 r ÖÎ 6�8 (�*:9 .

For Ù � -/.3212323.+����� : Â b I � �  0�!Ú ½ � Lp¥+½�� , Ú ½`.�¥+½�Û�,�K �/Õ �-/.1K �/Õ � � .1232323. �/Õ K~-�; . ThenÂ b = Â b
� �����/Ü/  $ ��� �/Õ K©-J� $ � � �/Õ K�-J� $ � ��Ý   $ ����� qtÖÎ 6�8 2

(27)
In the other hand the choice of Q ensures that [2]

� 576�8ÞI V * ¼ Â c I ¼ $ � ÀÎ 6�8 Å Ü/  $����� 2 (28)

Applying these bounds to (25), we can finally conclude that the
error event for a given channel realization is included in the fol-
lowing event

¼ ¼ yv *J¼ ¼ $$ßÅ *Ç #%$& ráà �����£� Ï�Ñ�Ò Ó%ÔÎ 6�8 Ç<â u576�8 �%K Ý   $ ����� qãÖÎ 6�8%ä� â u#%$& ráà Ï�Ñ�Ò Ó%ÔÎ 6�8 K � ����� qtÖÎ 6�8%ä� Ø$ 4 r ÖÎ 6�8 (�*:9 à Ï Ñ�Ò Ó%ÔÎ 6�8 K � ����� q ÖÎ 6�8%ä� Ø$ 4�*�( r ¿ ÖÎ 6�8 9 à Ï�Ñ�Ò Ó%Ô ¿ Ö)å æ)çÎ 6�8 K � ����� ä ��è �!ËÌ�
(29)

For a given channel realization, the error event ´ * is included in
the event of equation (29), then·��!´ *1¼H � � ·�� ¼ ¼ yv *J¼ ¼ $$éÅ è �!ËÌ� ¼H �i2 (30)yv * can be written asyv * � C (�*:Ä $�e �e �e *� C (�*:Ä $�e �e M (�* B ( Z ����� G Z ����� � * K C (�*:Ä $�e �e *r M (�*J� B ( Z �����%K ' � b *� y êv ** � y êv $ * (31)
where y êv ** � C (�*:Ä $�e �e M (�* B ( Z ����� G Z ����� � * andy êv $ * � K C (�*:Ä $�e �e *r M (�* � B ( ZJ�����lK ' � b * . By applying one of the

vector norm properties [5], we have ¼ ¼ yv *J¼ ¼ $ � ¼ ¼ y êv ** ¼ ¼ $ � ¼ ¼ y êv $ * ¼ ¼ $ . y êv $ * can
be written as y êv $ * � K *r C (�*:Ä $�e �e M (�* êB êb * whereê
B ���B *J¼B $ ¼ 23212 ¼B 576�8�(�* � and

ê
b * ��� b ¹ $ . b ¹Ø .3232323. b ¹ 576�8 � ¹ .

Another matrix norm property [5] is¼ ¼ y êv $ * ¼ ¼ $ � ¼ ¼ s vr C (�*:Ä $�e �e M (�* êB ¼ ¼ $ ¼ ¼ *s v êb *�¼ ¼ $ .
We have that s vr C (�*:Ä $�e �e M (�* êB � s vr C (�*:Ä $�e �e M (�* êB � = � E

yêv $ * yêv $ * = �
E
yêv $ * yêv $ * = � E

yêv ** yêv ** = � Eyv * yv = * � I.
By consequence ¼ ¼ s vr C (�*:Ä $�e �e M (�* êB ¼ ¼ $ � - .
In the other hand, all the component of

ê
b * belong to the same

QAM constellation, hence¼ ¼ *s v êb *J¼ ¼ $$ � *#%$� �����£�!�����®Kë-J� �   $ � �/Õ K�-J� $ �íì �����£�!�����¦K-J� 4 $�î (�*:9 u4 $�î 9 u (�* � ì �����+�!�����éK~-J� ��è * .
We conclude that ¼ ¼ y êv $ * ¼ ¼ $ � è * and ¼ ¼ yv *J¼ ¼ $ � ¼ ¼ y êv ** ¼ ¼ $ � è * .



Equation (30) becomes now·��!´ *1¼H � � ·�� ¼ ¼ y êv ** ¼ ¼ $ Å�ï è �!ËÌ��K è *J¼H �i2 (32)y êv ** has an unbiased Gaussian distribution, with covariance that is
majorized by the identity

E
yêv ** yêv ** = � E

yêv ** yêv ** = � E
yêv $ * yêv $ * = � Eyv * yv = * � I (33)

Denote n * � � E yêv ** yêv ** = �i(�*:Ä $ yêv ** , as � E yêv ** yêv ** = �i*:Ä $ � I we can
write the following inequality¼ ¼ n *�¼ ¼ $ Å ¼ ¼ y êv ** ¼ ¼ $ (34)

where n * follows the unbiased Gaussian distribution with covari-
ance identity.
The error probability is then majorized by·��!´ *1¼H � � ·�� ¼ ¼ y êv ** ¼ ¼ $ Å ï è �!ËÌ��K è *J¼H �� ·�� ¼ ¼ n *�¼ ¼ $ Å > è K è *J¼H �� ·�� ¼ ¼ n *J¼ ¼ $$ Å è $ �!ËÌ� ¼H �i. (35)

where è $ �!ËÌ� � � ï è �!ËÌ��K è * � $ .Step 3:
In step 3 we seek to study the behavior of the error probability
for large SNR, in order to derive the diversity versus multiplexing
tradeoff achieved by our scheme.
We define ¥ ��ª¦« ¬ ,J��
���.������);�.£� ��ª®­J¯ ,J��
���.������); and ð+I<.£Ù �-/.1232323.�¥ , to be the nonzero eigenvalues of H = H sorted in the in-
creasing order.
We continue in the foot steps of [1] and use the following variable
change ð+I�X q (+ñ)ò . At high SNR we have �<- � q ð+I!� 2��q 4�*�(+ñ)ò:9�ó ,
where ��ô���º denotes ª®­J¯ , N .�ô7; . In the other hand the mutual in-
formation verifies ' �!ËÌ� �öõ~÷I V * ± ¬ �<- � q ð+I`� , hence ÏJø 4 =l9 2�q£ù�úò û À 4�*�(+ñ)ò`9�ó .

In [1], it was shown that for an allocated rate ¢ ± ¬�q , the outage
probability is·���ü�ý£þ<ÿ�� Ï � 2� ·�� ÷U I V * �<-�K���I:� º � ¢�� 2��q ( â���� 6�4 
 9 . (36)

where  ��
	�����¢�� is given by the piecewise-linear function connecting
the points �!¤0.� ��
	����!¤£��� , ¤ �ON .1-/.3232321.�¥ , where ��
	����!¤£� � � ¥¦K©¤£�p���TK©¤£�02 (37)

It was also shown in the same paper that any scheme with rate×É� q � � ¢ ± ¬�q has an error probability that verifies· n »Å q ( â���� 6�4 
 9 . (38) ��
	�����¢�� �   ¡ ��¢�� is also called the optimal tradeoff curve.
Let � be a small real positive number �á� N . We define theü�ý£þ<ÿ�� Ï
� event for õ 576�8I V * �<-�K���I:��º � ¢ � � . The compliment

event of ü�ý£þ<ÿ�� Ï
� is denoted as ��ü�ü�ý£þ<ÿ�� Ï
� .
Then the following relation is verified,1ü�ý£þ<ÿ�� Ï
� ;l¸ ´ * � ,1ü�ý£þ<ÿ�� Ï
� ;�¸Ì�:,1��üYü�ý£þ<ÿ�� Ï
� ;�� ´ * �i2 (39)

A upper bound on ·��!´ * � can then be derived as·��!´ * � � ·��:,1ü�ý£þ<ÿ�� Ï
� ;�¸ ´ * �� ·���ü�ý£þ<ÿ�� Ï
� � � ·��!´ * .���üYü�ý£þ<ÿ�� Ï
� �i2 (40)

For (36) we conclude that·���ü�ý£þ<ÿ�� Ï
� � 2� ·�� ÷U I V * �<-�K���I`� º � ¢ � �i� 2��q ( â���� 6�4 
 º � 9 . (41)

We want to characterize ·��!´ * .���ü�ü�ý£þ<ÿ�� Ï
� � . By applying the
Chernoff bound to (35), and for any ðá� N , we get·��!´ * .£��ü�ü�ý£þ<ÿ�� Ï
� � � � � ���
	�� o�� n�� ·��!´ *J¼H �£°�� H �)  H� � � ���
	�� o�� n�� ·�� ¼ ¼ n *J¼ ¼ $$éÅ è $ �!ËÌ� ¼H ��°�� H �"  H� � � ���
	�� o�� n�� �<-�K©ð0� (�576�8 Ï (���� u 4 =l9 °�� H �"  H

for ð � *$ � � � ���
	�� o�� n�� � 576�8 Ï (�� u Ò Ó%Ôu °�� H �)  H .
(42)

For any realization of the channel with ��ü�ü�ý£þ<ÿ�� Ï�� verifiesõ 576�8I V * �<-�K���I:��º©�~¢ � � , then·��!´ * .£��üYü�ý£þ<ÿ�� Ï
� � »� � � ���
	�� o�� n�� è!� � q � °�� H �"  H � è!� � q �+.
(43)

where è!� � q � � � 576�8 Ï (#"$�4 %u Ò À<¿ ç ¿ ÖÎ 6�8 Ô 4 r �Î 6�8 ( $ 576�8/9�9 Àu (&� À�'( u Ä $ .
For any ��� N the following property is verified

± « ª rp²�³*) + � � 4 r 9) + r �K¨} . Hence for any finite , we have ·��!´ * .£��ü�ü�ý£þ<ÿ�� Ï
� � »� q (.- ,
and by consequence·��!´ * .£��ü�ü�ý£þ<ÿ�� Ï
� � »� q ( â���� 6�4 
 º � 9 2 (44)

Combining this result with (40) and (41) leads to·��!´ * � »� q ( â���� 6�4 
 º � 9 . (45)

which is valid for any ��� N , we have then·��!´ * � »� q ( â���� 6�4 
 9 ��q ( â�/ 4 
 9 2 (46)

Using (22), we end with an upper bound to the frame error proba-
bility · n�»� q ( â�/ 4 
 9 2 (47)
The lower bound of (38), allows us to finally conclude that our
scheme attain the optimal diversity vs multiplexing tradeoff, or· n 2��q ( â�/ 4 
 9 (48)�
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