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this work is mainly on the effect of the fragmentation and
frames retransmission handled at the MAC layer on the
TCP end-to-end performance. The packet loss rate and the
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I. INTRODUCTION

TCP performance in wireless networks has been the
subject of extensive research work. Most of them have
focused on node failures, mobility, and multi-hop effects
on TCP performance. [4] reviews the first proposals to
enhance the TCP throughput and fairness in wireless
links and [1] gives an up-to-date survey of protocols that
have been developed for TCP optimization over mobile
ad hoc networks.

In this work, we focus on how TCP interacts with
the 802.11 MAC ARQ retransmission schemes. The
802.11 MAC’s ARQ (Automatic Repeat reQuest) is a
stop-and-wait ARQ with positive acknowledgments after
each packet. The detection of lost frames is achieved
by an ACK timeout. The standard uses two different
retry limits for short and long frames specifying how
many times a packet should be retransmitted before it

is dropped, can be set for each packet. On the other
hand, after the expiration of a time out, a TCP source
resends the TCP segment for which it is waiting of an
acknowledgment from the destination.

The goal here is to derive the relationship between
TCP and MAC retransmission scheme. The MAC frag-
mentation is taken into account in computing the end-
to-end delay and the packet loss rate. To the best of our
knowledge, despite the large amount of research works
that studied the behavior of TCP in wireless networks,
no one of them has examined the effect of MAC retrans-
missions and fragmentation on TCP performance.

The obtained expressions are able to lead to the
development of cross-layer scheme aiming to include a
cooperation between TCP and MAC in order to reduce
the both parameters (delay and loss rate). Indeed, the
cross-layer approach is an emerging design paradigm
specially in wireless networks where redundant and
similar mechanisms may occur at different layers. We
believe that avoiding this redundancy by allowing layers
cooperation is a good promising challenge that leads to
an enhancement of the network and traffic performance
without adding complexity. This was the final target of
this work.

The remainder of this paper is organized as follows:
we provide a description of DCF and TCP operations in
Section II. TCP analysis in 802.11-based networks for
the packet loss rate is given in Section III. The end-
to-end TCP delay is analyzed in Section IV. Section V
concludes this paper and outlines our future works.

II. DCF AND TCP OPERATIONS

A. DCF operations

A 802.11 datalink layer is divided in two sublayers:
Logical Link Control (LLC) and Media Access Control
(MAC). The LLC sublayer is the same in 802.11 and



other 802 LANs and can easily be plugged in into
a wired LAN, but 802.11 defines a different MAC
protocol. For Ethernet LANs, the CSMA/CD protocol
regulates the access of the stations. In a WLAN collision
detection is not possible. The 802.11 standard defines
the protocol and compatible interconnection of data
communication equipment via the air, radio or infrared,
in a local area network (LAN) using the CSMA/CA
medium sharing mechanism. This basic access method
for 802.11 is called Distributed Coordination Function
(DCF) and its mandatory for all stations.

CSMA/CA needs each station to listen to other users.
If the channel is idle the station is allowed to transmit. If
it is busy, each station waits until transmission stops, then
enters into a random back off procedure. This prevents
multiple stations from owning the medium immediately
after completion of the preceding transmission. Packet
reception in DCF requires acknowledgments (ACK). The
period between completion of packet transmission and
start of the ACK frame is one Short Inter Frame Space
(SIFS). ACK frames have a higher priority than other
traffic. Fast acknowledgment is one of the features of
the 802.11 standard, because it requires ACKs to be
handled at the MAC sublayer. Transmissions other than
ACKs must wait at least one DCF inter frame space
(DIFS) before transmitting data. If a transmitter senses
a busy medium, it determines a random back-off period
by setting an internal timer to an integer number of slot
times. Upon expiration of a DIFS, the timer begins to
decrement. If the timer reaches zero, the station may
begin transmission. If the channel is seized by another
station before the timer reaches zero, the timer setting
is retained at the decremented value for subsequent
transmission. When, after a network error, an ACK is
not received, the source station contends again for the
channel to transmit the unacknowledged packet and, in
case of further error, retries until a maximum retry limit
is reached.

B. Packets retransmission in TCP

TCP is a reliable transport protocol that performs ef-
ficiently in wire-line networks. It uses a Go-back-N pro-
tocol and a timer-based retransmission mechanism. The
timer period (the timeout interval) is calculated based
on the estimated round-trip delay. Packets whose ac-
knowledgments are not received before the timer expires
are retransmitted. In the presence of frequent retrans-
missions, TCP assumes that there is a congestion and
invokes its congestion control algorithm. The algorithm
reduces the transmission (also called congestion) window
size. As the window size is reduced, the transmission rate

is also reduced. This window size adjustment technique
prevents the source from overwhelming the network with
an excessive number of packets.

In the presence of high bit error rates in wireless
links, TCP reacts the same way as in a wired link: it
reduces the window size before packet retransmission.
This adjustment results in an unnecessary reduction
of the bandwidth utilization causing significant perfor-
mance degradation (poor throughput and long delays).
The bandwidth of the wired-link segments is especially
under-utilized because the high error rates occur only on
the wireless links. Nevertheless, the window reduction
affects all transmission links.

In this work, we focus on TCP New Reno which is an
extension to TCP Reno which avoids multiple decreasing
of the congestion window size when several segments
from the same window have been lost [7]. Nowadays,
New Reno is the leading Internet congestion control
protocol [10].

III. ANALYSIS OF THE PACKET LOSS RATE

In 802.11, a MAC service data unit (MSDU) could be
partitioned into a sequence of smaller MAC protocol data
unit (MPDUs). Fragmentation creates MPDUs smaller
than the original MSDU length to increase reliability, by
increasing the probability of successful transmission of
the MSDU in cases where channel characteristics limit
reception reliability for longer frames. Fragmentation is
accomplished at each immediate transmitter. The process
of recombining MPDUs into a single MSDU is defined
as defragmentation. Defragmentation is accomplished at
each immediate recipient.

Only MPDUs with a unicast receiver address
shall be fragmented. Broadcast/multicast frames shall
not be fragmented even if their length exceeds
aFragmentationThreshold.

When a directed MSDU is received from the LLC with
a length greater than aFragmentationThreshold,
the MSDU shall be fragmented. The MSDU is di-
vided into MPDUs. Each fragment is a frame no
larger than aFragmentationThreshold. It is pos-
sible that any fragment may be a frame smaller
than aFragmentationThreshold. An illustration
of fragmentation is shown in Figure 1.
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Fig. 1. MSDU partitioned into several MPDUs



The MPDUs resulting from the fragmentation of an
MSDU are sent as independent transmissions, each of
which is separately acknowledged. This permits trans-
mission retries to occur per fragment, rather than per
MSDU. Unless interrupted due to medium occupancy
limitations for a given PHY, the fragments of a
single MSDU are sent as a burst during the CP,
using a single invocation of the DCF medium access
procedure. The fragments of a single MSDU are sent
during a CFP as individual frames obeying the rules
of the PC medium access procedure.

Now a days with the need to achieve higher and higher
rates and the need for to large networks in terms of
size as well as the number of users, DSSS becomes
the obvious option. That is why IEEE 802.11b, IEEE
802.11g and IEEE 802.11e have all chosen DSSS PHY
instead of FHSS PHY. It was this fact that motivated us
to choose IEEE 802:11 DSSS PHY, because it seems to
be choice of the future.

An MSDU is considered successfully transmitted if
all of the MPDUs have been transmitted with success.
When the MAC fails to transmit an MPDU after the max
number of retransmissions, the MSDU is discarded and
remaining MPDUs are not transmitted.

Assume that
�

is the end-to-end packet loss rate.���������	��
�������������������
where

�����
and

�����
are

the packet loss rate in the wired and wireless portion of
the path, respectively. Hereafter we provide an analysis
of the packet loss rate in the wireless portion.

Let
���

denote the unsuccessfully transmission prob-
ability of one attempt. The probability of successfully
transmission of a fragment after � attempts is

����� �� �!
������"�
with �$# �

. The probability of successfully trans-
mission of a given fragment is then % �'& (�'&�� � ��� �� 
���)�����
where * is the maximum number of retransmissions.

The 802.11 MAC starts attempting to send the frag-
ment number + if all previous fragments have been
transmitted with success. Therefore, the probability to
send fragment + with success is�,
.-0/2131540-�-��6�87 �'& (9�'&�� � ��� �� 
�:�;���"�=<?>

(1)

with the assumption that the same maximum number of
retransmissions is applied for all fragments.

The loss probability of transmitting a TCP packet
fragmented at the MAC layer into @ fragments is

�����2�A���B7 �'& (9�'&�� � ��� �� 
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(2)
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Fig. 2. Variation of the tcp packet loss rate at the MAC layer
as a function of the fragment loss rate when the number of the
maximum number of transmissions is equal to 7 for different number
of fragments.

Figure 2 depicts the variation of the TCP loss rate as
a function of the fragment loss probability during each
transmission retry for distinct number of fragments and
for * �IH

. As we can easily observe, the fragment
loss rate has a small effect on the packet loss rate when
it remains less that JLKNM but when it goes up to JLKNM ,
the packet loss rate increases significantly. Moreover, a
higher is the number of fragments, higher the packet loss
it is because when at least a fragment is lost, the TCP
packet is considered lost.

In Figure 3, we plot the
�����

vs. the number of
retransmissions attempts * , where @ is set to 10. When
the number of retries is very low, the packet loss rate
increases rapidly even for low fragment loss probability.
In contrary, when the MAC layer uses a high number of
retries, the packet loss rate remains almost not affected
for a fragment loss probability low that JLKNM .

The loss of a fragment could be due to two events:
collision or error. So we can write:

�O���P��Q0�R
���	��QS�T�'��U
where

��Q
and

��U
are the packet loss rate due to collision

and error, respectively.
According to [16],

�VQ
is the solution of the following
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where � is the number of stations, ���F� �c� is the
minimum contention window size, and ��� ���S� is the
maximum contention window size ( ��� ���S� � � � ���� � ��� ).
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Fig. 3. Variation of the TCP packet loss rate at the MAC layer as a
function of the fragment loss rate when the number of fragments is
fixed to 10. The maximum number of retransmissions varies between
1 and 7.

Given that IEEE 802.11 does not do any encoding,
the fragment error rate and the bit error rate are related
by the following simple relation

�OU��A�6� 
�������������
,

where
-

is the fragment size and BER is the Bit Error
Rate.

For the case of fading channel, we assumed Rayleigh
faded channel. This is some sort of worst case scenario as
direct line of sight path may exist in some cases resulting
in Ricean fading and better performance. For the case of
Rayleigh fading the equation relating BER and SINR
(Signal to Interference and Noise Ratio) for the case of
receiver with just one channel is given by the following
equation [13]:

����� � �� ��7 �:� 	
 �	� 	 ] < (3)

where 	 � �� C����� �� C�� .
Assuming the same transmission power (

�
) for all

the nodes and consider a transmission from node � �
to node ��� . Let us denote the path loss from node � �
to ��� by � � � . Then the received power at node ��� is
given by

� � � � � � � � � . Suppose that � is the set
containing all the senders whose transmission overlaps
with the above transmission. Then the total interference
power is � >���� 
 �A� � > � � . The Average ���n@ �

is then
obtained as follows:

���t@ � � � � �
� >�� � 
 � � � > � ��! > � � @#" (4)

where @$" is the noise power calculated before and
! > �

is the percentage overlap between the transmission from
� � to ��� and the transmission from + .

� � � is usually computed using the common LAN’s
path loss model described in [14], which has been
experimentally justified for indoor environment to be
computed as follows

� � � � M J �&%('	�*),+(-2
/. � � � (5)

where
. � � is the distance between nodes � and 0 in

meters. Note that this model is valid for distances greater
than 7-8m and it assumes a propagation exponent of 3.5.

IV. ANALYSIS OF THE AVERAGE END-TO-END DELAY

In this section, we provide an analysis of the TCP
end-to-end delay in wired/wireless hybrid networks. The
average end-to-end delay 1 is equal to 1 ��� � 1 ��� where
1 ��� and 1 ��� are the average end-to-end delay in the
wired and the wireless portion of the path, respectively.

Assume that all fragments are sent in burst separated
by SIFS.

1 ��� is computed as function of SIFS and transmission
delay. To attempt to transmit a fragment a delay 1 �32,2 U � " 2465 �37
is required 1 �32,2 U � " 2465 �87 � ���:9�� � 1 465 �372 5 � ���:9�� � 1 � Q >2 5
where 1 465 �372 5 � data fragment size

data transmisison rate and 1 � Q >2 5 �
ack frame size

ack transmisison rate K Without loss of generality, we
assume that the MSDU of TCP packet is divided into
several fragments with equal size.

To successfully transmitting a fragment an average
number * �3;37 of retransmission attempts is needed. * �8;37
is computed as follows

* �3;37 � (9> &�� +
�'& >9�'&�� � ��� �� 
���$���"�O� (9> &�� + 
���G����� > � � (6)

The average delay required to successfully transmit a
fragment is

1 ���\� 1 5 2 �=< Q 2 � � @ � * �3;87 � 1 �82,2 U � " 2465 �37 (7)

1 ���2� 1 5 2 � � ���:9�� � 1 Q 2 � � ���:9�� � @ � * �8;37 � 1 �32,2 U � " 2465 �37
where @ is the number of fragments.

The round trip time (RTT) is computed as follows

� 1>1 2 Q " � � �t
 1 ����� 1 ���"� (8)

and the retransmission time out (RTO) can be approx-
imated by

' �� 1?1 2 Q " [8]. So the RTO is expressed as
follows



� 1�� 2 Q " �A� J ��� 1 ���6� 1 Q 2 ��< 5 2 � � @ � * �3;87 � 1 �82,2 U � " 2465 �37 �
(9)

V. CONCLUSION AND FUTURE WORK

In this paper, we studied the behavior of TCP over
wireless links. Our focus was on the impact of fragmen-
tation and retransmission at the 802.11 MAC layer on
the TCP performance.

We first derived an analytical formula showing the
relationship between the TCP loss rate and the number
of MAC fragments as well as the maximum number of
retransmissions. We then turned our attention to the end-
to-end delay and we came up with a simple expression
showing how the MAC parameters impact the TCP delay
in the wireless segment. This is valid for infrastructure
and ah hoc modes of 802.11 networks.

In our future works, we are planning to investigate
how the TCP and 802.11 protocols should cooperate
in order to avoid retransmissions at both transport and
MAC layers. We have already identified a new problem
concerning the performance of TCP may be affected
dramatically with duplicated packet that may appear in
the wireless medium. This affects not only the concerned
TCP connection as the source slow down its window,
but also competing connections that will have much less
available bandwidth.
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