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Introduction

The purpose of this work is to describe the Miciamh Network presently used at ITC-irst for multiensiphone data
collection and prototype development, with the #fpeaim of conducting research inside the CHIL &oean Project.

In the project, we define a generic multi-sens@tesyn which consists of two main components: aidigted multi-camera
system for visual room observation, including savemalibrated cameras, and a multi-microphone aydiar acoustic
scene analysis, which consists of microphone arrayisrophone clusters, table top microphones amgectalking

microphones allowing detection of multiple acoustieents, voice activity detection, ASR and spedkeation and

tracking [1]. The target scenario comprises sersirsard meetings. The entire audio acquisition systefmased on a
common sampling rate of 44.1 kHz and a sample acgusf 24 bit. Also for acoustic sensors, a detiaidbaracterization
process as well as a calibration step are necessangrding to the purpose of having a jointly dstesit description of the

audio-video sensor geometry.
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Figure 1: Map of the CHIL room at I TC-irst.

In the CHIL room at ITC-irst (See Figure 1), sevieshaped microphone arrays, each consisting of doumidirectional

microphones, were installed in order to obtain jptingal coverage of the environment for speakerlipaton and tracking

purposes. Moreover, a NIST-Marklll array [2] of &ficrophones was installed on the wall facing theisar speaker.
Through its use the primary objective is far-fidl@R: however, benefits are expected also for wbacerns the use of
Marklll signals for speech activity detection ameaker localization.

Calibration

The accuracy of speaker localization as well abeefmforming-based enhancement systems is highlgndiemt both on
the precision of input devices and on an accuratemMedge of sensor positions. In order to validategeometry model of
microphone arrangement, a semi-automatic procedfirealibration was defined together with a meticidomanual
measurement of the coordinates of each microphdhis. procedure can be accomplished by employing anmore
loudspeakers in known positions and a test sigiiiél appropriate characteristics (namely, a chikg-Isignal). With the
given waveforms and the signals acquired by theuarmicrophones, an estimation of the relativayelcan be derived.
Consequently, a consistency check can be achiewegd aalibration of the source localization system be carried out on
the test signals. Moreover, the possibility of restiing the room impulse response between a givarcegosition and
each microphone in the room is of great interestfact, the knowledge of the impulse responseseiy wseful to



characterize the multi-path propagation insidertitan and to create realistic models for far-miciamh signals acquired
from real talkers. A more accurate modeling couddalchieved by exploiting a talking head in placahef loudspeaker:
however, this solution seems to be at the momemttonplex to adopt in CHIL. Finally, note that aesific issue that
should not be neglected in this calibration phaseerns the dependence of sound speed on temgeritnot accounted
for, this could introduce a bias that would dirg@ffect the results of the localization procedure.

Coherence among microphone pair signals

A relevant effort was devoted to characterize aogsjble bias in the coherence between signalseoséime acquisition
system (that is based on the same clock and hagdiwiris analysis was conducted on all the micropsmf the network.
In particular, the most interesting insights camefoom the use of the NIST Mark Ill array, a vexymplex and effective
acquisition system able to acquire 64 signals & KKz and with a 24 bit accuracy. This platformsixconceived to allow
interested laboratories access to a relativelyglaga reliable means of acquiring multi channekshesignals suitable for
phased array processing research. It represertteahsolution for the purposes of CHIL project,arder to study new
techniques of speaker localization and distantiriglkautomatic speech recognition. According to greliminary

experiments conducted in an insulated room of IlCiaboratories, it was found that the potentfahe device could be
improved through a hardware intervention aimedlitoieate some residual noise components. This mighheglected in
the general case, but in this specific contexbéglintroduce a significant bias in a generic tiakay estimation process.

The left part of Figure 2 shows the coherence betwteyo non adjacent channels of the array, thraudfidimensional
representation deriving from a Cross-power SpectRimase (CSP) analysis [3]. One can note a conptak that is
centered at 0 samples delay. This effect is evifterany pair of microphones belonging to any miiward of the array. It
is worth noting that any localization techniqueveall as beamforming algorithms would be affectedtbg artificial

coherence at zero samples delay, leading to thethgpis of a source in front of the array (at arfitiite” distance) any
time there is not a more dominant speech sourgedespeaker having a relatively loud voice).
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Figure 2: Sgnals extracted from Channel 1 and Channel 8. The peak of the CSP function (centered at 0 samples delay)
reported in the left part of the figure shows a strong coherence between the device noise sequences. On the contrary, the
peak of the CSP function reported in the right part of the figure, obtained from two signals acquired by the modified array,
shows a strong coherence only when the speaker istalking (and moving to theright of the array).

The problem was solved by replacing some electroaimponents as well as introducing a set of redzig batteries to
power only the amplification stages, in order tonélate the above mentioned common-mode noise. Metails on this
analysis and the related intervention can be fanrjd]. The right part of Figure 2 shows the comee between the same
channels, after the hardware intervention. Theedatsult derived from the use of the array in avirenment with one
active speaker pronouncing an isolated word.

Note that in the intervals without speech it isdewvit that the coherence bias disappeared.
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