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ABSTRACT
Unauthorized digital copying is a major concern for multi-
media content providers. Since copyright owners lose con-
trol over content distribution as soon as data is decrypted or
unscrambled, digital watermarking has been introduced as a
complementary protection technology. In an effort to antic-
ipate hostile behaviors of adversaries, the research commu-
nity is constantly introducing novel attacks to benchmark
watermarking systems. In this paper, a generic block re-
placement attack will be presented. The underlying assump-
tion is that multimedia content is highly repetitive. It should
consequently be possible to exploit the self-similarities of the
signal to replace each signal block with another perceptually
similar one. Alternative methods to compute such a valid re-
placement block will be surveyed in this paper. Then, exper-
imental results on still images will be presented to demon-
strate the efficiency of the presented attack in comparison
with other reference image processing operations. Finally, a
discussion will be conducted to exhibit the properties that
a watermark should have to resist to this attack.

Categories and Subject Descriptors
K.4.1 [Computer and Society]: Public Policy Issues—
Intellectual Property Rights; I.4.9 [Image Processing and
Computer Vision]: Applications—Digital Watermarking ;
K.6.2 [Management of Computing and Information
Systems]: Installation Management—Benchmarks
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1. INTRODUCTION
The recent entrance in the digital world has triggered an

increase of multimedia content piracy. Using peer-to-peer
networks, it is indeed somewhat easy today to find on the In-
ternet high valued multimedia items (billboard songs, recent
movies), download them and copy them on whatever storage
device. This drastic lost of royalties has put the multimedia
community under pressure to rethink their whole distribu-
tion framework. First of all, content providers revised and
consolidated their own security policies since nearly 80%
of the movie samples available on file sharing networks ap-
peared to have been leaked by industry insiders [1]. On the
other hand, initiatives [10, 34] have been launched to de-
ploy and standardize a Digital Rights Management (DRM)
technology to protect playback, storage and distribution of
multimedia items. The challenge is that encryption alone is
not enough to ensure copyright at the client side. As soon as
data is decrypted or unscrambled, the adversary obtains a
plain-text copy of the multimedia item and can either copy
it in its digital form or digitized it from an analog output
using an A/D converter. This has motivated the introduc-
tion of digital watermarks [6] in almost all modern copyright
protection mechanisms.

Digital watermarking basically consists in hiding a key
dependent secret signal into digital multimedia data in a
robust and imperceptible manner. The robustness of the
watermark can be seen as the ability of the detector to re-
trieve the hidden secret watermark once watermarked data
has been altered. For example, the embedded signal should
survive D/A-A/D conversion. Watermarks can also be re-
garded assome signal transmitted along a communication
channel (the host multimedia item) whose capacity is ex-
ploited to convey more or less information bits. Those pa-
rameters (capacity, imperceptibility, robustness) are con-
flicting and a trade-off has to be found depending on the tar-
geted applications. Introducing watermarks in digital data
can be really useful to safeguard copyright. In a content
screening scenario, content providers insert a secret water-



mark in their multimedia items before releasing them on a
public communication channel. On the client side, the me-
dia player blindly checks whether the watermark is present
or not. In case the secret mark is detected, the player verifies
whether it has an authentic and valid license to (dis)play the
content. Alternatively, user-specific watermarks denoted as
fingerprints can be embedded in the data to be protected
before being delivered to the customer. Search robots are
then deployed to find content copies on the Internet and
forensic tools are exploited to identify malicious customers
who have broken their license agreement.

In such applications, the embedded watermark either lim-
its the possible usages of multimedia content via playback or
copy control, or gives clues on the customer identity which
might be potentially used in court. As a result, users are
likely to be willing to attack this disturbing technology. Fol-
lowing the old Latin precept si vis pacem, para bellum, the
research community has made some efforts to anticipate
such behaviors. This has resulted in a collection of bench-
marking tools [2, 3, 26, 27, 35, 39] which can be used to
evaluate the robustness of watermarking techniques. Af-
ter a short review of the possible attacks on watermarking
systems, the generic framework of the block replacement at-
tack is introduced in Section 2. The basic idea consists in
replacing each signal block with a perceptually similar one.
Several approaches are then investigated in Section 3 to com-
pute a candidate block which can be used for replacement.
Finally, experimental results on still image are presented in
Section 4 and conclusions are drawn in Section 5 to iden-
tify which properties a watermark should have to resist the
presented attack.

2. ATTACKS AGAINST DIGITAL WATER-
MARKING SYSTEMS

There exists a relatively complex tradeoff between con-
flicting parameters in digital watermarking. As a result,
several benchmarks have been released to allow a fair com-
parison between different algorithms. In particular, efficient
attacks have been proposed in an attempt to anticipate ma-
licious behaviors. In content protection systems, embedded
watermarks do not add any value to the multimedia items
from the customer perspective. On the contrary, the hid-
den information may be used in court to convince the jury
that the sued customer has not respected the license agree-
ment. Therefore, malicious users want to remove this hidden
piece of evidence and design efficient attacks to defeat the
system. This is very similar to the situation in cryptogra-
phy: major advances come from the competition between
hackers who try to beat down the security system and sys-
tem designers who create new countermeasures to survive
to new attacks. Attacks against digital watermarking sys-
tems are consequently reviewed in the next subsections. In
particular, two major classes of attacks are isolated: water-
mark removal attacks (Subsection 2.1) and synchronization
removal attacks (Subsection 2.2). There also exists some
cryptographic and protocol attacks [38] but they will not
be considered here since they are beyond the scope of this
paper. Then, a new alternative attack is presented in Sub-
section 2.3 and is further investigated in the remainder of
the paper.

2.1 Watermark Removal Attacks
In digital watermarking, the detector usually computes a

score, e.g. a correlation score. It is then compared to a
threshold to assert whether a watermark is present or not.
A potential target of an adversary is consequently to find
an attack which brings the detection score below the detec-
tion threshold so that the embedded watermark is no longer
detected. In other terms, the attack aims at decreasing the
power of the hidden watermark down to a level where the de-
tector cannot reliably assert that it is present. A large range
of signal processing operations can be considered as removal
attacks. Low-pass filtering and lossy compression are likely
for instance to alter watermarks since they are usually lo-
cated in high frequencies. However, many other primitives
have to be considered to obtain a fair benchmark [23] includ-
ing gamma correction, quantization, noise addition due for
example to D/A-A/D conversion (printing and scanning)...
Beside such blind operations, a new brand of attacks based
on the estimation theory has appeared. The basic idea con-
sists in estimating either the original unwatermarked content
or the embedded watermark itself. For example, denoising
techniques can be exploited to remove a hidden watermark.
However, such approaches have been shown to introduce
annoying blurring artifacts and a two-steps strategy is usu-
ally preferred. The attacker first computes an estimate of
the embedded watermark using for example local median
filtering [24] or Wiener filtering [36]. This estimation can
then be processed, e.g. high-pass filtered [24], to remove un-
likely low-frequency components. Finally, the estimated wa-
termark is remodulated either with a constant strength[24,
36] or an adaptive one [37] which considers perceptual con-
straints. Furthermore, if the attacker has access to several
documents carrying the same watermark, successful collu-
sion attacks [9, 15] can be designed to obtain a refined es-
timation of the embedded watermark, and thus a more effi-
cient attack after remodulation.

2.2 Synchronization Removal Attacks
This second class of attacks does not explicitly aim at re-

moving the embedded watermark. It rather tries to disrupt
the communication between the embedder and the detec-
tor. To this end, the attacker basically performs operations
which desynchronize the detector. Indeed, many detectors
today are correlation based and thus expect each water-
mark sample to be at a predefined location in the working
space. This knowledge is shared by both the embedder and
the detector. If an external party disturbs this alignment,
the convention known by the detector becomes obsolete and
communication is no longer possible. In other terms, the de-
tector needs to be synchronized with the embedder to detect
the hidden watermark. Consequently, spatial and temporal
alterations can be performed on the watermarked data to
trap the detector. Examples of such operations include im-
age flipping, rotations, cropping, scaling, time stretching...
Countermeasures to such attacks basically exploit either an
invariant embedding domain [28], or a known template used
for registration i.e. for resynchronization [22]. In case a reg-
istration pattern is used, it should be noted that this can
introduce some undesired visible peaks in the frequency do-
main. As a result, an attacker can isolate and erase those
peaks to remove the resynchronization signal [14]. Further-
more, if robustness to global transformation is almost solved
nowadays, local random geometric distortions are more com-



Figure 1: Stirmark attack (left: original, right: at-
tacked): the original image is submitted to random
local geometrical distortions. However, the result-
ing image has not lost its commercial value.

plicated to address. The most well-known implementation
of such an attack is the random bending attack [29]. It
basically exploits the fact that the human visual system is
not sensitive against shifts and local affine transformations.
Therefore, pixels can be locally shifted, scaled and rotated
without significant visual distortions. The impact of this
attack is depicted in Figure 1. When comparing the un-
derlying grid, it is somewhat obvious that there is a dif-
ference between the two images but this statement is far
less straightforward if only the central part is considered.
In other terms, this attack does not remove the commercial
value of the picture. However, it still succeeds in trapping
most of the watermark detectors today.

2.3 Block Replacement Attacks
Both classes of attacks previously presented exhibit some

shortcomings. On one side, watermark estimation remod-
ulation attacks basically rely on the assumption that it is
possible to obtain a somewhat good estimation of the em-
bedded watermark. If such a refined estimation can be com-
puted when several watermarked documents are colluded [9,
15], it is relatively difficult to do when a single watermarked
document is considered. On the other side, desynchroniza-
tion attacks do not remove the hidden watermark. It simply
alters the alignment shared by the embedder and the detec-
tor. Nevertheless, nothing ensures that a future enhanced
version will still not be able to detect a desynchronized wa-
termark. The introduction of a misalignment also prevents
from using common quantitative metrics such as the Peak
Signal to Noise Ratio (PSNR) to evaluate the impact of the
attack. For instance, with the random bending attack, the
PSNR is likely to be very low even if the watermarked and
attacked images are perceptually similar.

Those limitations have consequently motivated the intro-
duction of a novel attack. Ideally, the attack would consist
of blindly restoring the original document from the water-
marked one. However such a perfect attack is impossible
to implement in practice. In this paper, the goal will con-
sequently be to design an attack which has the following
specifications:

1. After the attack, the detector is no longer able to de-
tect the embedded watermark.

2. The attack does not introduce any geometric distortion
so that quantitative measures of distortion between

the watermarked and attacked documents remain per-
tinent.

3. The attack introduces a fair additional distortion. The
distance between the watermarked and attacked docu-
ments should be close to the distance existing between
the original and watermarked documents.

4. The attack is designed in such a way that it is possible
to adapt the strength of the attack. Indeed, alternative
watermarking schemes insert their watermark with a
different embedding strength. As a result, it is nec-
essary to tune the strength of the attack according to
the embedding strength.

5. The attack ensures that a future improved version of
the detector alone cannot overcome the problem. The
protection of the watermarked documents is definitely
lost and technology providers have to rework both em-
bedder and retriever.

Multimedia digital data is highly redundant: successive
video frames are highly similar in a movie clip, most songs
contain today some repetitive patterns. An attacker can
consequently exploit those similarities to successively re-
place each part of the signal with a similar one taken from
another location in the same signal. Such approaches have
already been investigated to obtain efficient compression
tools [11]. The remainder of this article is consequently de-
voted to the description of possible implementations of such
block replacement attacks whose generic framework is given
in Table 1. The signal to be processed is first partitioned
into a set of blocks BT of size ST . Those blocks can either
overlap or not. The asset of using overlapping blocks is basi-
cally that it prevents strong blocking artifacts on the border
of the blocks by averaging the overlapping areas. The attack
process then each one of those blocks sequentially.

Table 1: Generic Description of the Block Replace-
ment Attack

1 Partition the signal in blocks BT of size ST

2 For each block,
(a) Define a search window and build a code-

book Q which contains a set of blocks BQi

of size SQ

(b) Compute a replacement block BR similar
to BT using the blocks in Q

(c) Replace BT by BR

For each block, a search window is defined. It can be cho-
sen in the vicinity of the block BT or randomly for security
reasons. This search window is then partitioned to obtain
a codebook Q of blocks BQi of size SQ. Once again, those
blocks can overlap or not. Furthermore, following previous
work on fractal coding [16], the size SQ can be different
from the size ST of the original blocks. In this case, block
resizing is necessary. Additionally, the codebook can also
be artificially enlarged by introducing geometrically trans-
formed versions (identity, 4 flips, 3 rotations) of the blocks
in the search window. Indeed, the larger the codebook Q
is, the more choices there will be to compute a replacement
block BR which is similar to the block BT to be replaced.
On the other hand, the larger the codebook Q is, the higher



the computational complexity is and a trade-off has to be
found. In this paper, the Mean Square Error (MSE) will be
used to evaluate how similar are two blocks. It is computed
as follows:

MSE(BR,BT ) =
1

ST

ST�
i=1

�
BR(i) − BT (i)

�2
(1)

where the index i in the summation can be one-dimensional
(sound) or multidimensional (image, video). The lower the
MSE is, the more similar are the two blocks. Finally, the
original block BT is substituted by the computed replace-
ment block BR.

3. COMPUTATION OF THE CANDIDATE
BLOCK FOR REPLACEMENT

Once the codebook Q has been built, the next step of
the attack consists in producing a candidate replacement
block BR which is similar to the target block BT using the
blocks BQi of the codebook. To this end, several approaches
can be investigated. In Subsection 3.1, error concealment
techniques are introduced as a possible solution to achieve
this goal. Next, a desynchronization strategy is presented
in Subsection 3.2 which basically aims at shuffling the wa-
termark samples while keeping the host data synchronized.
Alternatively, in Subsection 3.3, blocks from the codebook
are optimally colluded to produce a valid replacement block.
Finally, Subsection 3.4 presents an approach which exploits
space dimension reduction techniques.

3.1 Block Restoration
Error concealment techniques have initially been designed

to recover blocks which have been lost or corrupted dur-
ing digital transmission. As depicted in Figure 2, when a
missing block is detected, the neighborhood of this block
is considered to obtain a prediction of the missing informa-
tion. Such approaches can be exploited to design an effi-
cient block replacement attack. Sequentially, each block of
the signal is considered as missing and the error concealment
procedure computes a replacement block [40]. However, this
strategy suffers from two major shortcomings. First, there
is no direct attacking strength i.e. there is no possibility to
adapt the impact of the attack according to the watermark-
ing strength. Second, each block is considered as missing
which is not really the case. In other terms, some informa-
tion is ignored and it is likely to result in a relatively poor
quality attacked signal. For both those reasons, such ap-
proaches will not be further considered in the remainder of
this paper.

3.2 Block Swapping
Most watermarking algorithms have exhibited weaknesses

against desynchronization attacks and especially non global
ones. The random bending attack [29] has been considered
for a long time now as a reference for benchmarking water-
marking systems. However, countermeasures have appeared
which basically exploit the fact that this processing does
not drastically modify the geography of the embedded wa-
termark. Each watermark sample is slightly displaced but
it remains in the neighborhood of its original location. As a
result, local block-matching based detectors [13, 19, 31] have
been shown to be able to recover watermarks altered by such
attacks. Alternatively, the block swapping attack [32] aims

Figure 2: Error concealment techniques: when a
block is detected as corrupted or missing, it is dis-
carded and the algorithm tries to predict it using
blocks in the vicinity.

at shuffling the watermark samples while keeping the host
data synchronized. The basic idea is to replace each block
of the signal with a similar one, which does not carry the
same watermark signal. In other terms, the geography of
the embedded watermark is strongly altered so that resyn-
chronization is no longer possible, and thus the detector is
confused.

Table 2: Block Swapping Attack

For each block BT of the signal

1 Build the block codebook Q

2 Perform photometric compensation

3 Sort the blocks BQi according to the MSE

4 Set BR as the most similar block

5 Replace BT by BR

The pseudo-code of the block swapping attack is detailed
in Table 2. For each block BT of the input signal, a search
window is defined and a codebook Q built. Next, photo-
metric compensation is necessary, at least with still images,
to obtain a good pool of candidate blocks for replacement.
Otherwise, the codebook Q is unlikely to contain a block
which is similar enough to BT and the replacement process
will introduce a strong distortion. As a result, each block
BQi is transformed in sBQi +o1, where 1 is a block contain-
ing only ones, so that the MSE with the target block BT is
minimized. This is a simple least squares problem and the
scale s and offset o can be determined as follows:

s =
(BT − mT 1) · (BQi − mQi1)

|BQi − mQi1|2
(2)

o = mT − s.mQi (3)

where mT (resp. mQi) is the mean value of block BT (resp.
BQi), · is the linear correlation defined as:

B · B′ =
1

ST

ST�
i=1

B(i)B′(i) (4)

and |B| is the norm defined as
√

B · B. At this point, the
transformed blocks sBQi + o1 are sorted in ascending order
according to their similarity with the target block BT . The
most similar block is then retained and used for replacement.
In this version, the block replacement attack is equivalent



to image compression with a fractal coder [11]. A visual
interpretation of this attack is depicted in Figure 3. In the
same fashion, an alternative approach consists in building
iteratively sets of similar blocks and randomly shuffling their
positions [30, 20] until all the blocks have been replaced.

Geometrical transformation
(horizontal flip)

Photometric transformation
s=-0.25  o=154

Reduction

BQ

BTProcessed image BR

Figure 3: Block swapping attack: each block is re-
placed by the one in the search window which is the
most similar modulo a geometrical and photometric
transformation.

Performing photometric compensation and computing the
MSE can become computationally prohibitive as the number
of blocks in the codebook Q increases. Furthermore, there
is no real need to perform explicitly photometric compensa-
tion for each block BQi . In fact, photometric compensation
needs to be done only for a single block of the codebook, the
one which will be used for replacement. There exists a rela-
tionship between MSE(sBQi + o1,BT ) and the correlation
coefficient:

BQi � BT =
BQi − mQi1

|BQi − mQi1|
· BT − mT 1

|BT − mT 1| (5)

After a few derivations, the following equation can be ob-
tained:

MSE(sBQi +o1,BT ) = |BT −mT 1|2
�
1−(BQi�BT )2

�
(6)

It means that sorting the blocks in ascending MSE(sBQi +
o1,BT ) is equivalent to sorting the blocks in descending
(BQi � BT )2. This property can be exploited to sort the
blocks of the codebook without explicitly building the mod-
ified blocks sBQi + o1.

Exchanging highly similar blocks is likely to be impercep-
tible. However, it is also likely not to affect the watermark
signal. A threshold τlow can consequently be introduced to
force a minimum distortion between the replacement block
BR and the target block BT which is to be replaced. In

other terms, the step 3 is modified so that the replacement
block is no longer the most similar block in the codebook Q
modulo a geometrical and photometric transformation, but
rather the most similar block whose distortion is if possible
above τlow. This additional parameter can be regarded as
an attacking strength and introduces a trade-off between the
efficiency of the attack and its impact in terms of fidelity.

3.3 Blocks Combination
In the previous subsection, a threshold τlow has been intro-

duced to ensure that the replacement block BR is not similar
to the target block BT up to the point that it also contains
the watermark signal. On the other hand, there is no guar-
anty that this replacement block will be similar enough to

be imperceptible once it has been substituted with the orig-
inal block. In fact, experimental results have shown that
blocks are likely to be badly estimated with a single block,
even if photometric compensation is performed. Following
previous advances in fractal coding[12, 25], the idea is then
to combine several blocks BQi in the codebook Q to obtain
a better replacement block:

BR =
N�

i=1

λiBQi (7)

where the λi’s are mixing coefficients. To obtain the best
possible replacement block, those mixing coefficients are cho-
sen so that MSE(BR,BT ) is minimized1. This is a tra-
ditional least squares problem which can be easily solved
using common linear algebra tools. From this novel per-
spective, the block replacement attack is more related with
intra-signal collusion attacks [9] i.e. combining several wa-
termarked contents to obtain unwatermarked content.

3.3.1 Fixed number of blocks:
With this new approach in mind, a novel block replace-

ment attack can be designed as depicted by the pseudo-code
given in Table 3. For each block BT of the input signal, a
search window is defined and a codebook Q built. Then the
blocks BQi are sorted in ascending order according to their
similarity with the target block BT using Equation (6). At
this point, a fixed number of blocks e.g. the first N blocks
in the codebook Q are considered to compute an optimal
replacement block BR in a least squares sense [21]. Finally,
this candidate block is put into the place of the original one

BT . Here again, the step 3 can be modified to prevent the
candidate replacement block BR from being too similar to
the target block BT . To this end, the first N blocks whose
distortion is above a threshold τlow can be considered, rather
than the N first ones, to compute the optimal replacement
block. The expectation is that using poorer blocks from
the codebook Q will output a poorer candidate block for
replacement.

Table 3: Fixed Number of Blocks Combination At-
tack

For each block BT of the signal

1 Build the block codebook Q

2 Sort the blocks BQi

3 Build the optimal replacement block BR using
the first N blocks in Q

4 Replace BT by BR

However, the attacker would rather like to be able to en-
sure that the final distortion MSE(BR, BT ) is between the
values τlow and τhigh. Indeed, the replacement block should
not be too good (MSE(BR,BT ) < τlow). Otherwise, it is
also likely to carry the watermark signal. Furthermore, it
should not be too bad either (MSE(BR,BT ) > τhigh) so that
the block replacement attack does not introduce perceptible
artifacts. Unfortunately, it is difficult to predict this distor-
tion from the distortions of the blocks BQi used for combi-
nation. It can only be checked a posteriori. Figure 4 shows
1It should be noted that the block 1 can be artificially added
to the codebook Q to permit automatic mean value adjust-
ment.



N = 1 N = 10 N = 30 N = 60

Figure 4: Influence of the number of blocks N used for combination once the thresholds τlow and τhigh have
been set. Light (resp. dark) gray blocks indicate too good (resp. too bad) blocks.

the localization of the too good and too bad blocks once the
two thresholds τlow and τhigh have been fixed and that the
number N of blocks used for combination is varying. The
first observation is that the number of too bad blocks de-
creases as N increases, while the number of too good blocks
increases. Secondly, the number of blocks needed to make
the distortion MSE(BR,BT ) drop below τhigh seems to be
related with the content of blocks: flat blocks require fewer
blocks to obtain a valid replacement block BR after com-
bination in comparison with textured blocks. This calls for
a new approach which automatically adjusts the number of
blocks used for combination.

3.3.2 Adaptive number of blocks:
The previous subsection has highlighted the fact that us-

ing a fixed number of blocks is somewhat limiting. Each
block does not indeed need the same number of blocks to
be finely enough approximated e.g. flat vs. textured blocks.
An improved algorithm whose pseudo-code is given in Ta-
ble 4 is consequently introduced so that the number and the
set of blocks chosen for combination are adaptively modified
to obtain a candidate replacement block BR whose distor-
tion MSE(BR,BT ) is between τlow and τhigh. The basic

idea is to modify the step 3 in the previous algorithm by
checking the distortion ∆ = MSE(BR,BT ) of the computed
candidate block for replacement. Depending on the value of
this distortion, different rules are enforced.

• If ∆ is between τlow and τhigh, a valid candidate block
has been found for replacement. A flag is consequently
set to 1 to terminate the adaptive algorithm.

• If ∆ is greater than τhigh, it means that the obtained
candidate block for replacement does not approximate
the target block BT well enough. As a result, the at-
tack would introduce perceptible artifacts if they were
substituted. N is consequently incremented so that
more blocks are considered during combination and
thus a better candidate block is obtained.

• If ∆ is lower than τlow, the candidate replacement
block BR is too similar to the target block BT . It
is likely to also carry the watermark signal. The offset
Φ is consequently incremented so that poorer blocks
from Q are considered during block combination. Fur-
thermore, the number of combined blocks N is reset
to 1.

It should be noted that this algorithm inherently assumes
that a candidate block whose distortion falls within the
bounds τlow and τhigh will be found. However, nothing
ensures that it will be the case in practice. In particular,
for small codebooks or close threshold values, such a block
might not exist. The algorithm consequently needs to be
slightly modified to handle such exceptions. For example, if
this case occurs, the candidate block whose distortion min-
imizes max(

√
τlow −√

∆,
√

∆ −√
τhigh) can be retained for

replacement.

Table 4: Adaptive Number of Blocks Combination
Attack

For each block BT of the signal

1 Build the block codebook Q

2 Sort the blocks BQi

Set Φ = 0, N = 1, flag = 0

3 While (flag = 0) AND (Φ + N ≤ |Q|)
(a) Build the optimal replacement block BR us-

ing N successive blocks from Q starting with
block BQΦ+1

(b) Compute ∆ = MSE(BR, BT )
(c) If τlow ≤ ∆ ≤ τhigh, set flag = 1
(d) Else if ∆ > τhigh, increment N
(e) Else increment Φ and reset N to 1

4 Replace BT by BR

3.4 Block Projection
The previous attack gives some good results as will be

reported in Section 4. However, it is in some sense subop-

timal. In step 3 , when the computed candidate block for
replacement is found to be too similar to the target block
BT , the offset Φ is incremented to consider poorer blocks
during combination. Nevertheless, this does not ensure that
a poorer block will be obtained after combination. In fact,
this is only a way of getting alternative candidate blocks for
replacement until one is found to be in the target interval
[τlow, τhigh]. In this case, all the possible blocks combinations
should be computed instead of a restricted subset. But this
is not possible in practice because of the prohibitive compu-
tational cost. As a result, a substitute approach is investi-
gated below.

Finding the mixing coefficients λi which minimizes the
distortion MSE(

�N
i=1 λiBQΦ+i ,BT ) is equivalent to com-



puting the coordinates of the target block BT in the sub-
space spanned by the N blocks BQΦ+i . In other terms, the
block replacement attack comes down to finding a subspace
S for each block BT so that MSE(BS

T ,BT ) is between τlow

and τhigh, where BS
T is the projection of the block BT onto

the subspace S . In the approaches described in Subsec-
tion 3.3, most of the computational cost is due to the fact
that the basis vectors of the subspace S - in this case the
blocks BQi of the codebook Q - are not orthogonal. Thus,
a least squares problem has to be solved to obtain the co-
ordinates λi’s of the target block in the generated subspace
S = span{BQi}. The problem would have been much easier
if the basis vectors were orthogonal: successive projections
on each vector gives then the coordinates. This has con-
sequently motivated further research to investigate how to
obtain such orthogonal basis. In particular, approaches ex-
ploiting Gram-Schidt Orthonormalization (GSO) and Prin-
cipal Component Analysis (PCA) have been surveyed.

3.4.1 Gram-Schmidt Orthonormalization
The Gram-Schmidt orthonormalization procedure takes a

non-orthogonal set of linearly independent vectors and con-
structs an orthogonal basis [4]. Thus, the goal is to incor-
porate it into a framework which iteratively builds an or-
thogonal basis in a best possible match fashion. First, the
algorithm finds the block BQi in Q which minimizes:

MSE(BT , λiBQi) with λi =
BT · BQi

|BQi |2
(8)

Once this optimal block has been found, it is inserted into
the basis {Si} which spans the subspace S = span{Si}.
Next, both the target block BT and the codebook Q are
projected onto the subspace orthogonal to S as follows:

BS⊥
= B −

�
Si∈S

B · Si

|Si|2 Si (9)

where B is some original input block and BS⊥
its projec-

tion on S⊥. Then, the algorithm search for the best block
as in Equation (8) and it is inserted into the basis which
spans the subspace S . The algorithm iterates until the dis-
tortion MSE(BT , BS

T ) between the target block BT and its
projection on the constructed subspace S falls within the in-
terval [τlow, τhigh]. Nevertheless, this approach has two ma-
jor shortcomings. First, the whole procedure requires many
projection and correlation computations, which is likely to
rapidly become intractable as the size of the codebook grows.
Second, the basis is iteratively built in a best possible match
way. However, nothing ensures that combining two blocks,
which have been successively found to be the best possible
match, will output a better candidate block than another
combination of two blocks in the codebook.

3.4.2 Principal Component Analysis
Principal Component Analysis [17] basically takes a set

of vectors and outputs its centroid and a set of eigenvec-
tors which can be seen as the directions of variations of the
vectors in the set. Furthermore, each eigenvector is associ-
ated with an eigenvalue which indicates how much the set
of vectors varies in this direction. The higher the eigen-
value, the more variations in the associated direction. Such
a procedure can be exploited to design an efficient block re-
placement attack as depicted in Table 5. First, a PCA is

performed considering the different blocks BQi in the code-
book Q. This gives a centroid C defined as follows:

C =
1

|Q|
�

BQi
∈Q

BQi (10)

and a set of eigenblocks Ei associated with their eigenvalues
ei. Those eigenblocks are then sorted by descending eigen-
values i.e. the direction E1 contains more information than
any other one in the basis. Then, a candidate block for re-
placement BR is computed using the N first eigenblocks so
that the distortion with the target block BT is minimized.
In other terms, the block BT −C is projected onto the sub-
space spanned by the N first eigenblocks. As a result, the
replacement block can be written:

BR = C +

N�
i=1

(BT −C) · Ei

|Ei|2 Ei (11)

Of course, the distortion ∆ = MSE(BT ,BR) gracefully de-
creases as the number N of combined eigenblocks increases.
Thus, an adaptive framework is introduced to identify which
value N should have so that the distortion ∆ falls within the
range [τlow, τhigh]. It may happen that no value of N gives
a candidate block within this interval. In this case, the
value N which gives the candidate block whose distortion
minimizes max(

√
τlow −√

∆,
√

∆−√
τhigh) is retained. The

major interest of this method is that it considers the whole
codebook Q to compute the orthogonal basis used for pro-
jection. Furthermore, experiments have shown that it was
slightly quicker than the attack presented in Subsection 3.3.
It should be noted that the underlying assumption is that
most of the watermark energy will be concentrated in the
last eigenblocks since the watermark can be seen as details.
As a result, if a valid candidate block can be built without
using the last eigenblocks, the watermark signal will not be
reintroduced.

Table 5: Block Projection on a PCA-Defined Sub-
space Attack

For each block BT of the signal

1 Build the block codebook Q

2 Perform photometric compensation

3 Performs the PCA of the blocks in Q to obtain a set
of orthogonal eigenblocks Ei associated with their
eigenvalues ei

Set N = 1, flag = 0

4 While (flag = 0) AND (N ≤ ST )
(a) Build the optimal replacement block BR us-

ing the eigenblocks Ei associated with the
first N eigenvalues

(b) Compute ∆ = MSE(BR,BT )
(c) If τlow ≤ ∆ ≤ τhigh, set flag = 1
(d) Increment N

5 Replace BT by BR

4. EVALUATION OF THE ATTACK
The description of the different block replacement attacks

has been kept general on purpose. No hypothesis has been
made on the data to be processed to offer a generic frame-
work. This attack can consequently be applied to different



types of multimedia. Previous work from Microsoft has fo-
cused on audio data [20, 21, 30]. Temporal Frame Averag-
ing after Registration in video [7, 8] can also be regarded as
some sort of block replacement attack which exploits redun-
dancy in successive video frames. In this paper, image doc-
uments will be considered as an extension of early work [32].
The next subsections introduce the enforced watermarking
scheme during the experiments as well as two basic signal
processing operations which will be used as references. Fi-
nally, the efficiency of the different proposed algorithms is
surveyed in the last subsection.

4.1 Watermarking Scheme
A basic additive spread spectrum watermark has been

considered during the experiments. A secret key K is used
as a seed to generate a pseudo-random watermark pattern
W(K), whose samples have zero mean and unit variance.
This watermark is then scaled by an embedding strength α
and added in the spatial domain to the luminance compo-
nent Io of the original image as follows:

Iw = Io + αW(K) W(K) ∼ N (0, 1) (12)

where Iw is the resulting watermarked luminance compo-
nent. Perceptual shaping can be introduced to improve the
invisibility of the watermark by making for example the em-
bedding strength α dependent of the local content of the host
image. In practice a global embedding strength equal to 3
has been used which results in a distortion of 9 in terms
of MSE, or 38 dB in terms of Peak Signal to Noise Ratio
(PSNR).

On the other side, when an image is presented to the de-
tector for verification, the pseudo-random watermark W(K)
is re-generated using the shared secret key K. Then, the de-
tector computes a simple linear correlation as follows:

ρ(I, K) = I · W(K) =
�
Io + εαW(K)

� · W(K) ≈ εα (13)

where ε is equal to 1 or 0 depending if the tested lumi-
nance component I is watermarked or not. If host interfer-
ence (Io · W(K)) is neglected, the correlation score should
be equal to α when the watermark W(K) is present in
the tested image, while it should be almost equal to zero
if W(K) has not been embedded. In practice, host inter-
ference can be cancelled in a preprocessing step [5] during
embedding to enhance the detection statistics. Finally, the
correlation score is compared to a threshold τdetect to assert
whether or not the watermark W(K) has been embedded.
This threshold can for example be set to α/2 to have equal
false positive and false negative probabilities.

4.2 Reference Attacks
For comparison, the impact of two reference attacks will

also be reported. Since watermarking is done in the lumi-
nance component of the images, attacks will also be per-
formed only on the luminance component. First, linear fil-
tering and in particular Gaussian filtering has been consid-
ered. The filters are computed as follows:

Gσ[x, y] =
gσ[x, y]�
x,y gσ[x, y]

with gσ[x, y] = e
− x2+y2

2σ2 (14)

where σ is the width of the Gaussian filter. The range of x, y
is limited so that all large values of Gσ[x, y] are included.
The filtered image is then obtained by convolving the image
with the computed filter. The larger the filter width is, the

more distorted is the filtered image. The second reference
attack is lossy compression and especially JPEG compres-
sion [18]. This standard specifies the quantization values for
DCT coefficients by multiplying a quantization matrix (Ta-
ble 6) by a global quantization level Q, which is related to
a user specified quality factor QF in the range of 0 to 100:

Q =

�
50/QF if QF < 50
2 − 0.02 QF if QF ≥ 50

(15)

For example, if QF = 25, the global quantization level is
equal to 2 and the DC term is quantized with a quantization
level of q = 32. In JPEG, loss of information only occurs
during quantization of DCT coefficients. As a result, it is
sufficient to perform this quantization to simulate the effects
of JPEG compression. The following operation is performed
to obtain the quantized value x̄ of a DCT coefficient x

x̄ = q

�
x

q
+ 0.5

	
(16)

where q is the quantization value computed as described
above. The lower the JPEG quality factor is, the more dis-
torted is the compressed image.

Table 6: Luminance Quantization Matrix used in
JPEG

16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
48 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

4.3 Performance
A database of 500 images of size 512 × 512 has been con-

sidered for experiments. It contains snapshots, synthetic
images, drawings and cartoons. All the images are first wa-
termarked using the algorithm described in Subsection 4.1.
Since the detection is based on the computation of a corre-
lation score, distortion vs. correlation curves can be plot-
ted to study the impact of a given attack. To this end,
each watermarked images has been submitted to 4 alterna-
tive attacks (Gaussian blurring, DCT quantization, adap-
tive number of blocks combination, and block projection on
PCA-defined subspace) with predefined attacking parameter
settings. For the reference attacks, the width σ of the filter
and the quality factor QF can be varied. On the other hand,
for both block replacement attacks, the thresholds τlow and
τhigh have to be set. However they can be set equal so that
the resulting parameter τtarget = τlow = τhigh basically sets
a target distortion in terms of MSE that the attack should
introduce. Furthermore, 8 × 8 blocks have been used with
a 4-pixels overlapping. Using overlapping blocks is indeed
really important to avoid annoying blocking artifacts with
high values for τtarget. At this point, for each image in the
database, a distortion vs. correlation curve can be drawn
for each one of the 4 surveyed attacks. The different curves
associated with a given attack are then averaged to obtain a
single curve per attack which depicts the statistical behavior



of the image database for a particular attack. The obtained
4 curves are reported in Figure 5.
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Figure 5: Correlation score vs. distortion curves for
the different surveyed attacks.

The goal of the attacker is to decrease the correlation
score computed by the detector while maintaining the im-
age quality. As a result, if a curve is below another one
in a distortion vs. correlation plot, it means that the first
attack has a stronger impact on the watermark than the
second one. Looking at Figure 5, it is obvious that both
proposed block replacement attacks outperform Gaussian
blurring and JPEG compression. In particular, the correla-
tion score drops below the detection threshold τdetect = 1.5
around 40 dB with block replacement attacks while it is
necessary to introduce a distortion around 36 dB to obtain
the same result with the reference attacks. Furthermore,
assuming that the parameters of the attacks are set so that
the introduced distortion is similar to the one due to the
the embedding process (38 dB), block replacement attacks
trap the detector while watermarks submitted to reference
attacks can still be detected. In other terms, from an at-
tacker perspective, the introduced block replacement strat-
egy allows to improve the trade-off distortion vs. correlation
in comparison with other standard reference attacks. Both
block replacement attacks exhibit roughly the same perfor-
mance. However, block projection on PCA-defined subspace
requires fewer computations than adaptive number of blocks
combination.

5. CONCLUSION
In some applications, digital watermarks are embedded

to reduce the potential usages of protected data or to iden-
tify customers which have broken their license agreement.
In such situations, users are likely to be willing to remove
this hidden data which can be used against them. Thus,
resistance to strong hostile attacks has to be considered and
not only survival after usual signal processing operations
since attackers are likely to introduce some intelligence in
their attacks. In security fields, improvements usually come
up from the competition between technology providers and
attackers. In this paper, a novel attack inspired from frac-
tal coding has consequently been proposed in an effort to

anticipate the possible behavior of malicious users. The ini-
tial idea is to exploit the self-similarities of the signal to
desynchronize the watermark while keeping the host data
synchronized. More precisely, similar blocks carrying differ-
ent watermark samples are exchanged to trap the detector.
However, the successive improvements presented in the pa-
per have turned the original attack which basically simulated
fractal coding into an intra-signal collusion attack. Several
similar blocks carrying alternative watermarks are isolated
from the watermarked signal and combined to obtain a can-
didate block for replacement. Experiments have highlighted
the efficiency of this attack with image documents in com-
parison with usual signal processing attacks such as Gaus-
sian blurring and JPEG lossy compression. Complementary
studies have also reported similar results when audio [20,
21, 30] or video [7, 8] signals are considered.

The attacker basically exploits the fact that the embed-
ding algorithm does not consider the self-similarities of the
signal. It is possible to build some sets of similar blocks
which on the other hand are not assumed to carry similar
watermark samples. This is a weak link of most watermark-
ing schemes today and an informed attacker can exploit it
to defeat the protection system. Now the question is: which
countermeasures can be introduced by technology providers
to disable, or at least decrease the impact, of such an attack?
Intuitively, if similar signal blocks carry similar watermarks,
the presented block replacement strategy is likely to be in-
effective i.e. the introduced watermark has to be coherent
with the self-similarities of the host signal. This can be
seen as an intermediary specification between the security
requirements for steganography -the embedded watermark
should be statistically invisible [33] so that an attacker can-
not even detect the presence of the hidden watermark- and
the absence of any one for non-secure applications such as
data hiding or broadcast monitoring. Unfortunately this
intuitive statement does not give any clue on how to ob-
tain such coherent watermarks in practice. An early study
in video has demonstrated that security can be improved
by making the watermark coherent with camera motion [8],
so that temporal frame averaging after registration becomes
useless. However, a generic approach has still to be found to
solve the problem in the general case. In particular, this new
specification raises many interesting questions. Is it possible
to obtain such a coherent watermark for whatever host sig-
nal? If not, which strategy should be enforced to minimize
the impact of block replacement based attacks? Then, how
many bits can be reliably embedded? Does the achievable
capacity depend on the host signal or not?
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