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Abstract

In this thesis we address the problem of distributing large contents in the Internet. We focus on two
interesting and very common services, video on demand (VoD) and file replication.

We first investigate how to provide an efficient VoD service to a large number of clients in a dedicated
overlay network (e.g. Akamai [5]). Our contribution here is a new video distribution architecture that is
highly scalable and very cost effective. The novelty of our architecture is an analytical cost model that
allows us to find the minimum delivery cost of the video. In contrast to previous cost models, our model
includes both, the network bandwidth cost and the server cost consumed for storing and scheduling the
video at the different servers.

Using the cost model, we study many interesting scenarios like the dimensioning problem of a VoD sys-
tem from scratch or the evaluation of architectural choices. One architectural choice that we consider is
the use of satellite to broadcast a part of the video.

We then continue our work on VoD but in a P2P network (rather than overlay network). While previ-
ous work constructs multicast trees to deliver the video to clients, we prove that we can achieve a similar
efficiency in a simpler way. To this purpose, we introduce a new approach, called PBA, where clients
perform locally an algorithm to find available servants from which they retrieve the video. An available
servant is an existing client that has already received or is currently receiving the video and has free
upload capacity.

We evaluate PBA over a wide range of scenarios and compare it to an existing multicast tree-based ap-
proach. Our results prove that PBA not only simplifies the server, but it also consumes low network
resources.

Finally, we study the use of P2P networks for file replication. Existing solutions for this service can
be largely classified into tree-based and mesh-based approaches. Our first contribution here is a compar-
ison between the scaling behavior of both kinds of approaches. Throughout this comparison, we prove
that mesh approaches can be at least as efficient as tree ones.

Our second contribution is a complete analysis of mesh approaches where we identify the main parame-
ters that influence their performance. Our results and conclusions provide new insights for the design of
new cooperative architectures.






Résume

Dans cette thése, nous étudions le probléme de la distribution de contenu de grande taille sur Internet.
Nous nous concentrons essentiellement sur deux services majeurs : la vidéo a la demande (VoD) et la
réplication de fichiers (service de partage).

Nous étudions en premier lieu comment fournir le service VoD a un grand nombre de clients dans
un réseau dédié (par example Akamai [5]). Nous proposons une nouvelle architecture trés efficace a
large échelle et développons un nouveau modéle analytique permettant le calcul du colt minimal pour
transmettre la vidéo. Contrairement aux modéles actuels, nous considérons non seulement le codt de la
bande passante du réseau, mais également le co(t cdté serveur pour stocker et envoyer cette vidéo.
Notre modéle analytique nous permet d’étudier plusieurs scénarios intéressants comme le probléme de
dimensionnement d’un systéme VoD ou I’évaluation des choix architecturaux, tels que la transmission
partielle de la vidéo par satellite.

En second lieu, nous nous intéressons a la VoD dans un réseau pair-a-pair. Alors que la plupart des
solutions actuelles utilise des arbres multicast pour transmettre la vidéo aux clients, nous montrons que
nous pouvons atteindre une efficacité similaire et d’une faon plus simple en introduisant une nouvelle
approche nommée PBA. Dans PBA, les clients exécutent localement un algorithme ayant pour but de
trouver les pairs disponibles pour le téléchargement de la vidéo. Un pair est un client actif du réseau
ayant déja recu ou étant en train de recevoir la vidéo.

Nous évaluons notre approche par un trés grand nombre de scénarios et nous la comparons avec une
approche basée sur les arbres multicast (P2Cast). Suite a cette comparaison, nous montrons gque notre
approche simplifie la tAche du serveur et nécessite moins de ressources réseaux.

Enfin, nous étudions la réplication des fichiers dans les réseaux pair-a-pair. Les solutions actuelles
peuvent étre classées en deux catégories, selon que les clients soient organisés en arbre ou en maille.
Notre premiére contribution consiste a comparer les deux catégories du point de vue performance a
large échelle. Nous montrons que les architectures en maille sont au moins aussi efficaces que celles en
arbre, tout en restant plus simples et plus dynamiques. Nous élaborons ensuite une analyse compléte
des approches en maille en identifiant les principaux parameétres qui influent sur la performance du
systeme. Cette analyse permet, pour des scénarios donnés, de concevoir aisément de nouvelles archi-
tectures dédiées.
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Chapter 1

Introduction

1.1 Content Distribution in the I nternet

The problem of content distribution in the Internet has been subject for an intensive study in the last
decade. Nowadays, there exist two popular and widely used solutions for this problem:

e Dedicated overlay networks that deploy machines in the core of the Internet to the purpose of
storing and delivering the content. One example is Akamai [31], which advertises 1000 customer
sites and handles around 15% of the Internet traffic [1].

e Peer-to-Peer (P2P) networks, a new solution that relies on clients to distribute the content. By
capitalizing the upload capacity available at the clients, P2P networks offer great potential for
addressing two of the most challenging issues of today’s Internet: The cost-effective distribution
of bandwidth-intensive content to thousands of simultaneous clients and the resilience to flash
crowds?.

Given these solutions, one main issue is how to schedule the content in order to efficiently leverage the
available resources and satisfy the clients demands. Approaches for Scalable Content Distribution in
the Internet is the topic of this thesis. As one knows, there is no approach that can accommodate all
services. Each service has its requirements and its goals. In this thesis, we focus on two services with
high system and network resources requirements. These two services are the video on demand and the
file replication:

e With the increasing availability of high access bandwidth of clients, video on demand (MoD) ap-
plications are now gaining popularity. Applications for VoD include, e.g., online training, news
broadcasts, educational programming. However, the intensive-bandwidth and long live nature of
video content make a large scale VoD service over the Internet a challenging problem. In this the-
sis, we address the VoD service in both, dedicated overlay and P2P networks. For each scenario,
we introduce a new video distribution architecture that ensures efficiency and scalability.

e File replication, on the other hand, represents another important service that allows clients to
retrieve the file they want from the Internet. As files can refer to any kind of content, we are mainly
interested in non real-time content. Moreover, we focus on the file replication in P2P networks.
While file sharing has been for a long time the only P2P application, P2P file replication is now
becoming a dominant service. According to the AlwaysOn site [7], BitTorrent? alone accounts for

1\We mean by a flesh crowd a huge and sudden surge of request traffi ¢ that usually leads to the collapse of the affected server,
as happened to the Web sites of major news companies during the event of September 11th.
2BitTorrent is a popular P2P tool for fi le replication in the Internet that we describe later on.

3



4 CHAPTER 1. INTRODUCTION

53% of the overall P2P traffic. Our contribution here is a deep analysis that represents guidelines
for the design of new architectures for this service.

1.1.1 Organization of this Chapter

The rest of this chapter is structured as follows. In sections 1.2 and 1.3, we review related work on VoD
and file replication. Section 1.3 summarizes the contributions of this thesis and section 1.5 describes
briefly the content of the following chapters.

1.2 Related Work on VoD

1.2.1 VoD in Dedicated Overlay Networks

VoD in dedicated overlay networks has been extensively investigated over the years. Existing schemes lie
on multicast to achieve scalability and can be largely classified into open-loop and closed-loop schemes.

e Open-loop schemes partition each video into smaller pieces called segments and transmit each
segment at its assigned transmission rate. The first segment is transmitted more frequently than
later ones because it is needed first in the playback. In open—loop schemes there is no feedback
from clients to the server and the transmission is completely one—way: all segments are broadcast
regardless of the number of clients in the system. The most important property of open-loop
schemes is that the server bandwidth cost is independent of the number of clients requesting the
video. However, their main drawback is that they introduce a start-up delay® and waste bandwidth
in the case of non-popular videos.

e Closed-loop schemes, on the other hand, require the client to contact the server. The server initiates
a new stream each time a new client or a set of clients request the video. In most cases, a new client
joins an ongoing multicast stream that has been initiated for earlier clients, if there is any, and
retrieves the missed part due to its late arrival via unicast. The majority of closed-loop schemes
ensure an immediate playout of the video. Usually, these schemes are suitable for videos with low
and moderate popularities where the load on the server is reasonable.

Open-loop Schemes

The basic open-loop scheme is Staggered Broadcasting proposed by Almeroth et al. [12]. In this scheme,
the server allocates for each video C' channels each of bandwidth b, where b is the playback rate of the
video expressed in Mbps (see table 1.1 for notations used in this thesis). On each channel, the whole

Notation Definition

MB Mega bytes

Mb Mega bits

Mbps Mega bits per second
min minute

Table 1.1: Notations used in this thesis.

video is broadcast periodically at its full rate b. The starting transmission points on the different channels
are staggered to guarantee a start-up delay of at most % min. The parameter L represents the length of

3The start-up delay denotes the maximum time a client may wait before playing out the video. Note that we ignore here the
transmission delay due to sending arequest to a server or joining a multicast group.
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the video expressed in min. Clients in Staggered Broadcasting download from only one channel at the
same time and no local storage capacity is needed. The start-up delay can be improved only with a linear
increase in the number of channels C.

Viswanathan et al. [90] propose an original idea to reduce the start-up delay while avoiding the
linear increase in the number of channels as in Staggered Broadcasting. This is done as follows. Given
the server bandwidth capacity B (in Mbps) and the number of videos K to be broadcast, the authors
advise to multiplex the K videos together on C channels each of bandwidth g. Then, each video
is split into C' segments and the size of each segment is made § times larger than the previous one
(Li =6 -Li—1, 1 <1 < C). Segments ¢ for all K videos are multiplexed into the same channel 7 and
broadcast consecutively and periodically at rate %. This means that, to access segment 4, a client may

wait up to (L4200 /60 = KLLLi min, where L; - b - 60 is the amount of data (in Mb) in a segment

C

of length L; min and g is the broadcast rate of the different segments on channel 7. Segments of the
required video are downloaded in order and only from the beginning. The client starts downloading
segment 1 at the first occurrence and starts consuming it concurrently. For the subsequent segments,
once the client begins consuming segment (7 — 1), it listens to the sth channel to download segment s.
To avoid interruption while playing out the video, the client should start downloading segment ¢ before
it entirely consumes segment (: — 1). Mathematically speaking, L;_1 > % V1< i< C,where
L;_1 min is the time needed to consume segment (i — 1) and % min is the maximum waiting time
before start receiving segment 7. By substituting L; by 6 - L;_1, we obtain 1 < § < KL;C

This scheme, referred to as Pyramid Broadcasting (PB), reduces significantly the server bandwidth and
the start-up delay as compared to Staggered Broadcasting. The authors suggest to set § to its maximum
value (i.e. 6 = K_L;_C), which makes the first segment as short as possible and consequently, minimizes
the start-up delay (% min). The main drawback of PB is that segments are transmitted on the
different channels at a high rate (i.e. g), which requires a high download capacity at the client side.

Aggarwal et al. in Permutation-based Pyramid Broadcasting (PPB) [10] relax the high download
requirement at the clients in PB at the expense of a larger start-up delay and a more complex synchro-
nization. PPB uses the same geometric series proposed by PB to define the length of each segment
(Li = d-L;—1, 1 < i< (). The main difference between the two schemes is that PPB proposes to
further divide each channel into K - p sub-channels, where p sub-channels are dedicated to the same
video segment. Then, each segment is broadcast on p sub-channels at rate C,L;(_p. For each video, the
transmission points of segment 4 on the different p sub-channels are shifted in such a way that the access
time to that segment is at most % min. In contrast to PB, a PPB client starts downloading segment
i once segment (i — 1) is entirely received. The condition § < (25 — p) with § > 1 ensures no
interruptions in the display of the video.

As compared to PB (i) PPB reduces greatly the download capacity required at the client side. A PPB
client downloads from a single channel at a time at rate C_LK_p instead of g and (ii) PPB assigns to ¢ a

higher value that makes the first segment larger, which in turn increases the start-up delay.

To achieve both, a low start-up delay (as in PB) and a reasonable download capacity at the clients (as
in PPB), Skyscraper Broadcasting (SB) [49] proposes to transmit each of the K videos separately. Given
the server bandwidth B and the number of videos K, the server allocates a bandwidth of % to each
video. Then, the bandwidth dedicated to each video is split into C' = L%J channels each of bandwidth
b.
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SB uses a recursive function instead of a geometric series to generate the segment lengths of each video:

(L1 ifi=1
2Ly if1=2,3
L— 2-Li1+1 i.f z modulo4 =0 L.1)
L; 4 if 4 modulo4 =1
2-L;1+2 if 2 modulo 4 =2
\Li_1 if 4 modulo4 = 3

In addition, SB introduces a new parameter W to restrict segments from becoming too large. From
equation 1.1, when the size L; of segment ¢ exceeds W - Ly, L; is setto L; = W - L. The following
series [1,2,2,5,5,12,12,25,25,25,25. .. ] represents an example for W = 25 and L; = 1 min. A SB
client listens to at most two adjacent channels simultaneously and downloads the corresponding segments
at the first occurrence, which guarantees a start-up delay of no more than L min.

Just after Skyscraper Broadcasting, Juhn et al. [53] initiate Harmonic Broadcasting (HB), a new
family of open-loop schemes. HB divides the video into n segments of equal size. Then, each segment ¢
is equally broken up into i sub-segments (z,1), ..., (z,%), which are broadcast consecutively and repeat-
edly on channel ¢ at rate g Under these assumptions, segment 1 will consist of one single sub-segment
(1,1) and would be broadcast at rate b.

When a new client arrives, it first listens to channel 1. When a new transmission of segment 1 begins,
the client starts downloading from all channels concurrently and, at the same time, starts playing the
video. Given the start-up delay to be achieved, HB requires the lowest server bandwidth as compared to
the above schemes. For a start-up delay of % the server bandwidth is around b - log(n). Since clients
download from all channels simultaneously, this scheme demands from clients a download capacity of
b-log(n).

However, Paris et al. [70] have shown that HB does not guarantee to deliver all segments in time. As an
example, consider a client that arrives at time ¢ as depicted in figure 1.1. Figure 1.1 illustrates the trans-

L, min
12}
é ‘ @y | @) | @ ‘ (1,0 ‘ + + + Channel Latrateb
g [ 21 2,2) 21 [ 22 ] - Channel 2 at rate b/2
to ty+ L, min Time

Figure 1.1: The transmission process on the first two channels in HB.

mission process on the first two channels in HB. At time ¢, the client starts receiving and consuming
the first segment. Meanwhile, it stores sub-segment (2, 2) at rate % L1 min later, the client consumes
entirely segment 1 and must start playing out sub-segment (2,1). Yet, by this time, the client will be
playing sub-segment (2, 1) at rate b while receiving it at rate 2, which causes an interruption. To prevent
this interruption, HB requires an extra start-up delay; when a client starts receiving the first segment,
it must wait % additional min before it starts playing out the video. To avoid this extra waiting
time, Paris et al. propose two extensions of HB, namely Cautious Harmonic Broadcasting (CHB) and
Quasi-Harmonic Broadcasting (QHB), where they require the server to use more bandwidth.

In addition to CHB and QHB, the authors develop a new variant of HB, called Polyharmonic Broad-
casting (PHB) [71]. The novelty of PHB is a fixed start-up delay for all clients regardless of their arrival
time. In other words, as compared to HB, the main difference in PHB is that the client starts playing out
the video once it has been in the network for L; min, even if the first segment has been available before.
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Later on in [52], the same authors of HB (Juhn et al.) introduce with a new and efficient broadcast-
ing scheme. This scheme, referred to as Fast Broadcasting (FB), divides equally the server bandwidth
amongst the K videos to be broadcast. For each video, it dedicates L%J channels each of bandwidth b.
Given the values of B and K, FB ensures the lowest start-up delay as compared to the previous schemes.
FB partitions each video into (2LKi-bJ — 1) segments of equal size. Channel ¢ transmits periodically and
repeatedly segments 2¢=1, ... (2! — 1) and clients download from all channels at the same time. The
advantage of FB is that it makes the first segment very small, which in turn reduces the start-up delay.
However, this scheme requires clients to have a high download capacity up to b - L%J-

In addition to the mentioned schemes, there are hybrid ones that combine many techniques together.
For instance, the Pagoda Broadcasting PGB and the New Pagoda proposed by Péris et al. [68, 69]
combine HB and PB. The motivation behind this combination is to achieve a low server bandwidth (i.e.
as in HB) while keeping small the number of channels (i.e. as in PB). The key idea is to partition each
video into a large number of segments of equal size and map them into a small number of channels of
equal bandwidth. They use time-division multiplexing to ensure that each segment is received in time.

These schemes that we have described so far are constrained to highly regular designs which limit
their flexibility. Tailored Periodic Broadcast [19] is a more flexible scheme that can be adapted to meet
different constraints in the system such as limited 1/O capacities of the server/clients or limited storage
capacity at the client side. This scheme will be detailed more in section 2.2.4. For details on open-loop
schemes, one would refer to [47, 54].

Since clients can not watch the video immediately, open-loop schemes can only provide a near VoD
service®. In contrast, most closed-loop schemes ensure a true VoD service (i.e. zero start-up delay), but
at the expense of a higher load on the server.

Closed-loop Schemes

Closed-loop schemes serve the video in response to client requests. A simple example is the Batching
scheme proposed by Anderson [13] and extensively studied in [28, 39, 9]. The main idea here is to batch
clients that arrive within a given interval of time, in order to serve them via a single multicast stream. In
Batching, clients download from one single stream at rate b and no local storage capacity is needed. The
main limitation of this scheme is that its performance is proportional to the start-up delay of the clients.

Another example is Patching that, as opposed to Batching, appears to be efficient and at the same time
ensures a zero start-up delay. Patching has been proposed by Hua et al. [48] and evaluated afterwards by
Cai et al. [20]. In Patching, the first client that requests a video receives a complete stream for the whole
video from the server. When a new client arrives after the first one, we distinguish two cases:

e The complete stream that has been initiated for the first client is still active. In this case, the new
client needs to connect to that stream which changes from unicast to multicast. In addition, the new
client receives immediately from the server a unicast patch for the part it missed in the complete
stream due to its late arrival.

e There is no active complete stream. In this case, the server initiates a new stream and the above
process is repeated for clients that arrive later.

As compared to Batching techniques, Patching requires clients to have a larger download capacity.
Clients may join two streams simultaneously each at rate b.

L
(2t ol 1)
5An ideato avoid this start-up delay is to preload in advance some of the fi rst segments of the video into a set-top box at the
clients[72]

4The start-up delay in FB isequal to the length of the fi rst segment, min.
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Patching has been afterwards extended by Gao et al. [37] to produce Controlled Multicast. The
novelty of Controlled Multicast is a threshold policy to reduce the cost of the unicast patches. Whenever
a new client arrives and a complete stream is active, the threshold value serves to decide whether to
initiate a new complete stream for that client, or whether that client must join the last ongoing one. This
scheme achieves a server cost that increases with the square root of the number of requests O(v' A - L),
given a Poisson arrival of clients with rate A.

Eager et al. [34] derive the minimum server bandwidth needed to serve N clients and, at the same
time, achieve an instantaneous playout of the video; the server cost is b - log(/N + 1) when the arrival
process is Poisson. In addition, the authors describe the Hierarchical Multicast Stream Merging scheme
(HMSM) [35] that achieves a near optimal server bandwidth cost. As its name indicates, this scheme
merges clients in a hierarchical manner. When a new client arrives, the server initiates an unicast stream
to that client. At the same time, the client listens to a target stream that is still active®. When the client
receives via unicast all what it misses in the target stream, the unicast stream is terminated and the client
merges into the target stream, and the process repeats.

We note that the idea of merging itself is not new. Golubchik et al. [41] have already addressed this
point and proposed a scheme called Adaptive Piggyback. This scheme alters the display rate of requests
in progress for the purpose of merging their respective video streams into one single stream. Consider the
following example where client 1 is receiving a video stream from the server at rate 5. Some time later,
a new client 2 requests the same video and a new stream is initiated from the server. To merge the two
streams, the server slows down the playback rate of the first stream and speeds up the rate of the second
one until both streams merge into one single stream. However, the performance of this kind of merging
is mainly limited by the fact that the variation in the playback rate of the video must be within, say +5%
of the normal playback rate, or it will result in a perceivable deterioration of the playback quality.

There exist also hybrid schemes that combine Batching and Patching techniques. One example is the
OBP scheme (Optimized Batch Patching) proposed by White et al. [92]. As for the classical Patching
[48], in OBP, A new client (i) Either receives a new complete stream in case there is no active one or
(ii) Joins the most recent one. In contrast to Patching, in case the new client joins an ongoing complete
stream, it does not receive immediately a unicast patch for what it missed in that stream. Instead, the
server batches many clients that arrive within a given interval of time and serves them via multicast.
In addition, the authors extend OBP to deal with the case of heterogeneous clients where each client
chooses the start-up latency according to the price it is willing to pay for the service.

Another hybrid scheme is Mcache proposed by Ramesh et al. [74]. Mcache splits the video into two
parts, the prefix and the body. The prefix is stored locally at the client side in a set-top box while the
body is stored at the server side. This combination ensures a zero start-up delay and allows the server to
batch requests for the body of the video for the duration of the prefix. The requests batched together are
then served via one single multicast stream. When a client arrives after the multicast stream has begun,
it joins the rest of that stream and receives what it missed via a patch. As in Controlled Multicast, the
authors associate a threshold to figure out when to start a new multicast stream.

From the above discussion, we can conclude that:

e The main advantage of open-loop schemes is that the server bandwidth cost is constant and inde-
pendent of the number of clients in the system. This property makes these schemes very efficient
for the transmission of popular videos. Yet, open-loop schemes waste bandwidth in case of non
popular videos and introduce a start-up delay.

¢ In contrast, most closed-loop schemes ensure a zero start-up delay. In these schemes, each new

5The choice of the target stream is not an easy task. One of the candidate solutions is to choose the closest (i.e. most recent)
active stream
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client contacts the server to retrieve the video, which makes the server a potential bottleneck. As a
result, closed-loop schemes are only suitable for videos with low and moderate popularity.

So, one interesting idea would be to combine both schemes together. This combination ensures a zero
start-up delay and makes the system suitable for both popular and non popular videos. Guo et al. [44]
have developed the principles to achieve such a combination. The main idea is to divide the video into
two parts, namely the prefix and the suffix, with the prefix being completely viewed before the suffix.
The prefix is delivered to the clients via a closed-loop scheme while the suffix is broadcast using an
open-loop scheme. This is referred to as Prefix Caching Assisted Periodic Broadcast (see section 2.2.1).

Our Contribution

In this thesis (chapters 2 and 3), we investigate how to provide an efficient and scalable VoD service to
a large client population. We introduce a new video distribution architecture that is highly scalable, very
cost effective and, at the same time, ensures a zero start-up delay. As the Prefix Caching Assisted Periodic
Broadcast framework does, our architecture combines both open-loop and closed-loop schemes. Given
this architecture, we develop a complete cost model that allows us to minimize the operational cost of
the service.

Our analytical model, along with some extensions, allows us to explore several scenarios: (i) Long videos
of 90 min (movies), (ii) Short videos of a few min (clips), (iii) The dimensioning of a video on demand
service from scratch, (iv) The case of the optimization of an already installed video on demand service
(i.e. the limited resources scenario), (v) The use of satellite to broadcast a part of the video, and (vi)
Allowing clients to store locally a part of some/all popular videos.

1.2.2 VoD in P2P Networks

Most of the existing work on video streaming in P2P networks focuses on live streaming. The main
idea is to distribute the video through multicast trees rooted at the server. Constructing a multicast
tree for video distribution is very challenging as clients that are part of the tree may leave at any time,
which may disrupt the video reception of the clients that are downstream while the tree is re-built. To
prevent disruption, CoopNet [66] splits the video into & sub-streams using multiple description encoding
techniques [42]. It then builds a multicast tree to deliver each sub-stream. In this case, the departure of a
client does not interrupt the reception of all sub-streams.

Castro et al. [21] extend CoopNet to SplitStream. The originality of SplitStream is that each of the &
sub-streams is delivered on a distinct multicast tree rooted at the server; a client being an interior node
in one tree and a leaf node in the remaining ones. As a result, when a client leaves the network, one
single sub-stream is disrupted.

There has been also a series of papers that optimize the organization of the clients in the multicast
trees with respect to some metrics [25, 51, 14]. One example is the Narada protocol proposed by Chu
et al. [25]. Narada adapts dynamically the multicast tree in such a way that the delay between any
two clients does not exceed C' times the unicast delay between them, where C' is a scalar constant that
depends on the outdegree of the clients. The outdegree of a client stands for the number of simultaneous
upload connections the client can maintain.

Another example is Overcast proposed by Jannotti et al. [51]. In this protocol, clients are self-organized
so as to maximize the throughput achieved between them and the server’.

There is also the Nice protocol introduced by Banerjee et al. [51]. The central idea of Nice is to assign
clients that are close to each others to the same cluster®. Each cluster has a leader that serves it. The

’inthis thesis, the term throughput refers to the amount of bytes received during a specifi ed interval of time.
8T he distance metric between clients can be chosen according to the desirable goal.
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leaders of all clusters are then grouped into further clusters and so on. As a result, clients will be
organized in a hierarchical manner as in a tree.

Still, few approaches have dealt with on-demand video distribution in P2P networks. Chaining [85]
is one approach which organizes clients into chains. Clients that arrive within a given interval of time T’
are served with the same chain. Within the same chain, the first client 1 is served by the server. Client 2
is served by client 1 and so on. The first client to arrive after the interval of time 7' has expired receives
a new video stream from the server. Then, a new chain is initiated and the same process is repeated.

Guo et al. [45] describe a scheme called P2Cast that applies Controlled Multicast [37] to P2P
systems. P2Cast patches clients that arrive within the same interval of time into the same multicast
stream, referred to as the base stream, that is transmitted over a multicast tree built on top of the clients.
When a new client arrives, it joins the multicast tree for the rest of the base stream and receives a unicast
patch for the part it misses in that stream due to its late arrival. As in Controlled Multicast, the authors
associate a threshold 7.« to decide when to start a new base stream. P2Cast will be detailed more in
section 4.3.1.

Our Contribution

Usually multicast trees require the server to run complex algorithms to construct and maintain the trees.
While a multicast tree seems to be the optimal and intuitive solution for live streaming, we argue that
this is not the case for on-demand video where clients are asynchronous. Our contribution here is a new
pull-based approach, denoted as PBA, for an efficient VoD service in P2P networks (chapter 4). Through
PBA, our goal is to show that we can achieve efficiency and scalability while keeping the server simple,
i.e. without constructing multicast trees.

1.3 FileReplication in P2P Networks

File replication in P2P networks is becoming very popular and there already exist approaches that provide
such a service. One example is BitTorrent [26] developed by Bram Cohen, which is currently adopted
by many web sites. The sole objective of BitTorrent is to quickly replicate a single large file to a set of
clients. The challenge is thus to maximize the speed of replication.

A torrent consists of a central component, called tracker and all the currently active clients. BitTor-
rent distinguishes between two kinds of clients depending on their download status: clients that have
already a complete copy of the file and continue to serve other clients are called seeds; clients that are
still downloading the file are called leechers. The tracker is the only centralized component of the sys-
tem. The tracker is not involved in the actual distribution of the file; instead, it keeps meta-information
about the clients that are currently active and acts as a rendez-vous point for all the clients of the torrent.

A new client joins an existing torrent by downloading a torrent file (usually from a Web server),
which contains the IP address of the tracker. To initiate a new torrent, one thus needs at least a Web
server that allows to discover the tracker and an origin server or initial seed with a complete copy of
the file. To update the tracker’s global view of the system, active clients periodically (every 30 minutes)
report their state to the tracker or when joining or leaving the torrent. Upon joining the torrent, a new
client receives from the tracker a list of neighbors (active clients) to connect with. Typically, the tracker
provides 50 neighbors chosen at random among active clients while the new client seeks to maintain
connections to 20 — 40 neighbors. However, only a part of these connections are active at a time, i.e.
is used for uploading/downloading the data. If ever a client fails to maintain at least 20 connections, it
recontacts the tracker to obtain additional neighbors. The set of neighbors to which a client is connected
is called its neighbors set.
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The clients involved in a torrent cooperate to replicate the file among each other using swarming
techniques: the file is broken into equal size chunks (typically 256 kB each) and the clients in a neighbors
set exchange chunks with one another. The swarming technique allows the implementation of parallel
download [78] where different chunks are simultaneously downloaded from different clients. Each time
a client obtains a new chunk, it informs all the neighbors it is connected with. Interactions between
clients are primarily guided by two principles. First, a client preferentially sends data to neighbors that
reciprocally sent data to it. This “tit-for-tat” strategy is used to encourage cooperation and ban “free-
riding” [8]. Second, a client limits the number of neighbors it serves simultaneously to 4 neighbors and
continuously looks for the 4 best downloaders (in terms of the rate achieved) if it is a seed or the 4 best
uploaders if it is a leecher.

BitTorrent implements these two principles, using a “choke/unchoke” policy. “Choking” is a tempo-
rary refusal to upload to a neighbor. However, the connection is not closed and the other party might still
upload data. A leecher services the 4 best uploaders and chokes the other neighbors. Every 10 seconds,
the leecher re-evaluates the upload rates for all the neighbors that transfer data to it. There might be more
than 4 neighbors uploading to it since first, choking is not necessarily reciprocal and second, clients are
not synchronized®. The leecher then chokes the neighbor, among the current top 4, with the smallest up-
load rate if another neighbor offered a better upload rate. Also, every 3 rounds, that is every 30 seconds,
a client performs an optimistic unchoke, and unchokes a neighbor regardless of the upload rate offered.
This allows to discover neighbors that might offer a better service (upload rate). Seeds essentially apply
the same strategy, but based solely on download rates. Thus, seeds always serve the clients to which the
download rate is highest.

Another important feature of BitTorrent is the chunk selection algorithm. The main objective is to
consistently maximize the entropy of each chunk in the torrent. The heuristic used to achieve this goal is
that a client always seeks to upload the chunk the least duplicated in its neighbors set (keep in mind that
clients only have a local view of the torrent). This policy is called the rarest first policy. There exists an
exception to the rarest first policy when a new client joins a torrent and has no chunks. Since this new
client needs to quickly obtain a first chunk (through optimistic unckoke), it should not ask for the rarest
chunk because few clients hold this chunk. Instead, a new comer uses a random first policy for the first
chunk and then turns to the rarest first policy for the next ones.

We have extensively analyzed a large torrent (with up to a few thousands of simultaneous active
clients) over a period of five months [50]. The performance achieved, in terms of the throughput per
client during download, and the ability to sustain a high flash-crowd, demonstrate that BitTorrent is
highly effective.

A solution similar to BitTorrent is Slurpie introduced by Sherwood et al. [84]. Slurpie aims at enforc-
ing cooperation among clients to alleviate the load at the server that is the primary source of the content.
The algorithms of Slurpie are much more complex than the ones of BitTorrent and require to estimate
the number of active clients in the Slurpie network. The expected improvements over BitTorrent is less
load on the topology server (equivalent to the BitTorrent tracker) and on the server through a back-off
algorithm.

As BitTorrent does, Slurpie divides each file into many chunks of 256 KB each. When a new client
wants to download a file, it first registers at the well known topology server and gets a list of the ¢ most
recent clients that have requested the file. Thus, in contrast to the tracker in BitTorrent, the topology
server need not keep track of all active clients in the network. In addition, clients report no information
about their status to the topology server. These ¢ chosen clients represent the initial set of neighbors of
the new client, which will be updated as new neighbors are discovered or existing ones leave the network.
Upon receiving its list of neighbors, the new client connects to a random sub-set of these ¢ neighbors.

®For instance, a client that offered a very good upload rates has decided to choke this connection just 1 second before the
reevaluation on the other side and thus it might still be in the top 4 list for the next 10 seconds and received service.
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A client typically seeks to maintain » > O(log N') connections where N is the number of clients in the
network. Along all connections, update information are exchanged between clients to know which client
has what chunk. The rate at which a client receives such update information increases additively and
decreases multiplicatively depending on the estimated available bandwidth at the client®. This decision
is motivated by the fact that, when a client does not know where to find the chunks it misses, it needs
more update information to discover new neighbors and therefore increases the rate at which it receives
these information. Correspondingly, when the download of the client is fully utilized, the client needs
less information about other clients. Amongst the set of connections a client maintains, few of them are
used to download the file; the number of simultaneous download connections also increases additively
and decreases multiplicatively with the available bandwidth at the client.

The novelty of Slurpie is a back-off algorithm to reduce the load on the server. When a client
misses a chunk that none of its neighbors holds, it decides to download that chunk from the server
with a probability of &, where C is a scalar constant. Thus, at any moment, there will be on average
C simultaneous connections to the server. Results are promising since Slurpie is able to outperform
BitTorrent in a controlled environment. Still, the actual performance of Slurpie in case of flash crowds
and for a large number of clients is unknown.

FastReplica (FR), developed by Cherkasova et al. [23], addresses how to efficiently replicate a large
file over a set of NV clients that are assumed to be known and stable. The file is divided into N chunks
of equal size. In a first step, the server sets-up IV connections to all N clients in the system. Over each
connection, the server transmits a disjoint chunk, i.e. chunk C; to client . When client 5 receives chunk
C;, it opens N — 1 simultaneous connections with all remaining clients in the system to deliver that
chunk.

While FR was basically designed for small number of clients, N = 10 — 30, the authors describe
how it can be extended to scale when N is large. That is, the set of clients is divided into groups of size
C each, where C is in the order of 10 — 30. In this case, the number of chunks is also equal to C. Then,
FR is executed iteratively. During the first iteration, the file is replicated over a first group, i.e. C clients.
Once a client receives completely the file, it opens C new connections to C' new clients and the same
process is repeated. As a result, after the second iteration, C'? new clients are served, C new clients
after the third iteration and so on until all clients get served.

The main limitation of FR is that it assumes homogeneous bandwidth capacities of clients and ho-
mogeneous connections with the same transfer rate. Under these assumptions and in a real environment,
the overall replication time depends on the replication time of the chunk traversing the worst connection
in terms of transfer rate. Lee et al. [58] have extended FR to produce Adaptive FastReplica (AFR) for
heterogeneous environments. The key idea of AFR is to divide the file into chunks with different sizes.
Large chunks are transmitted over connections that provide high transfer rates and vice versa. To learn
about the available bandwidth over each connection, AFR requires clients to report to the server the
transfer rates that they achieve over the different connections they maintain. At the beginning, the server
has no prior knowledge of the network status and therefore, it starts with an arbitrary division of the file.
As the algorithm is executed iteratively (i.e. in case of a large number of clients) or as more files are
replicated, the server refines its information about the connection capabilities and adapts the sizes of the
different chunks in order to maximize the throughput of the system.

Another related approach is PROOFS proposed by Stavrou et al. [87]. PROOFS is a completely
randomized approach that was basically designed to handle flash crowds. When a new client arrives to
the network, it contacts a well known server and gets an initial set of neighbors, i.e. set of existing clients.
Clients update continually their set of neighbors by performing a shuffle operation as follows. A shuffle
is executed between two clients and can be initiated by any client. Consider client 1 that wants to start

Each client estimates its available bandwidth once every second. This is done by simply measuring the number of bytes
received over all connections.
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a shuffle. Client 1 selects at random a sub-set of neighbors out of its complete set. From this sub-set, it
then selects a random neighbor, say client 2, and asks it to participate into the shuffle. If client 2 rejects
the shuffle request, the client waits a random amount of time before it starts a new shuffle. In contrast, if
client 2 accepts to participate into the shuffle, it receives from client 1 the sub-set of neighbors this client
has selected. Similarly, client 2 selects a sub-set of neighbors and sends it to client 1. Upon receiving
each other’s sub-set, the two clients add the new neighbors to their set as follows: (i) No neighbor appears
twice within the same set, (ii) A client is never its own neighbor, (iii) New neighbors replace old ones
only when the size of the set exceeds a constant C'. Note that if client 2 does not answer to the shuffle
request of client 1, client 1 considers that client 2 has left the network and deletes it from its set of
neighbors.

When a client wants to retrieve a file, it initiates a query with: (i) The requested file, (ii) A TTL that
counts for the maximum number of times the query gets forwarded, and (iii) A fanout f to indicate to
how many neighbors a client can forward the query. Upon receiving a query for a file, the client first
checks whether it holds the file. If this is the case, the client unicasts directly the file to the client that
initiated the request. Otherwise, the client decrements the value of the TTL and forwards the query to f
of its neighbors.

The performance evaluation of the approach has mainly focused on the time needed and the probability
to find a file. The results exhibit a low latency and a very high probability.

The approaches that we described so far all organize clients in a mesh. Under a particular sce-

nario where clients arrive to the system very close in time, one could think of constructing a tree to
deliver the file. One example is CAN-based Multicast introduced by Ratnasamy et al. [76]. CAN-based
Multicast uses an existing scheme on Content-Addressable Networks [75] to construct its tree. Clients
are organized in a virtual d-dimensional Cartesian coordinate space. For simplicity, we assume a two-
dimensional space, i.e. d = 2. In this case, each client is identified by two coordinates (z,y). In addition,
each client has, on average, 2 x 2 neighbors, two neighbors along the X-axis and two others along the
Y-axis.
When the server wants to share a file, it delivers the file to all its neighbors. Similarly, each client for-
wards the file to all its neighbors except the one from which it received the file. While this naive method
may produce multiple reception of the file, the authors describe additional optimization to the system to
ensure that no client receives from more than one neighbor. As a result, the file propagates in the network
asin atree.

Another example is Scribe proposed by Rowstron et al. [80] to support event notification services.
Based on Pastry [79], a look-up and routing protocol, Scribe allows to construct a tree in a completely
decentralized way. The server and the clients have each an id and a set of neighbors. Each client receives
the file from the neighbor whose id is the closest to the server’s id: The server delivers the file to clients
that are numerically closest to it, which in turn forward the file to their children and so on.

Our Contribution

From the above discussion, we can largely classify existing approaches for file replication into tree and
mesh approaches. Previous work by Biersack et al. [18] revealed that tree approaches can be very efficient
for replicating a file over a large number of clients. The authors proved that the number of served clients
in tree approaches scales exponentially in time. Mesh approaches, on the other hand, provide more
flexibility, which make them more suitable for dynamic environments like P2P networks.

Our first contribution in chapter 5 is a comparison between the scaling behavior of both kinds of
approaches. Our results show that mesh approaches are not only simple and flexible, but they can also
provide as low service time as tree approaches. Our second contribution is a complete set of simulation
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results where we identify the main parameters that influence the performance of mesh approaches. Our
conclusions provide new insights for the design of new architectures.

1.4 Summary of the Thesis Contributions

This thesis comprises four contributions and a general conclusion. We first address how to provide a
large scale VoD service in dedicated overlay networks. Our contribution here is a new video distribu-
tion architecture that is highly scalable and very cost-effective. Our architecture is inspired from the
Prefix Caching Assisted Periodic Broadcast framework: We divide each video into two parts, the prefix
and the suffix. The prefix is delivered via a closed-loop scheme from the prefix servers while the suffix
is delivered by the central suffix server via an open-loop scheme. This combination of open-loop and
closed-loop schemes makes the overall system efficient and, at the same time, ensures an immediate
playout of the video.

We then develop a complete cost model, called PS-model, to compute the delivery cost of the video. In
the delivery cost, we account not only for the network bandwidth cost but also for the server cost con-
sumed for storing and scheduling the video at the different servers. Our cost formulas assume that the
network distribution is a tree with an outdegree m and [ levels. The suffix server is placed at the root of
the tree while the prefix servers can be placed at any level in the network. For a video whose popularity
is known, the PS-model permits to capture the optimal length of the prefix and the level of placement of
the prefix servers in the hierarchy. We evaluate our architecture over a broad range of video popularity
and system parameters, e.g., the bandwidth to storage cost ratio or the link characteristics. A key result
is that our architecture ensures efficiency and scalability.

The second contribution of this thesis is a set of extensions to the PS architecture. For example, we
use the PS-model to evaluate the increase in the system cost when the prefix servers can be placed only at
fixed levels in the network. We also study how our architecture behaves in the case of short videos, e.g.
video clips or clips for product promotions. One important question here would be whether it is worth to
divide short videos into prefix and suffix. Another interesting scenario is the dimensioning of a VoD sys-
tem from scratch; given a set of videos whose popularities are known, we execute the PS-model to find
the system resources that we need in terms of storage and 1/0. Once the system resources are chosen, we
address how the PS architecture adapts to the change in the number and popularity of the videos provided
that no modification can be done in the system resources. The last extension is two architectural choices,
P-hybrid and S-sat. The first architecture P-hybrid uses a set-top box at the client side to store the prefix
of some/all popular videos in the system. Given this option, we derive the gain in the system performance
as a function of the local storage capacity of the set-top box. The S-sat architecture, on the other hand,
transmits the suffix via satellite rather than the Internet; satellites are very suitable for multicasting data
to a large number of clients. We investigate the conditions under which this architecture is efficient.

Our third contribution still deals with VoD but in a P2P environment instead of a dedicated overlay
network. The main challenges here are how to efficiently leverage the upload capacity of the clients and
how to overcome client departures. Our solution is a new model, called PBA, that ensures simplicity and
efficiency at the same time. In contrast to most existing solutions, our pull-based model constructs no
multicast trees to deliver the video. Instead, each client performs locally an algorithm to find an avail-
able servant from which it downloads the video. We denote by servant an active client that is currently
receiving or has already received the video.

We evaluate extensively PBA and compare it to P?Cast, a multicast tree-based model proposed recently
[45]. Our results prove that PBA not only makes the server simple, but it also achieves a good manage-
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ment of the system resources. Moreover, we discuss a possible improvement to PBA where we account
for the physical distance between clients and their servants.

Our last contribution is a study of the use of P2P networks for file replication services. Existing

solutions differ mainly in the way clients organize and cooperate. There are mainly two ways to organize
clients in the system, a tree or a mesh. The main advantage of tree approaches is that the number of served
clients scales exponentially with time [18]. However, we believe that constructing and maintaining the
tree in a dynamic environment such as P2P networks is a very challenging problem. Mesh approaches,
on the other hand, are very simple and robust against bandwidth fluctuations and client departures.
Our study here includes two parts. The first part is a comparison between the scaling performance of
tree and mesh approaches. Our comparison proves that mesh approaches are not only simple, but they
can also outperform tree approaches. The second part of our study is a set of extensive simulation results
where we highlight the main parameters that influence the performance of mesh approaches. Our results
and conclusions present guidelines for the conception of new architectures depending on the goals to
achieve and the environment conditions.

1.5 Road Map of this Thesis

This thesis proceeds as follows. Chapter 2 focuses on VoD in dedicated overlay networks. We introduce
our solution, a new video distribution architecture coupled with an analytical cost model, called PS-
model. We also present a complete set of results where our architecture appears clearly to achieve
efficiency and scalability. In chapter 3 we extend the PS-model to cover many scenarios such as, find the
optimal system cost subject to different constraints or the evaluation of different architectural choices.
Chapter 4 deals with VoD in P2P networks. There we propose our solution that, in contrast to most of
previous ones, ensures an efficient use of the system resources without constructing a multicast tree. In
chapter 5 we address the file replication service in P2P networks and advise the use of mesh approaches
rather than tree ones. Chapter 6 closes this thesis with a brief summary.
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Chapter 2

Cost-optimal Dimensioning of a Large
Scale Video on Demand System

2.1 Introduction

Video on Demand (VoD) has become a leading service for a broad range of applications. VoD appli-
cations include home entertainment, news on demand, and distance learning, to name but a few. The
major challenge in providing a VoD service lies in handling a large number of demands in a real time
network, with a real time interaction. The simplest way to achieve so is to allocate a new media delivery
stream to each client request when it arrives. This solution has the desirable properties of immediate
service, placing minimal demands on client capabilities, and of being simple to implement. However,
the bandwidth-intensive nature (usually larger than 1 Mbps) of high quality digital video and the long
live nature of the videos (a few min to a few hours) makes the above solution inefficient, non-scalable,
and very expensive. Thus, there is a need to serve multiple clients that request the same video at approx-
imately the same time via one single video stream, that is multicast. The idea of using multicast for VoD
services was first introduced by Anderson [13]: Early requests for a video can be made to wait for more
requests to arrive, and the entire group is served via one single multicast stream. This is referred to as
Batching. The Batching scheme revealed the main feature to provide efficiency (i.e. the use of multi-
cast) and paved the way to propose more efficient schemes that can be broadly classified into open—loop
[12, 90, 10, 33,53, 70, 71,52, 68, 69, 19, 47, 54] and closed—loop schemes [48, 20, 37, 34, 35, 41, 92, 74].

In this chapter, we address how to provide an efficient and scalable VoD service to a wide client
population. We introduce a new video distribution architecture that is highly scalable, very cost effective
and, at the same time, ensures a zero start-up delay. Our architecture combines both, open-loop and
closed-loop schemes, which makes it suitable for popular and non-popular videos. Given this architec-
ture, we develop a complete cost model, called PS-model, that allows us to minimize the operational cost
of the service.

2.1.1 Our Contribution

Our contribution in this chapter is a new video distribution architecture that we inspire from the Prefix
Caching Assisted Periodic Broadcast framework [44]. We partition each video into a prefix and a suffix.
The suffix is stored at the central server while the prefix is stored at one or more prefix servers. A client
that wants to view a video joins an already on-going open-loop multicast distribution of the suffix while
immediately requesting the prefix of the video as a patch that is sent via Controlled Multicast [37]. The
novelty of our architecture is a complete cost model: For a video with a given popularity, our cost model
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gives us the cost-optimal partitioning into prefix and suffix as well as the placement of the prefix servers
in the distribution network.

A similar cost model to ours is the one developed by Nussbaumer et al. [64]. As in our model,
the authors assume a tree distribution network with [ levels with prefix servers deployed at all levels.
However, these prefix servers can only store the entire video. Our cost model is more flexible in the
sense that any portion of the video can be stored at the prefix servers. In addition, their system cost is
simply the sum over the storage cost, the 1/0 bandwidth cost! of the servers, and the network bandwidth
cost. Moreover, the cost formulas developed are for simple scenarios with only unicast server/clients
connections.

A recent paper by Zhao et al. [97] looks at different network topologies, such as fan-out K, daisy-

chain, balanced tree, and network topologies obtained with topology generators. For each of these topolo-
gies, they derive tight bounds on the minimum network bandwidth required to serve N clients provided
an instantaneous delivery of the video.
There also exist cost models that estimate the 1/O or the network bandwidth costs of the system subject
to limited storage and bandwidth capacities at the prefix servers [74, 32, 91, 11]. For instance, the model
in [32] assumes a central server and many prefix servers with limited 1/0 bandwidth and storage capaci-
ties. Here only a pre-specified fraction of the video, or the full video, can be stored at the prefix servers.
Ramesh et al. [74] relax this constraint and allow the prefix servers to store any arbitrary fraction of the
video.

In contrast to previous work, in our cost model we
e Model the network as a tree with an outdegree m and [ levels.

e Account in the network transmission cost for the number of clients that are simultaneously served
by the multicast distribution (either from the prefix servers or the suffix server).

e Allow the prefix servers to be placed at any level in the distribution tree and not only at the last
hop between the clients and the network.

e Include in our cost model not only the network transmission cost but also the server cost, which
depends on both, the storage occupied and the number of Input/Output (I/O) streams needed.

While the network transmission is a major cost factor, the server cost must be included in the overall
cost model, especially when we try to design a cost-optimal video distribution architecture. Otherwise,
independent of the popularity of a video, the obvious/trivial architecture will be the one where a large
number of prefix servers are placed near the clients. While previous papers have treated in their model
the storage space of the prefix servers as a scarce resource, we feel that the cost model can be made more
realistic by explicitly modeling the cost of the prefix servers.

Note that in the cost model we assume that videos are constant bit rate encoded (CBR). One could
take advantage of previous work [67, 81, 59, 96, 57] to extend our analysis to the case of variable bit rate
videos (VBR). However, this is out of the scope of this thesis.

2.1.2 Organization of this Chapter

The rest of this chapter is structured as follows. In section 2.2, we present the transmission algorithms
and the content distribution overlay that we use to build the video distribution service. In section 2.3
we introduce our PS-model. In section 2.4, we apply the PS-model to evaluate the performance of our
architecture. We give results for different assumptions on the system parameters such as heterogeneous

Inthis chapter, the I/O bandwidth cost at a given server denotes the bandwidth consumed at that server for stream delivery.
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or homogeneous bandwidth costs, zero servers costs, etc. Finally, we conclude this chapter in section
2.5.

2.2 The System Environment

2.2.1 Prefi x Caching Assisted Periodic Broadcast

Prefix Caching Assisted Periodic Broadcast? [44] assumes that clients are serviced by a main central
suffix server and also by local prefix servers, which can be located throughout the network. A video is
partitioned into two parts, the prefix and the suffix, which can be of arbitrary proportions. We denote
by L (min) the length of the video and D (min) the length of the prefix. Hence, the suffix will have the
length L — D (min). The entirety of the prefix is always viewed before the suffix. The main idea of the
broadcast scheme is that prefix and suffix transmissions should be decoupled in order to transmit each
most effectively. The reason why the prefix and suffix are transmitted differently is that the client must
receive the prefix immediately upon request while the suffix need not be received until the prefix has
been completely viewed.

Because the prefix must be immediately received, there is less flexibility in the choice of a transmis-
sion scheme for the prefix. In addition, transmitting the prefix from the central server to each client may
be costly. In order to reduce transmission costs, the prefix can be stored locally at multiple prefix servers,
which can more cheaply transmit the prefix to their local audiences. For the suffix, on the other hand,
there is more leeway in the method of broadcast since it need not be received immediately. The allowable
delay D in transmitting the suffix permits to deliver it with an open-loop scheme. Therefore, the suffix is
retained at the central server, benefiting from sharing amongst a relatively larger number of clients as well
as avoiding the server costs incurred to replicate data across multiple servers. Once specific transmission

The entire video (L)
Prefix (D) | Suffix (L-D)

‘ Central Suffix Server

Closed-loop Prefix Open-loop Suffix Multicast
Unicast/Multicast

Figure 2.1: The VoD distribution architecture.

schemes for the prefix and the suffix have been chosen, the remaining design parameters are the length of
the prefix (and suffix) and the height of placement of the prefix servers in the network. The prefix length
and the location of the prefix servers should be chosen so as to efficiently divide the workload between
the central suffix server and the prefix servers. In our Prefix Caching Assisted Periodic Broadcast model,
we choose to transmit the prefix via Controlled Multicast, while the suffix is delivered through Tailored
Periodic Broadcast.

2The term broadcast is commonly used in the literature. In our model, broadcast refers to multicast where the data are sent
only over links that reach clients that are interested in receiving the video.
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2.2.2 TheDistribution Network

We assume that the distribution network is organized as an overlay network. An overlay network con-
sists of a collection of nodes placed at strategic locations in existing network, i.e. the Internet. Overlay
networks provide the necessary flexibility to realize enhanced services such as multicast [51] or content
distribution [5] and are typically organized in a hierarchical manner.

In our model, we assume that the topology of our distribution network is a m-ary tree with [ levels
(figure 2.2). The suffix server is assumed to be at the root. The prefix servers may be placed at any level
of the distribution network other than the highest level (i.e. the leaves). If the prefix servers are placed
at level 7, there will be one at each node of that level, which makes a total of m/ prefix servers. Clients
are lumped together at the m! leaf nodes. The number of clients watching simultaneously a video is not
limited to m! since a leaf node does not represent a single client but multiple clients that are in the same
building.

We digress briefly to consider the practical aspects of a network tree model. A tree model captures
the hierarchical structure of a large-scale network, where large backbone routers service many smaller
service providers which in turn serve the end-user clients. For example, a tree might include multiple
levels, dividing the network into national, regional, and local sub-networks. The distribution network

Level Suffix Server Height

5 Clients

Figure 2.2: Video distribution network.

is assumed to support both unicast and multicast transmissions. Unicast transmission occurs between a
server and a single client, whereas multicast transmission occurs when multiple clients (possibly from
different leaf nodes) all simultaneously receive the same single transmission from a server. We assume
that for the duration of a transmission, a cost must be paid for every link spanned between the server and
its active client(s). The per-link cost may differ depending upon the specific links that are utilized.

For a multicast transmission, the cost may change over the duration of the transmission as users
join and leave. Note also that if multiple clients reside at a single leaf node then the cost of multicast
transmission is effectively the same as if there were only a single client at that node. For clients at
different nodes, multicast still offers savings due to links shared at the lower levels by different nodes.

2.2.3 Prefi x Transmission via Controlled Multicast

Patching was first proposed in [48] and then extended with the inclusion of a thresholding policy to
produce Controlled Multicast [37]. The key idea of patching is to allow clients to share segments of a
video stream when they arrive at different times. As the number of clients increases from one to several,
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the transmission stream is changed from a unicast stream to a multicast one so that late arrivals can still
share in the remainder of the stream. In addition, a separate unicast stream must also be transmitted to
each client after the first one in order to deliver the data missed due to its later arrival.

For extremely late arrivals, the cost of the additional unicast transmission may outweigh the benefits
of sharing in the remaining transmission. Controlled Multicast modifies patching to allow for this sce-
nario. Whenever a new transmission is started at time ¢, arriving clients are patched onto the same stream
until time ¢t + T', where T is a thresholding parameter. The first client to arrive after time ¢ + 7' is given
a brand new transmission, and all future arrivals are patched onto the new transmission instead of the old
one, until the threshold time passes again and the process is repeated. Figure 2.3 illustrates the operation
of Controlled Multicast. At time ¢ the first client arrives: The prefix server starts transmitting the prefix
via unicast. When the second client joins at time ¢4, the remaining part of the prefix is multicast to clients
1 and 2. Client 2 additionally receives the initial part of the prefix that had been transmitted between ¢,
and ¢» via a separate unicast transmission. Since client 3 arrives at time t3, with t3 — t; > T, the prefix
server starts a new unicast transmission of the entire prefix.

The costs of Controlled Multicast have been shown to increase sub-linearly with the arrival rate of
requests and the length of the prefix [74]; however, the analysis assumes a network of a single link
between the server and all its clients. This is the case when the prefix servers are located one level above
the clients. We refer to this case as leaf prefix server placement. Placing the prefix servers higher
up in the distribution network increases the cost of transmission; however, it consolidates the arrivals
to a smaller number of prefix servers and thereby allows for more sharing to occur amongst clients.
Furthermore, placing the prefix servers higher up in the network reduces server costs since there are
fewer copies of the prefix. One contribution of this paper is an analysis of the tradeoffs in prefix servers
placement for Controlled Multicast.

Prefix Server Threshold Time

Change to Multica$t to serveclient 1 and client 2

Client 1 [Unicast Pz Miditicas” )

=

Client 2 |

Client 3 : Unicast
t t ts Time

Figure 2.3: Prefix transmission with multicast and patching.

2.2.4 Tailored Periodic Broadcast of the Suffi x

We use Tailored Periodic Broadcast [19] to transmit the suffix. Thereby, we divide the suffix into seg-
ments of fixed lengths. If there are no clients then the suffix server does not transmit. As long as there
is at least one client, each segment is periodically multicast at its own transmission rate. Arriving clients
receive the multicast of all segments simultaneously. Clients are not expected to arrive at the starting
point of each segment; instead, they begin recording at whatever point they arrive, store the data and
reconstruct each segment as they receive the data.

The length and rate of each segment is chosen so as to minimize the bandwidth subject to the con-
straint that each segment must be completely received before its time of playback, and also subject to the
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storage and reception capabilities of the clients. Figure 2.4 illustrates the Tailored Periodic Broadcast
scheme for the case of minimal transmission rates. The client starts receiving all segments at time %.
The shaded areas for each segment contain exactly the content of that segment as received by the client
that started recording at time ¢;.

Client joins

S
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Figure 2.4: The Tailored Periodic Broadcast transmission for the case of minimal transmission rate.

Under these assumptions, the total server transmission bandwidth is:

R;nm — ,r_mm

where N, £ [%1 is the number of segments the suffix consists of and 77" is the minimal transmission
rate of segment 4. This above figure considers that each segment is broadcast on a separated channel,
which requires complex synchronization. In this chapter, we further simplify the Tailored scheme and
assume that all segments are transmitted on one single multicast channel at rate R7***. The server uses
time-division multiplexing to ensure that each segment is delivered just in time. When we break the
suffix of length (L — D) into N, segments, each of the segments 1 to (N, — 1) will have a length of D
and the last segment N has a length of [(L — D) — (N;—1)D] = (L — NsD). Segment ¢ with length D
needs to be entirely received no later than i.D - 60 seconds after the beginning of the video consumption.
The factor 60 in 7D - 60 is due to the fact that the lengths of the video, the prefix, and the suffix are
expressed in min. Therefore, the minimal transmission rate for segment 5 is 7" = %3—_'6%) = % where b
(in Mbps) is the consumption rate of the video and 4D - 60 is the amount of data (in Mb) in a segment of
length D.

In the case where the length of the last segment N is less than D (i.e. £=2 is not an integer), the

>, - - - D
transmission rate 3" is computed as follows depending on whether IV is equal to or larger than 1:

e If Ny = 1, the suffix consists of one segment of length (L — D) < D that must be entirely received
D - 60 seconds after the beginning of the video consumption. The transmission rate of segment N

min — omin _ b(L—D)60 _ ; L—D
then becomes riy"" = r{™" = === = b =5~

e If Ny > 1, the segment Ny should be entirely received N;D - 60 seconds after the beginning of
the video consumption. Intuitively, its transmission rate should be set to r " = w# =
b L5NSE which is the minimal transmission rate for the case where each segment is broadcast on a
separated channel. As we already mentioned, we assume that all N, segments are multiplexed onto
the same multicast channel. Under this assumption, each client remains tuned into that channel
until the last segment has been received. As compared to the separated channels case, having one
single channel for all segments increases the tuning time of the clients. A larger tuning time means
that segments are transmitted during a longer period of time, which wastes network bandwidth
in case the video is not popular. In fact, when the video is not popular, a longer transmission of
the suffix causes useless transmission of some of the first segments. The reason is that these first
segments are transmitted more frequently while there are no interested clients. To prevent useless
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transmission, we should reduce the tuning time of clients when it is possible. This can be done by
increasing the transmission rate of segment N, and transmit it ones each (N — 1) D - 60 seconds
instead of N, D - 60 seconds. For a video with a low demand, the increase in the transmission rate
rn, Of the last segment is set-off by avoiding useless transmissions of some of the first segments.
For a popular or very popular video, the prefix length is quite short, which means that Ny ~ (N, —
1) and consequently, the growth in r, has a negligible influence on the overall server transmission
bandwidth R{"". From the above analysis and using the fact that N, = [£52] = | %], the

D
transmission rate of segment N, then becomes 77" = b'((]@s__%g_)égo =b ((%N_S L_%l)%D =b %N_s L_%IJ .
The total server transmission bandwidth is therefore:
BT T
— b(; gJrﬁ) ifN, > 1
A v, =

When a new client arrives, it tunes to the multicast channel and starts recording the data. As a conse-
quence, parts of the video will be received some time before they are consumed and must be stored by
the client in the meantime. Figure 2.5 plots the evolution with time of the amount of data stored for a
video of length L = 90 min and a prefix length of D = 2 min. We see that at the beginning, more and
more data will be received ahead of time so that the amount of data keeps increasing until it reaches a
peak corresponding to nearly 40 percent of the video. From there on, data will be consumed at a rate
higher than the aggregate rate at which new data are received and the storage curve decreases. Storing up
to 40 percent of the video data does not pose any problem with todays equipment. In fact, there already
exist products such as the digital video recorder by TiVo [6] that can store up to 60 hours of MPEG II
encoded video.

The Tailored Periodic Broadcast scheme also allows to support user interactions [17] such as fast
forward if the transmission rate of each segment is increased by a small factor (less than twice the
minimal transmission rate), provided that the client has enough buffer to store large parts of the video.

Storage Requirement, L=90, D=2
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Figure 2.5: Storage requirement at the clients as a function of time for L = 90 min and D = 2 min.
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2.2.5 Interaction Between Clientsand Servers

When a new client wants to receive a video, it sends a request to its responsible prefix server in the
distribution tree. We assume that each client knows its responsible prefix server, which can be the closest
one in terms of physical distance or in terms of delay. In the later case, the responsible prefix server
of a client may change dynamically as the network conditions change. Upon receiving the request, the
prefix server will either start a new transmission cycle of the prefix or extend the ongoing prefix multicast
transmission for the new client and transmit a unicast patch to that client. However, the client does not
need to contact the suffix server. The suffix server simply needs to know whether there is currently at
least one client that needs to receive the suffix, which the suffix server can learn by communicating with
the prefix servers. Other large scale video distribution schemes such as the Hierarchical Multicast Stream
Merging scheme [35] require that all client requests be handled by the central server, which makes the
central server a potential bottleneck. Our video distribution scheme is not only scalable in terms of the
network and server resources required to stream a video to a large number of clients but also in terms of
processing incoming client requests.

2.3 PS-model, a Cost Model for the Video Transmission

2.3.1 Introduction

We divide the costs of a VoD system into network and server costs. The network costs are proportional
to the amount of network bandwidth which is spanned over each link between a server and its clients.
The server cost is dependent upon the necessary storage and upon the total number of 1/0O streams which
the server(s) must simultaneously support over the network. It is interesting to note that the storage and
I/0O stream capacity of a server cannot be purchased in arbitrary quantities. Usually, they can only be
purchased in discrete increments. As a result, it is unlikely that a server can exactly match both storage
and streaming requirements; typically one constraint will be slack as the server will either have extra
storage or extra streaming capability.

We will examine the expected delivery cost for a video of length L as a function of the average
request rate per min A, the prefix length (and allowable suffix delay) D, and the topology of the network.
The storage and /O capacities should be fixed for each server; however, to facilitate the analysis we will
assume that any number of streams can be allocated with the costs paid on a per-stream basis.

We divide the multicast tree into levels 1,... , I, where level 1 consists of the m links from the root
and level [ consists of the m! links connected to the leaf nodes. Arrivals to a link at level j are modeled
as a Poisson process with parameter A\/m7. As a consequence, arrivals at the root will form a Poisson
process with parameter A. We will derive the cost for the prefix and for the suffix transmission separately
and then combine both to obtain the overall system cost. The costs for the prefix are first derived for
a single prefix server at the root. We next generalize the root case to the general case where the prefix
servers are placed at some level between the root and the clients.

We neglect the effects of network latency, even though they can be important from an operational
point of view. One might treat latency effects by constraining the maximum number of hops allowed
between prefix servers and their clients. We will refer to this cost model as the PS-model to distinguish
it from other cost models.
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2.3.2 Costsfor Prefi x Transmission
Prefix Server at the Root

The costs for the prefix fall into three categories: network, storage capacity and I/O capacity. We first
consider a single prefix server at the root of the multicast tree. We will afterwards generalize our results
to the case where the prefix server is at an arbitrary height in the tree.

Network Bandwidth Costs for Prefix Server Placed at the Root A single server at the root combines
many small request arrival streams (to the leaves) into a single large arrival stream (to the root); by
combining all the requests, we increase the possibility for sharing with Controlled Multicast. However,
this is counterbalanced by the fact that sharing is no longer free; if two clients share the same 1/O stream
but reside on different leaves, a separate network cost must be paid for each of them. Of course, if clients
are already active at every leaf node, then no new network costs will be paid for future arrivals. Yet,
this scenario is unlikely to happen even for high arrival rates. Indeed, high arrival rates produce short
threshold times in order to reduce the length of the unicast streams.

Let ¢; be the time of the 5th complete multicast transmission of the prefix without any patching. Ar-
rivals between times ¢; and ¢;41 will share from the multicast transmission at time ¢, and will each receive
a separate unicast transmission for the data which were missed. We can divide the patching process up
into separate renewal cycles (¢1¢2], (23], - - . which are independents and identically distributed in their
usage of bandwidth. We therefore analyze the bandwidth usage over a single renewal cycle.

Given the threshold time 7' (min), on average there will be T'\ arrivals which will each need a partial
transmission of the prefix in unicast. The average length of the unicast transfer will be 7'/2 since the
arrivals are uniformly distributed over time. Finally a bandwidth cost must be paid for every link on the
path between clients (at the leaves) and the root server. As a result, the total amount of data transmitted
for the unicast streams over one renewal cycle is

Cunicast —b-60 lT2’\‘

netw 9

Each arrival will also share from a single multicast network stream. A price must be paid for every
link in use. Given a link at level 7, let 7; be the duration of time in which the link is active. For the
multicast stream, a link is active from the time of the first arrival (before time 7') to that link to the end
of the prefix. Arrivals to a link at level j form a Poisson process with parameter \/m?. As each renewal
cycle begins with the activation of a stream between the root and a single client, we know that one link
at each level will be active at time zero. Therefore 7; = D with probability 1/m?. We will now write
out an expression for E[r;]:

Er;] = DP{r; = D} + E[rj|r; # DIP{r; # D}
-1

= D% +E[Tj|Tj 75 D] mj

Given a Poisson process with parameter \/m7, the time of first arrival will have an exponential distribu-
. A
tion with parameter A/m? and a cumulative distribution () = 1 — e m7"‘. We evaluate E[r;|r; # D]
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making use of the fact that fOT t%e*ﬁtdt = fOT(e*EAft — e*ﬁT)dt,

T A Ay
E[r;|r; # D] = /(D—t)we ity

0

T T

A A

= D—.e mJ tdt — / t—.e mJ tdt
o m o ™

A T A A
= D-e W) - [ W -
0

, T
J
= D(l—e 7:-]T)— —mTe Tr?] —e_rri\J t)
t=0
D1 — e Ty = T T
= — m - ——€ m € .
A A
Substituting E[7;|7; # D] into E[r;] produces
1 m? — 1
Bl = D5 +Erlr # Dl—
1 mi mI _x - _ap\mi—1
= W_(T_Te mi® —Te mi~ —D(1—e mi )) -

1 A i1 A i1 -1
_ D(_J'-l-(l—e w 1) )—(1—6 ) s 4+ ()T
-1 g1 _
m —|—(m —)Te wiT
mJ

= D—ewTa- Ly e T
mJ A

We find the total multicast cost C™u!icast by symming over all the links in the tree:

netw

l
C,'l'fz%m“ =b-60 Z mJ E[7;]
i=1

and the average network bandwidth cost C%% can be found as the sum of C#7cast and Cmutticast divided

netw netw netw

by the average duration of each renewal cycle (7" + 1/) - 60.

multicast unicast
Cnetw + Cnetw

Croot —
netw (T +1/X) - 60
Sy mIE[r;] + IT?\/2
T+1/A '

Server Costs for Prefix Server Placed at the Root It is easy to see that the storage cost C'7%%¢ of a
single root server will be b - 60D. The 1/O stream cost must be paid for the output capabilities of each
server, i.e. the number of 1/O streams which a server can simultaneously maintain. From the expression

of Cr29t above, one can conclude that the average number of streams for a root server is equivalent to
D +1T?)\/2
cp =p DI

T+1/A

If T is chosen so as to minimize the number of 1/0 streams, then C}%t = b(v2DA+ 1 — 1). However,
choosing 7' to minimize the number of concurrent I/O streams will unnecessarily minimize the network
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bandwidth. If T" is chosen to minimize the network bandwidth, then

DX(C/i —1)
Croot = b(/20DNI+1 -1 — -2~ 7)),
ijo = bl / V2CDN1 + 7)

where C'is a scalar constant. In case of a non-popular video that has on average, at most, one arrival in
an interval of time D (A < 1/D), each request activates a new prefix transmission and then a new cycle.
Hence, the threshold time 7" becomes zero and the expressions for C"%%% and C}";’g’f simplify to

Crogt = BHIAD

netw

Cpdt = bAD.

Varying the Placement of the Prefix Server

We now generalize the model to the case where the prefix servers can be placed at any height in the
network tree. By placing the prefix servers at some height A in the tree where 1 < h < [, we divide the
arrival process between m!=" servers, each of which can be considered as the root of a network tree with
height h. We need only therefore to consider the root server case for a tree of the proper height /4 with
arrival rate \/m!~", and then multiply the costs by the number of servers m!~". The resulting formulas
are listed in table 2.1. The height h = 1 refers to the case of a leaf server, i.e. one level before the clients
(see figure 2.2).

Cost terms
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Table 2.1: Summary of the prefix cost terms for the PS-model when the prefix servers are placed at height
h, i.e. level (I — h). The tree distribution has an outdegree m and comprises [ levels.

2.3.3 Costsfor Suffi x Transmission with a Multicast Tree

The costs once again fall into three categories: bandwidth, storage capacity and streaming capacity.

The bandwidth cost is equal to the transmission rate R7*™ multiplied by the average number of active
links, which we will now calculate. For the Tailored Periodic Broadcast, each arrival is serviced for an
amount of time E[S;] (min), which equals the transmission time of the last segment:
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(N,—1).D=|——=|.D if N, > 1
D ifN, = 1

E[S:] =

As we have already mentioned, we assume that all segments are multiplexed onto one single multicast
channel. As a consequence, each client will consume a bandwidth of R™" during all the transmission
of the suffix. If one multicast channel were dedicated to each segment, the bandwidth consumption
could be reduced; the client would be connected only to channels corresponding to segments not yet
received. However, this reduction in bandwidth cost comes at the expense of a more complex multicast
transmission and a complex synchronization between channels. This study is left for future work. From
queuing theory, it can be shown that given an expected service time E[S;] and memoryless arrivals with
parameter % the probability of n requests simultaneously in progress is given by

A R[S
7E t](%E[St])”
n!
which is a Poisson distribution. This result can be found through the derivation of the Erlang call-

blocking formula commonly used in telecommunications. Arrivals to a link at level j are memoryless
with parameter \/m7. Define P(3) as the probability that a link at level ; has at least one request:

€
P{n requests} =

bl

A
P(j) 21— P{0requests} =1 — e ms 15!
Then
M
p(j)=41"¢ o if N, > 1
l1—e m ifN, = 1

The expected number of active links at any given time is therefore
!
Efactive links] = > m/ P(j),
j=1

and the bandwidth is
!
Cretw =R mI P(j). (22)
j=1
On the other hand, the suffix is continuously and periodically multicast independent of the arrival
rate as long as there is at least one active client in the network (if there are no clients at all, the central
server will not send the suffix). The I/O stream cost is therefore equal to R x P(0), where P(0) is the
probability that there is at least one request in progress at the root (i.e. one active client in the system):

| L=
b( zD: 1+ﬂ)(1_ —ALE57 D)) N > 1
suffix __ ) N, -1 ¢ ’
CI/O = i=1 s
L—-—D
bT(l G_AD) lst =1

The storage cost is proportional to the length of the suffix, which is C’j;f)ff” =b-60(L — D). The
terms of the suffix costs are given in table 2.2, while table 2.3 shows all the important mathematical terms

that we use through this chapter.
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Cost terms
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Table 2.2: Summary of the suffix cost terms for the PS-model.

Term Definition
m Tree breadth
l Tree depth
h Prefix server height
L Video length (min)
D Prefix length (min)
L-D Suffix length (min)
N; Number of segments of the suffix (N, = [2527)
A Average client request arrival rate (1/min)
N Video popularity (N £ \L)
T; Active occupation duration
for link at depth 5 (prefix transmission)
P(j) Prob. link at depth j
is active (suffix transmission)
T Threshold time (min)
b Consumption rate of the video [Mbps]
C Scalar constant

Table 2.3: Important Mathematical Terms used in this chapter.

2.34 Overall System Cost for the Case of a Single Video

We divide the costs of the VoD service into network and server costs. The network costs are proportional
to the amount of network bandwidth that is expended for the transmission of the prefix and the suffix.
The server costs depend upon the necessary storage and upon the total number of I/O streams needed for
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the suffix server and the prefix server(s). The total cost of the system can be computed as the sum of the
total network and total server costs:

CS"™ = Cotos™ +1Csireer (2.2)
To relate the network and the server costs, a normalization factor -y is introduced that allows us to explore
various scenarios for the cost of the servers as compared to the cost for the network bandwidth. We
consider here the values of v = {0,0.1,1}. The case of vy = 0 corresponds to the case that only the
cost for network transmission is taken into account and the cost for the servers is not considered at all
(considered to be zero). v = 0.1 provides high network cost relative to the server cost, while v = 1
represents the case where the network cost is relatively low as compared to the server cost.
The terms for the network and server costs are given by:

Csystem _ Cprefix + Csuffiw

netw netw netw
system prefix suf fix
Cserver - Cserver + Cserver

As stated in [16], the server cost depends on both, the required amount of storage C's, (in Mb) and
the amount of disk I/O bandwidth C; /o (in Mbps).

Cprefiw — max(cprefiz, lBCprefim)

server I / O sto

Cietlr = max(Oyygl, pOg )
To be able to relate the costs for storage and for I/O, we introduce the normalization factor 3 that is
determined as follows: If our server has a storage capacity of d;, [Mb] and an 1/0 bandwidth of d; 0

[Mbps], then g & ‘Z’/tf Since the server will be either 1/0 limited (1/O is the bottleneck and no more
requests can be served) or storage limited (storage volume is the bottleneck and no more data can be
stored), the server cost is given as the maximum of C7,o and BCjs¢o.

In addition, we introduce the parameter Ihc to model the case where the cost for the “last-hop link”
towards the clients is not the same as the cost for other links. For instance, a value of /hc = 0.1 means
that the cost for the last link to the clients is ten times cheaper than the cost for the links higher up in the

hierarchy.

2.4 Resultsfor Long Videos

2.4.1 Introduction

We consider a distribution network with an out-degree m = 4 and a number of levels | = 5. We expect
that such a topology is representative for a wide distribution system that covers a large geographical areas
of the size of a country such as France or the UK. If one wants to model a densely populated metropolitan
area such as NewYork, one would choose I < 5 (e.g. I = 2,3) and m > 4 (e.g. m = 10). Our model
has quite a few parameters and we present results only for a limited subset of parameter values that can
provide new insights. For the rest of the chapter, we will vary only the parameters -, last-hop cost Ihc,
and video length L. The other parameters are chosen as follows: For the disk I/O cost to disk storage
cost ratio 3, we choose 8 = 0.001, which is a realistic value for the current disk technology such as the
IBM Ultrastar 722X disk. The video length will be L = 90 min for most of the time, except when we
consider very short video clips of lengths L = 2 and 7 min (section 3.3).
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2.4.2 Homogeneous Link Costs

For the first set of results that we present, the server cost is weighted by v = 1 and the network per-link
costs are uniform at all levels of the network ({hc = 1). We first plot in figure 2.6 the optimal system
cost as a function of the video popularity N. We define the video popularity N as the average number
of clients requesting a same video in an interval of time of duration L (N £ AL). In figure 2.6 we see

m=4, |=5, L=90, y=1, $=0.001, Ihc=1

total system cost
B (4]
o o
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average number of clients (N) x 10*

Figure 2.6: Total system cost C'*¥st™ with optimal prefix server height and optimal prefix length, for
v=1andlhc=1.

that the total cost efficiency improves with increasing video popularity IN: For a 10-fold increase in the
value of N from 9,000 to 90,000 clients, the system cost only doubles.

The optimal values for the prefix length (min) and prefix server placement in the hierarchy as a
function of the video popularity N are given in figures 2.7(a) and 2.7(b). We see that both, the prefix
server height and the prefix length decrease monotonically with N. For videos that are rarely demanded
(IV < 20), the prefix server is placed at the root and the optimal prefix comprises the whole video of 90
min. Indeed, for N < 20, the storage cost due to a replication of the prefix in multiple prefix servers
is not justified and the optimal architecture is a centralized one. On the other hand, for videos that are
popular or very popular, the optimal architecture is a distributed one with the server for the suffix at the
root and the prefix servers closer to clients. As the popularity N increases, the optimal prefix length
decreases since the transmission bandwidth required by the prefix server increases with the square root
of the number of clients served, while for the suffix server, the transmission bandwidth required depends,
for very high values of N, only on the length of the suffix and not on the number of clients served.
We plot the prefix-suffix cost breakdown in figure 2.8. We see that the suffix cost C'**//%* js initially
lower than the prefix cost CPrefi since the prefix length is quite long. Eventually, for an increasing
video popularity N, the suffix system becomes more cost efficient, and so the length of the prefix is
significantly reduced and the suffix cost becomes greater than the prefix cost. From figure 2.8(c) we
see that the suffix cost C'*%/ /% for higher values of NN is entirely determined by the suffix network cost.
In the following, we will not present the suffix cost breakdown anymore since it does not provide any
additional insight. For a given suffix length, the fact that C'*%ffi* does not change with N indicates
that all the links of the video distribution network are active, i.e. the multicast transmission becomes a
broadcast to all leaf nodes.

If we take a closer look at the evolution of the prefix server cost for very popular videos with N > 103
(figure 2.8(b)), we see that the prefix server cost increases linearly with increasing IN. In this case, to
achieve an optimal system cost C'*¥5*™  the prefix length is frequently shortened.
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Figure 2.7: Optimal prefix server height and optimal prefix length for v = 1,lhc = 1.
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Figure 2.8: Breakdown of costs for y = 1 and lhc = 1.

24.3 HeterogeneousLink Costs

We now set the cost of transmission between levels 4 and 5 (the ”last-hop” from the root to the clients
at the leaves) to be one-tenth the normal network cost. A reduced last-hop link cost would apply to situ-
ations where the local service providers are much cheaper than their regional and national counterparts
since they support less traffic. A recent study [15] contains a cost comparison for transmission links of
different bandwidth that indicates that the cost in Mb/hour for local access via ADSL or Cable is at least
one order of magnitude lower than the cost for a high speed OC-3 or OC-48 link. We can model this case
by using a reduced last-hop link cost, which is % of the cost for the other links. We refer to this case as
lhc = 0.1.

In figure 2.9, we plot the optimal prefix lengths and prefix server heights, withm = 4,1 =5,y =1,
and [hc = {1,0.1}. Reducing the last-hop cost makes network transmission cheaper compared to server
cost. We see that the prefix server heights are roughly the same while the prefix lengths decay faster than
in the original setup (lhc = 1) to compensate for the relative increase in prefix server costs. This may
seem counter intuitive since reducing the last-hop cost should make the prefix cost cheaper, especially if
the prefix servers are at the leaves while the suffix server is at the root. However, we see in figure 2.10(b)
that the server cost for the prefix CPrefiT now dominates the total prefix cost CP"¢fi® (in particular when
the prefix servers are placed at the leaves, i.e. for N > 103) which was not the case for lhc = 1 (see
figure 2.8(b)).

When we compare the suffix costs in figures 2.8 and 2.10, we note that reducing the last-hop cost
reduces the suffix network cost by almost a factor of 4, which assures that the suffix system remains cost
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Figure 2.9: Optimal prefix server height and optimal prefix length for v = 1 and lhc = {1,0.1}.

effective. This cost reduction is due to the fact that with m = 4,1 = 5, there are 1024 links at the leaf
level (last-hop) and only 340 links in the rest of the network. The network cost for the suffix system
and the server cost for the prefix system are roughly in the same neighborhood. As a result, the server
cost (i.e. the prefix server cost) is magnified in importance and the optimal policy is to compensate by
shortening the prefix.
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Figure 2.10: Breakdown of costs for v = 1 and [hc = 0.1.

24.4 Reducing the Server Costsrelativeto the Network Transmission Cost

While the costs for servers are usually comparable in Europe and the US, the cost of network transmission
is much higher in Europe than in the US. To account for the case where the network transmission cost
relative to the server cost is high, we set v to 0.1. The results for v = 0.1 (figure 2.11) indicate that
reduced relative server cost allows to deploy more servers in order to reduce the impact of the expensive
network transmission cost. If we compare with v = 1 (figure 2.9), we see that for y = 0.1

e The optimal prefix (figure 2.11(b)) comprises the entire video for a much wider range of client

population N. Only for a very high video popularity N > 10*, the optimal prefix length decreases
significantly.
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Figure 2.11: Optimal prefix server height and optimal prefix length for v = 0.1.

e The prefix server height (figure 2.11(a)) drops faster to ~ = 1 since this helps to reduce the network
costs and since the server costs, though they increase (the number of prefix server increases), have
been discounted.

We also examine the case where v = 0.1 and in addition the network cost for the last-hop is reduced
to [hc = 0.1. We plot the optimal prefix lengths and prefix server positions in figure 2.11. Previously,
we saw for v = 1,lhc = 0.1 that although the reduced last-hop cost significantly diminished the cost of
prefix service (and of suffix service), the high server costs associated with leaf servers limited the use of
the prefix. Now the server cost has been discounted, we see that reducing the last-hop network cost will
allow the prefix servers to deliver the entire video over a wider range of video popularities as compared
to the [hc = 1 case (figure 2.11). This is interesting, as reducing the last-hop network cost decreased the
prefix length in the v = 1 case and is an example of the interplay between network and server costs. For
v = 1,lhc = 0.1 the prefix server cost dominates the overall prefix cost (see figure 2.10(b), while for
v = 0.1,lhc = 0.1 it is the prefix network cost that dominates the overall prefix cost (see figure 2.13(b)).
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Figure 2.12: Breakdown of costs for v = 0.1 and [hc = 1.
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Figure 2.13: Breakdown of costs for v = 0.1 and [hc = 0.1.

2.4.5 Ignoring Server Costs

Previous studies of video distribution schemes [22] have often ignored the server cost and only consid-
ered the network cost. We can model this case if we choose v = 0. When we ignore the server cost,
placing the prefix servers at the leaves is always optimal since the prefix network cost is minimized in
this case.

We plot the optimal prefix length for y = 0 in figure 2.14(b). For both values of ihc = {1,0.1}, the
optimal prefix comprises the entire video for a large interval of the values of N. For large N > 104, the
optimal prefix length becomes shorter as the centralized suffix system becomes more bandwidth efficient
(despite the fact that the video must traverse 5 hops for the suffix as compared to 1 hop for the prefix)
than the prefix transmission via Controlled Multicast. From figure 2.14(b), if we compare the optimal
values for the prefix length with the case of uniform link costs (i.e. Ihc = 1) and large N (N > 10%),
we see that for -y = 0 the optimal values are only unnoticeably larger than for the case of v = 0.1.

We plot the optimal prefix server height and optimal prefix lengths for all configurations covered so
far in figure 2.14. We see how the system adapts the partitioning into prefix and suffix and the placement
of the prefix servers as a function of the cost for the network and server resources. When the cost for the
servers relative to the cost for network transmission is reduced (y < 1), more prefix servers are deployed.
For a given video popularity N, this happens in two ways

e The prefix servers are placed closer to the clients (see figure 2.14(a))
e The prefix is made longer (see figure 2.14(b))

In the case of v = 0, the entire video is, over a wide range of the video popularity N, delivered by the
prefix servers.

We conclude this section by showing in figure 2.15 the optimal total cost values under each scenario
discussed. We see that

e for the topology m = 4,1 = 5 chosen, the majority of the links are at the last-hop to the leaves.
Therefore, for non-uniform link costs ({hc = 0.1) the cost of the overall system is considerably
much smaller than for [hc = 1.

e There is surprisingly little difference in the overall cost of the system for v = 0.1 and -y = 0 since
in both cases it is the cost for the network transmission that dominates the total cost. For v = 0.1,
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the impact of the prefix server cost is attenuated (for 1 < N < 100) by using fewer prefix servers
(see figure 2.14(a))
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Figure 2.15: Comparison of total system costs for v = {1,0.1,0} and lhc = {1,0.1}.

2.4.6 Conclusionsso Far

We have seen how our distribution architecture gives us the cost-optimal configuration as a function of
the video popularity N. For a non-popular video, the prefix server is placed at the root® and the length of
the prefix comprises the whole duration of the video. As the video popularity IV increases, the optimal
prefix length becomes shorter and the optimal height for prefix servers becomes closer to the clients.

Using the suffix server at the root of the distribution tree becomes economically very interesting for
very popular videos, where the prefix length becomes much shorter than the whole duration of the video.
However, the optimal suffix length used is quite sensitive to changes in the popularity (see figure 2.14(b)
for 10* < N < 105). Therefore, to operate the distribution system in a cost-optimal fashion, one needs
to periodically estimate the current popularity of a video and adapt, if necessary, the prefix length.

3With the exception of v = 0, where the prefi x servers are always placed at height b = 1.
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2.5 Conclusions and Outlook

251 Summary

We have presented a scalable video distribution architecture that combines open-loop and closed-loop
schemes and assures a zero start-up delay. Under this architecture, each video is split into two parts,
the prefix and the suffix. The prefix is transmitted via Controlled Multicast (closed-loop scheme) while
the suffix is transmitted via Tailored Periodic Broadcast (open-loop scheme). Our architecture is very
cost-effective since the cost for the prefix transmission increases only with the square root of the number
of clients and the suffix distribution cost is, at high request rates, independent of the number of clients
and simply a function of the number of segments the suffix is decomposed into.

Another advantage is that our architecture is highly scalable in terms of serving incoming client
requests. A client that wants to receive a video contacts its responsible prefix server. The central server
only needs to know if there is at least one client connected, which it can learn by communicating with
the prefix servers. This interaction between the clients and the servers avoids having a bottleneck due to
handling all the requests by a single server.

Furthermore, we have developed an analytical cost model, called PS-model, that allows us to mini-
mize the operational cost of our architecture. In the cost model, we include not only the network band-
width cost, but also the costs for the server 1/O bandwidth and server storage. Using the PS-model we
can determine the

e Bandwidth and streaming costs for prefix and suffix transmissions,
e Optimal prefix length, and
e Optimal position of the prefix servers.

PS-model makes the tradeoff between the server and network bandwidth costs to determine the cost-
optimal prefix length and the optimal prefix server placement. As key results, we found that

e The cost efficiency increases with increasing video popularity V. For a 10-fold increase in N from
9,000 to 90,000 clients, the total system cost only doubles.

e A popular video is replicated at many prefix servers that are placed close to the clients.

e A non-popular video is placed at the root or very close to the root to reduce the server storage cost
incurred by replicating the prefix across many prefix servers.

e The central suffix server is highly efficient to serve very popular videos for which the optimal
suffix comprises the major portion of the video.

2.5.2 Outlook

In this chapter we analyzed the efficiency and scalability of our architecture for video delivery. Still,
there are many extensions to the PS architecture that are worth to be studied. In the next chapter we
extend the PS-model and look at the following scenarios: (i) The increase in the system cost for non
optimal placement of the prefix servers (i.e. when the prefix servers can not be placed at any level
through the network), (ii) How our architecture operates in the case of short videos of a few min (clips),
(iii) The dimensioning of a video on demand service from scratch, (iv) The case of the optimization of
an already installed video on demand service (i.e. the limited resources scenario), (v) The use of satellite
to broadcast the suffix part of the video, and (vi) Allowing clients to store locally the prefix of some/all
popular videos.
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| ntroduction

The PS-model was basically designed to compute the optimal transmission cost for a video with a given
popularity. However, the use of the PS-model is not limited only to this purpose. In this chapter, we
show that the PS-model can be used to cover many interesting scenarios that address practical aspects
while deploying a large scale VoD service:

Costs for Non-optimal Prefix Server Placement

In the previous chapter, we assumed that prefix servers can be deployed at any level throughout the
network. However, this may not always possible in practice. We apply the PS-model to derive the
increase in the system cost for the case where the prefix servers can be placed only at fixed levels
in the hierarchy (section 3.2).

Short Videos

The results that we gave so far were all for the case of a long video (i.e. movies). Besides movies,
there exist also short videos which correspond to news clips or clips for product promotions. We
address whether it is also cost-efficient to divide short videos into a prefix and a suffix (section
3.3).

Provisioning

So far we have looked at the case of a single video. We studied how to determine the optimal
prefix length and the optimal prefix placement as a function of the video popularity N. However, a
complete video distribution system will offer to clients a host of different videos V = {1,... , K}
to choose from. The PS-model can be used to solve the provisioning problem for a given set of
videos whose popularities are known: We just need to execute the model for each video separately
to determine the optimal prefix length and the placement of the prefix servers (section 3.4.2).

Video Assignment Problem for an Existing Configuration

Very often, the situation will be such that the video distribution system has been already deployed,
i.e. the central suffix server and the prefix servers have been installed and changing the location
(placement) or the capacities of the prefix servers is not possible. Given that the placement and the
capabilities of the prefix servers are fixed, we extend our cost model to determine the cost-optimal
prefix length and prefix placement for a set of videos and popularities (section 3.4.3).

Evaluation of architectural choices
Today, digital VCRs with several tens of Gigabyte of local storage are commercially available
[6]. Given a local storage capacity, one can proactively download the prefixes of the most popular

39
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videos directly into the VCR. We extend the PS-model to evaluate the overall cost reduction due
to the use of the local storage in the VCR (section 3.5.2).

Another attractive architectural option would be the use of satellite to distribute the suffix part
of the video. Nowadays, satellites have become a very cost effective transmission medium for
sending data to a group of users. We adapt the PS-model and derive the scenarios under which
such an option is of benefit to the system (section 3.5.1).

3.1.1 Organization of this Chapter

In what follows, we discuss the non-optimal placement scenario for the prefix servers in section 3.2.
Section 3.3 proves that the PS-model is still advantageous in the case of short videos, e.g. news clips.
In section 3.4, we first study the dimensioning of the system with K videos and no resource constraints.
We next devise the algorithm that optimally assigns the K video to prefix servers with limited 1/0 and
storage resources (section 3.4.3). In section 3.5 we extend the PS-model to evaluate the benefit of two
architectural choices (i) The use of satellite to broadcast the suffix part of the video and (ii) Providing
clients with set-top boxes to store locally the prefix part of some/all popular videos. We conclude this
chapter in section 3.6.

3.2 Costsfor Non-optimal Prefi x Server Placement

3.2.1 Introduction

For a large video distribution system that services many movies, it will be feasible to place prefix servers
at every level of the distribution tree; however, this may be impossible for smaller systems. Thereby, it is
worth evaluating the cost performance of a video distribution system where the prefix servers are placed
non-optimally. We will examine how the system adjusts the prefix length to find the most cost-efficient
solution for the case where

e The prefix server is placed at the root, which will be referred to as root placement

e The prefix servers are placed at the leaves (i.e. at height h = 1, one level above the clients), which
will be referred to as leaf placement

We always assume that the cost for the server is taken into account (i.e. v # 0) and consider the
following scenarios

e Network is cheap, v = 1 and lhe = {1,0.1}.

¢ Network is expensive, v = 0.1 and lhc = {1,0.1}.

3.2.2 Network isCheap

We first discuss the case with [hc = 1, where the per-link network costs are the same across the network.
We know from figure 2.7(a) that for values of N < 20, the optimal placement of the prefix server is
at the root. For increasing values of N > 20, the optimal placement finds the best tradeoff between
network and server cost by moving the prefix servers closer to clients and reducing the length of prefix.
When we fix the placement of the prefix server at the root, the only degree of freedom left to minimize
the cost is to adjust the prefix length. We see in figure 3.1(b) that the prefix length for the root placement
case decreases more rapidly than when the prefix placement is chosen optimally. In figure 3.1(a) we plot
the ratio of the total system costs. For the case when the prefix server is always at the root as compared
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to when it is optimally placed, the total system cost increases by up to 60%: For very popular videos,
placing the prefix server at the root results in a longer suffix in order to limit the high cost for the prefix
distribution.

When the prefix servers are always at the leaves, the cost increase as compared to the optimal place-
ment is much higher than for the root placement and can be up to 450%. The reason is that the leaf
placement is very expensive for non-popular videos (N < 102). This big difference in cost is due to
the fact that keeping copies of a video in all the prefix servers placed at the leaves is very inefficient for
videos that are not very popular, i.e. N < 103. When the prefix servers are placed at the leaves and the
video popularity is low (N < 10), the system chooses the minimal possible prefix length of D = 1 min?
to limit the overall cost of keeping many copies of that prefix (see figure 3.1(b)). For larger values of N,
the optimal prefix server placement is at the leaves, and so the performance of the non-optimal system is
the same as the optimal one for N > 103.

When we compare the case where all links of the network have the same cost (lhc = 1) to the case
where the last-hop links are less expensive for [hc = 0.1, we see a little difference in the results. For
lhc = 0.1, the worst case cost increase due to leaf placement is a little bit less than for [hc = 1. For the
root placement, the fact that the last-hop links are less expensive (lhc = 0.1) increases the cost of root
placement as compared to [hc = 1.

Overall, when the network is cheap and we must choose between root and leaf placement, root
placement is preferable.

3.2.3 Network is Expensive

We examine now the opposite situation, where the network is expensive as compared to the cost for
servers (see figure 3.2(a)). When the network is expensive, the worst case cost performance of leaf
placement deteriorates only slightly as compared to the case when the network is cheap, since the cost
for the servers placed at the leaves dominates the total system cost. For root placement, the worst case
cost is significantly higher as in the case of v = 0.1, in particular for [hc = 0.1, since the network
transmission has become more expensive, which is directly reflected in an increase of the total system
cost. The optimal placement for v = 0.1 moves the prefix servers for increasing N rapidly towards the

1We limit the minimal length of the prefi x to 1 minin order to provide a zero start-up delay service
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clients and chooses a prefix that comprises the entire video for all except the very popular ones N > 104
(see figure 2.14). Since the root placement can not move the prefix servers, it shortens the prefix length
drastically with increasing IV to offset the cost-increase due to the prefix placement at the root (see figure
3.2(b)).

3.24 Conclusion

The video delivery architecture has normally two degrees of freedom: the prefix length and the prefix
server placement, which can be varied to determine the cost optimal solution. When we remove one
degree of freedom and fix the placement of the prefix servers, the total system cost can increase signif-
icantly, in particular for the case of leaf placement, where the server cost dominates as compared to the
network cost.

3.3 Short videos

3.3.1 Introduction

So far we have looked at videos of length L = 90 min, which corresponds to feature movies. Besides
movies, there are news clips or clips for product promotions, which are much shorter in length and can
also be delivered via a video distribution system. Thus, it would be interesting to evaluate how efficiently
the video distribution architecture supports the distribution of these clips. We will consider clipsof L = 7
min?. As before, the network has an outdegree m = 4 and a number of levels [ = 5. We vary the popularity
of the video between 1072 < N < 10°.

The optimal configuration is computed using the PS-model. The PS-model allows to determine
which fraction of the video should be stored at the prefix servers and where to place the prefix servers
to minimize the delivery cost. In addition, we consider two more cases where we remove one degree of
freedom:

2\We also looked at clips of 2 min of length. The results that we obtained are very similar to the ones for L = 7 and are
therefore not present here.
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e D = L, i.e. the prefix comprises the full video, which we refer to as full video caching. However,
the height of the prefix servers is chosen such to minimize the overall system cost.

e The prefix server is fixed at the root, which we introduced in section 3.2 as root placement.
However, the length of the prefix is chosen such to minimize the overall system cost.

3.3.2 Resaults

Figure 3.3 shows the optimal prefix server placement and the optimal prefix length in the hierarchy as a
function of the video popularity N. A comparison with the values obtained for long videos of L = 90
min (see figure 2.14) shows that the video distribution system behaves the same way, for both short and
long videos:

e With increasing video popularity IV, the placement of the prefix servers moves closer to the clients

e For all but the most popular videos, the optimal prefix comprises the whole video.
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Figure 3.3: Optimal prefix server height and prefix length for vy = {1,0.1,0}, lh¢ = {1,0.1},and L = 7
min.

As we can observe from figures 3.3(b) and 3.4(a), full video caching is the optimal solution, except for
the most popular videos. In Figure 3.4(b) we plot the ratio of the delivery cost of a video obtained in the
case of root placement as compared to the delivery cost obtained when both, the prefix length and the
prefix server placement are chosen optimally3. We see that there is an additional cost of fixing the prefix
server at the root for all values of the video popularity N except for very small ones, where placing the
prefix server at the root is the optimal choice. The additional cost due to the root placement is (i) lowest
when the network transmission is cheap (y = 1) and (ii) highest when the relative cost for the prefix
servers is low (y = 0.1) and the transmission cost over the last hop is discounted (lhc = 0.1). When
the network is expensive (y = 0.1), the cost ratio is worst for the values of N where the optimal prefix
server placement puts the prefix servers at the leaves (h = 1) and chooses a prefix that comprises the
entire video (D = L). The shape of the curves is similar to the ones observed for long videos (see figures
3.1(a) and 3.2(a)).

We do not plot the cost ratio for v = 0, which can reach a value up to 40 for small values of V.
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3.4 Video Distribution System for a Set of Videos

3.4.1 Introduction

ForasetV = {1,..., K} of videos, the PS model computes separately the optimal system cost of each
video 7 € V. The total system cost is the sum over the system costs of all K videos in V. In the following,
we assume that the popularity of the videos follows a Zipf distribution [86], N; = i%, i € V, where the
normalization constant A determines the popularity of the most popular video and « the slope of the
popularity distribution; the bigger «, the steeper the slope, i.e. the more biased or skewed the popularity
distribution (figure 3.5).
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Figure 3.5: The popularity NV; as a function of the index ¢ according to a Zipf distribution.

3.4.2 Provisioning of the Prefi x Servers

The aim of provisioning is to compute the resources required in terms of video server storage and video
server 1/0O bandwidth for a given set of videos V = {1,..., K} with popularities N; (A\; = NT) for
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i € V4 We will concentrate here on the provisioning of the prefix servers inside the network. However,
the provisioning of the servers at the root can be done in a similar way.

We use equation 2.2 (section 2.3.4) to compute the optimal prefix length D;, the optimal threshold
T;, and the optimal prefix server level I; for each video i € V. Let L(j) = {i € V | I; = j} denote the
subset of videos whose prefix will be optimally served by the prefix servers of level j. I/O; denotes the
amount of 1/0 bandwidth needed for each prefix server at level j to serve the prefix of video i € V. The

value of I/0; can be computed the same way as Cf/rg " in section 2.3.2:

DZ+2ml i

1/0;, =p. ——2m"—"
0= Em

At each level 7, the total storage [PSs:(7)] and 1/0 [PS;,(j)] capacity of the prefix servers are computed
as the sum of the prefix lengths and the amount of 1/O bandwidth needed over all prefixes placed at that
level. Hence, at level 7, the resource requirements of the prefix servers are given by:

PSu(j) = Y b-60-D; Vje{l,...,1-1}
i€ L(j)

PSi(j) = Y. I/O; Vie{l,...,1—1}
i€ L(j)

Since we assume a homogeneous client population, the load will be uniformly distributed over the pre-
fix servers at a particular level. Therefore, all prefix servers at a particular level j will have the same
capabilities.

3.4.3 Assignment of a Set of Videosto Prefi x Serverswith Limited Storage and 1/0 Ca-
pabilities

We now consider the case where the prefix servers have been installed and that it is not possible to add
new prefix servers or to modify their placement in the distribution hierarchy. The values of P.S(j) and
PS;y(j) are known V5 € {1,...,1 — 1}. We will refer to them as prefix server constraints. However,
we allow for modifications to the servers installed at the root. This means that there are no constraints
on the resources of the central suffix server or the prefix server at the root (I = 0).

To solve the prefix assignment problem for a set of videos V, we need to find the placement that
satisfies the prefix server constraints of the system and minimizes the total system cost. We formulate
the assignment problem for a set V of videos as follows:

)
mm ZZCSyStem i,3) X 6;j)
bij j=0 i€y
s.t. ZDZ]XG'L]SPSSt(J) 1S_]Sl—1
i€V
1 D 1/04 x 6i5 < PSio(5) 1<j<i-1
i€V
-1
> 0y =1, Vi
=0
x 0i; € {0,1}, Vi, j

“For sake of simplicity we assume that all videos have the same length L.
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where (i) C3s*™ (i, 7) is the lowest total system cost achievable when placing the prefix of video i at

level 7, (ii) D;; is the corresponding optimal prefix length, (iii) I/0;; is the corresponding amount of

I/0 bandwidth needed to schedule the prefix of video i from level j, and (iv) 6;; is a binary variable. 6;;
-1

is equal to 1 if the prefix of video ¢ is placed at level j and 0 otherwise. Z #;; = 1 indicates that no
§=0

video prefix can be stored at more than one level in the hierarchy. Both, the objective function and the

constraints are linear functions of the binary variables 6;;. We resolve this optimization problem using

XPress-MP [29], a dynamic programming package.

Results Moving a video prefix from an optimal level to a non-optimal one in order to satisfy the con-
straints increases the delivery cost of the video and consequently the overall system cost. It is interesting
to evaluate how the prefix server constraints will impact the system cost of the video distribution system.
To this purpose, we compute the system cost ngf without any constraints and the system cost C¥45,.
with prefix server constraints, which are defined as

vds  __ system
cus = Yo

op
2%
vds _ system N
Cconstr - Z Z C X 01]
j=0 ey

We use the cost ratio C¥ds., /Cuds to evaluate how well the video distribution architecture can adapt
to changes in the video popularlty and the number of videos. We plot in figure 3.6 the cost ratio for

= {0.2,0.6,1} and different numbers of videos K = {100,120,150}. We set the normalization
constant to A = 9000. The prefix server constraints were computed for the case of K = 100 videos with
a = 0.6 for the Zipf distribution. This initial distribution (o = 0.6) is skewed or biased enough to meet
small systems. Note that for the rest of this chapter, the length of the video will be always L = 90 min.

Figure 3.6 shows the following interesting features:
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Figure 3.6: Cost ratio Cds, . /Cuds.

e The cost ratio increases sub-linearly with the number of videos.

e The increase in the system cost strongly depends on the parameter «.
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These results fit well with the intuition: (i) The larger the popularity N of a video, the closer is the
placement of the prefix to the clients and (ii) If there is no more place for a popular video at the higher
levels of the tree hierarchy (i.e. close to clients), the video must be moved closer to the root.

For a given Zipf distribution, increasing the number of videos adds videos at the tail of the distri-
bution. Those additional videos are the least popular ones, and must be moved near the root to free
resources for the more popular ones at the higher levels. The placement of the least popular videos close
to the root will use up very few of the constraint resources, which explains the small change in the cost
ratio with increasing number of videos. At some point, all the additional videos will have such a low
popularity that their prefixes will all be placed at the root and the cost ratio will no longer change with
K.

For o = 1, the popularity distribution is very skewed, and increasing the number of videos K in the
system has no impact on the cost ratio since those additional videos are all optimally placed at the root.
If we compare o = 0.2 and « = 0.6, we find that, as the number of videos K increases, the cost ratio
increases more rapidly for & = 0.2 than for @ = 0.6. The reason is that, for o = 0.2, the videos added
to the system are relatively more popular than those for o« = 0.6, and as a consequence, moving them
closer to (or placing them at) the root to satisfy the constraints comes out more costly.

We also evaluated other scenarios such that, v = 0.1 or v = 0 and for a discounted cost of the last
hop link [hc = 0.1. The results that we obtained were similar to what we have showed and are therefore
are not given here.

Conclusion The PS-model adapts itself very well in case of limited prefix server resources. Non-
popular videos are moved close to the root to free a place for the more popular ones. For o = 0.6 and
a = 1, the increase in the overall system cost for increasing number of videos is very low, less than 5%.
Even when the popularity distribution differs a lot from the one used when determining the prefix server
resources (as is the case for « = 0.2), the extra cost incurred will be small, 25-30%.

3.5 Evaluation of architectural choices

3.5.1 Useof Satellitefor Suffi x Transmission
Introduction

Satellites are a very cost effective transmission medium for sending data to a group of users. The cost
of 1 Mb/month satellite transmission bandwidth is about $ 10,000 [63] whereas the cost for 1 Mb/month
terrestrial transmission bandwidth is $1300 for 1 Mbps during one month in case of a T1 line and $350 for
1 Mbps during one month in case of a OC-48 transmission link [15]. We now consider the case where
the suffix is transmitted via satellite directly to the clients, while the prefix, as before, is transmitted
from the prefix servers to the clients via a terrestrial network. We refer to this model as the S-sat model.
Compared to the PS-model, all cost terms (see tables 2.1, 2.2) stay the same except C“/ /% and Cf%f “,

For the S-sat model, the suffix server transmits the suffix periodically and continuously regardless of the
number of clients. As a consequence, the cost terms for C%//% and C*%“//% for S-sat model are:

net I/0
ool — xRy

where o is a weight factor that allows to express the cost for the satellite transmission in relative terms
with respect to the other cost elements such as terrestrial transmission or server storage and 1/O. In the
following, we will use two different values for o namely o = 100 and o = 500. For o = 500, the cost
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of the satellite transmission is 5 times as high as for ¢ = 100. In the light of the absolute prices given

above, we consider both values as “conservative” in the sense that they are likely to overestimate the

cost of satellite transmission compared to terrestrial transmission: From equation 2.1 we know that the

l

costs for the PS-model are C4//* = Rn >~ m? P(5) and C;%f” = R"" . P(0). If the number of
j=1

clients is large enough such that all links of the suffix distribution tree are occupied all the time, we have

P(j) = 1,V5, and these expressions simplify to

5 5
ceuffic _ pmin > “m and C;%f” = R"n. Form = 4,1 =5, we get » 47 = 1364.

Results

We see in figure 3.7(b) that for the S-sat model, the prefix decreases more rapidly with increasing NV
since the transmission of the suffix via satellite is more economic compared to a transmission over the
terrestrial network. The smaller the value of o, the cheaper the satellite transmission and the more cost
effective the S-sat model. For values of N > 102, the S-sat model can be very cost effective (see figure
3.8(a)). For very high numbers of clients, the suffix becomes eventually as large as possible (89 min) and
satellite suffix transmission can reduce the cost by up to 80% (for v = 1,lhc = 1,0 = 100). The cost
reduction obviously depends on the relative cost of a satellite transmission as compared to a terrestrial
transmission. For the case ¢ = 500 and v = 1,lhc = 0.1, the satellite transmission is quite expensive
compared to a terrestrial transmission and as a result, the suffix satellite transmission is not competitive.
When we look at the cost breakdown in figure 3.8(b), we see that for N > 103 the suffix cost is
no longer increasing with increasing NV since the suffix has its maximal possible length (89 min). On
the other hand, the prefix cost keeps increasing and eventually dominates the overall distribution cost.
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Figure 3.7: Optimal prefix server height and optimal prefix length for both, PS and S-sat models, as a
function of the number of clients N for v = 1, lhc = 1 and o = {500, 100}.

On the other hand, as we have seen in figure 2.14 for the PS model, v = 0.1 makes the prefix servers
cheaper, which allows to use more of them. Such a cost reduction of the prefix servers also benefits the
S-sat model. As a consequence, for v = 0.1, the satellite transmission still remains, for large values of
N, much more cost effective than the transmission of the suffix via terrestrial links. If we completely
ignore the server cost (y = 0) and the last hop cost is reduced (lhc = 0.1), suffix transmission via
satellite will remain more cost effective provided that satellite transmission is cheap ( o = 100).
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Conclusion

Using the satellite for suffix transmission with prefix servers placed close to the clients at height » =

1 allows to distribute highly popular videos in a very cost effective way. For the different scenarios
considered

e Using satellite suffix distribution as compared to terrestrial links has very little (for v = 1, see

figure 3.7(a)) or no (for v = 0.1 and v = 0, figure not shown) impact on the placement of the
prefix servers.

e The cost comparison between S-sat and PS is very insensitive to the value of ~, which determines
the relative cost between server and terrestrial transmission.

e When satellite transmission is cheap (¢ = 100), the cost-optimal solution is to choose a large

suffix length. In this case the S-sat model can reduce the distribution cost of popular videos by
more than 50% .
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e When the relative cost of satellite transmission is high, i.e. for [hc¢ = 0.1 and ¢ = 500, the
PS-model is at least as cost effective as the S-sat model.

3.5.2 Set-top Box at the Client Side for Prefi x Storage
Introduction

Today, set-top boxes at the clients side provide a large amount of storage capacity at a low cost. For
instance, the digital video recorder developed by Tivo [6] allows to store between 20 and 60 hours of
MPEG Il coded video and can receive transmissions at high data-rates. We evaluate the overall cost
reduction for the PS model when we allow the client to store locally the prefixes of some videos. We call
this new architecture the hybrid architecture (P-hybrid) that in contrast to the PS architecture, allows the
prefix to be stored at either the prefix servers or the set-top boxes:

e When the prefix is stored at the prefix servers, the prefix is delivered to clients via Controlled
Multicast as with the PS model. In this case, the costs for the prefix is the same for both models,
P-hybrid and PS (CZ“fit ) = ChsT™).

e The prefix can also be downloaded directly to the set-top box. In this case, the prefix cost with the
P-hybrid model, as compared to the PS model, is reduced to only the download cost of the prefix.

On the other hand, the suffix is stored at the central server and delivered to clients via Tailored Periodic
Broadcast as in the case of the PS-model. Thus, the costs for the suffix is the same with both the P-hybrid
and the PS models.

Analytical Model

We partition the set of K videos into two subsets, namely S; and So, with S1 (] S2 = ©. S; represents
the set of videos whose prefix is stored in the prefix servers. Ss represents the set of videos whose prefix
is stored in the set-top box. We calculate separately the cost for the videos in S; and S,. The total
P-hybrid system cost is the sum of the system costs over all K videos in the system:

system system .
CP hybrid — Z CP hybrzd CP hybrzd(sl) + CP h,ybrzd(SQ)

For each video 4 in S1, the system cost is computed separately using PS-model, and the cost of S is:
C’P h,ybrzd Sl Z CsyStem
1€S]

Concerning Ss, the suffix cost for each video ¢ € S, is computed as in the case of the PS-model since in
both architectures the suffix is delivered via Tailored Periodic Broadcast. And the prefix cost comprises
only the download cost of the prefix:

CP hybmd 52 Z Clpé’reiz/zbmd Z Cé’uffm

1€S9 1€ES2
with
cpdfew = ondlte) + <0;7£f”“<) BT (i)
D 60 mitl —m
fi N
Clpé'reh:;xbmd() - Td 60 ij m— 1 )
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where S/ (;), C;%ﬁx(z') and C*“/7% ;) are defined as in table 2.2 and T; (min) is the download
interval (time between two downloads) of the prefix at the set-top box. To minimize the cost of S9, we
should find the optimal set of prefix lengths {D;}; ¢ s, of the videos in Sy. For this purpose, we solve

the following problem:

Znel:ls,lg[CI%fhbe'd (SQ )]

s.t. Z D; <Cap
1€ Sy

Where Cap (min) is the storage capacity of the set-top box. The problem expressed above is a non
linear programming problem subject to linear inequality constraints. To obtain a solution, we apply the
f m ncon package of Matlab.

For a given partition of the videos between the two disjoint subsets S; and So, we apply the PS
model to compute the cost 01195 of S; and we apply the fmincon package of Matlab to compute the
cost C%_hymd of S,. The P-hybrid system cost is the sum of costs of S; and S,. However, to find
the optimal total system cost, we must find which video prefixes must be stored in the set-top box. We
present the following algorithm to find the optimal split of the set of K videos between S; and Sy. We
sort the videos in decreasing order of popularity (IV; > N; if ¢ < j). We start with the case where all
videos are in Sq (all the prefixes are stored in the prefix servers). In this case, the system cost is equal to
the cost of S7, which is computed with the PS model. Since in S; the most popular video consumes the
maximum of the system resources available among all videos (see figure 2.6), we move the videos from
S to So, one after the other, starting with the most popular one in the system. At each step, we compute
the following parameters: (i) The new costs of S1 (Cp4(S1)) and S, (Cl%fhybrid(SQ)), (i) The new cost

of the P-hybrid model (C*}~7“""), which is the sum of the new costs of S and S,. For each video i
in the system we can determine: (i) The subset to join (S; or S2), (ii) The optimal prefix length D, (iii)
The optimal level of placement of the prefix in the network. We compare the P-hybrid system costs at
the current step O} " and at the previous step C/* b 07" if CEel i< > O o then
we stop and the parameter values computed at the previous step are considered to be the optimal ones.

The following figure summarizes all the aforementioned steps:
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For aset V of K videos
/* We sort the videos in decreasing order of popularity %/
Vi, je{l,..,K}, Ifi<y, then N; > N;
/* We start with the case where the prefixes of all K videos are stored in
the prefix servers x/
S = {1,...,K}, S =0
Chad = 2 O™ (i)
. 1€S1
Fori:=1K
/* move video ¢ from S; to Sy %/
Sq = Sl\{’l,}, Sy := Sy U {Z}
compute  Cpnd™ i= Chg(S1) + b _pyuria(S2)
If (C}SDy_SZeJZT_igew < Csystem—opt) then

P—hybrid
system—opt ,__ Csystem—new
P—hybrid *~— Y P—hybrid

Ifi==
system .__ system—new
CP—hybrid T CP—hybrid

/* We have found the optimal partitioning, stop x/
S1:=0, 8o:= {1, ,K}

Exit
endlf
else
system . system—opt
CPfhybrid T CPfhy od

/* move back the vidle)fToZz' from Sy to S1 x/
Sl = Sl U {’l}, SQ = SQ\{’L}
/* We have found the optimal partitioning, stop x/
Exit
endIf
endFor

Results

To get new insights into the advantages of having a set-top box at the client side, we plot in figure 3.10(a)
the cost ratio of the P-hybrid to the PS architecture. We consider here only the scenario of v = 1
and homogeneous link costs (i.e. lhc = 1). Other scenarios such as v = {0.1,0} and lhc = 0.1
have exhibited similar results. We set the download interval of the prefixes to T;; = 10* min (roughly
equivalent to one week) and the number of videos to K = 100. We vary the storage capacity Cap of
the set top-box between 100 and 1000 min of video. The popularities of the videos are Zipf distributed
with N; = Z.%. As we can observe from figure 3.10(a), when the local storage capacity of the client
increases, the P-hybrid system cost reduces as compared to the PS system cost. This reduction exceeds
45% provided a storage capacity of C'ap = 1000 min and a system with very few popular videos (« = 1).

Figure 3.10(b) gives the optimal partitioning of the set-top box amongst videos for different values
of A, «a, and the storage capacity Cap. The larger the buffer space at the client, the larger the number of
videos that share that buffer and the longer the length of the prefixes stored locally. Yet, it might seem
surprising that the length of the prefix does not necessarily increase monotonically with the popularity N
of the video. In fact, the open-loop scheme (suffix transmission) performs well for very popular videos.
Thus, it may be optimal to reduce the prefix length of the most popular video in order to free a place for
the other popular ones.

Figure 3.10(b) also shows that given the value of the parameter A, as « increases, the number of
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videos that have their prefix stored at the client side decreases while the length of the prefix becomes
longer. Indeed, for a given Zipf distribution (NV; = Z.%), the popularity of video 7 decreases as « increases.
As we mentioned before, P-hybrid model reduces the system cost as compared to the PS model by storing
locally the prefix of the most popular videos. Compared to o = 0.7, for o = 1, there are fewer popular
videos in the system that should have their prefix stored in the set-top box. In addition, given the value
of A, increasing « increases the efficiency of the P-hybrid model (figure 3.10(a)). Actually, the P-hybrid
model becomes more cost efficient as the cost of the most popular videos increases relative to the total
system cost, which is the case when « increases.

Conclusion

Allowing the client to store locally the prefix of some of the most popular videos can reduce significantly
the system cost relative to the PS system cost. The scenarios that we considered show that:

e A set-top box with a reasonable storage capacity of 1000 min reduces the overall system cost by
up to 30% for systems with many popular videos.

e The reduction in the system cost exceeds 45% for systems with relatively few popular videos and
a large number of non-popular videos.

3.6 Conclusions and Outlook

3.6.1 Summary

In this chapter we showed that the PS-model can be used to evaluate many interesting extensions to
the PS architecture. First of all, we studied the scenario where the prefix servers can not placed at any
arbitrary level throughout the network. Instead, we allowed only leaf and root placement of the prefix
servers. Under these assumptions, we compared the system cost to the optimal one obtained when the
prefix servers can be placed at any level in the network. As a result,

e A non optimal placement of the prefix servers can dramatically increase the system cost; by up to
450% for leaf placement.
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e Root placement outperforms leaf placement in the case where the network cost is cheap as com-
pared to the server cost. In this case, the cost increase is relatively small, up to 60%.

e Root placement becomes very costly when the network cost is high relative to the server cost, and
the increase in the system cost can exceed 600% in case of a reduced last-hop cost (i.e. [hc = 0.1).

We also evaluated the PS-model for the case of short videos such as video clips or clips for product
promotions. Our results prove that it is always cost-optimal to divide the video into prefix and suffix
in the case of very popular clips. Moreover, we extended the PS-model and looked at the following
scenarios:

e Provisioning:
We showed how the PS-model can be used to compute the cost-optimal for a system with a set
VY of videos. Given the popularity of each video, the PS-model determines the system resources
required in terms of network bandwidth, server 1/0 bandwidth, and server storage to optimize the
total system cost.

e Assignment of Prefixes into Prefix Servers:
We studied how the PS-model adapts the prefix length and the prefix placement for a set V of
videos when the amount of resources for the prefix servers is given, which is for instance the case
when a new set of videos must be optimally placed. The cost increase due to predefined capabilities
of the prefix servers is very low over a wide region of our model, less than 5%. Even when the
popularity distribution of the videos differs a lot from the initial one used to determine the prefix
server resources, the increase in the system cost remains low, 25-30%.

e Satellite Transmission of the Suffix:
We evaluated the delivery cost of the video in the case where we transmit the suffix via satellite.
Actually, when the cost for the satellite transmission is low relative to the cost for the terrestrial
transmission, using satellite to transmit the suffix can reduce the system cost as compared to the
PS-model by up to 80%.

e Set-top Box at the Client Side:
We studied the evolution of the system cost in the case where it is possible to store at the client side
the prefixes of some videos. We developed an analytical cost model (P-hybrid model) that allows
us to share optimally the buffer space at the set-top box among the videos in the system. We found
that storing locally the prefixes of the most popular videos can reduce efficiently the system cost
as compared to the PS-model, by 30 — 45%.

The PS-model has allowed us to study different scenarios. However, several extensions are still possible
that allow to make the overall model more realistic. The current model assumes that client requests for
a single video are homogeneously distributed among all clients. A possible extension would consider
the case where a particular video is more popular with a sub-group of the clients which would lead to
heterogeneous request patterns. On the other hand, the current video distribution network has a very
regular structure with all clients being at the same distance from the root. In contrast, a real distribution
network most likely has not such a regular structure. While these extensions will clearly change the
absolute cost values, we do not expect a change in the broad conclusions that we could draw using
PS-model.
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3.6.2 Outlook

In the system model we analyzed, we assumed that both, the suffix server and the prefix servers, are
dedicated to the service. These assumptions hold for a “commercial” CDN. In recent years, a hew
paradigm called peer-to-peer (P2P) [55] has emerged where a particular machine can assume both roles,
i.e. client and server at the same time. Popular P2P systems such as Gnutella [2], Napster [4], or KaZaa
[3, 60] have been used by Millions of users to share digital content such as MP3 files. In addition,
P2P architectures are very interesting for scalable content distribution. They offload all or at least the
majority of the work for storage and distribution onto end-systems that are not dedicated to the purpose
of content distribution and therefore, significantly reduce capital expenditures. P2P architectures are also
inherently self-scaling: In case of a sudden increase in the number of requests, the number of clients that
have received the content also increases, which in turn increases the total capacity of the P2P system to
serve new clients. P2P systems are therefore much more suitable than centralized server/client systems
to handle “flash crowds”.

The research community has made numerous proposals on how to use the P2P paradigm to perform a
scalable video distribution [24, 14, 45]. In the next chapter we extend our work on VoD to P2P networks.
We study how to provide an efficient VoD service in such an environment. Our contribution lies in a new
pull-based approach (PBA) where, in contrast to existing approaches, we keep the server as simple as
possible. Despite its simplicity, our approach achieves scalability, efficiency, and flexibility for additional
optimizations.
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Chapter 4

A Pull-Based Approach for an Efficient
VoD Service in P2P Networks

4.1 Introduction

Nowadays, client hosts have significant storage and bandwidth power that could greatly reduce the capital
expenditures of the service provider. Based on this observation, a new paradigm, called peer-to-peer
(P2P), has emerged where a client assumes both roles, client and server at the same time. The P2P
paradigm has been initially discussed for file sharing services (Napster, Kazaa, Gnutella, etc ... ). The
central idea here is that files are stored at the clients side instead of at dedicated machines. When a client
wants to access a given file, it first performs a lookup algorithm to locate a set of hosts that hold that file
and then downloads the file. Many content lookup algorithms have been proposed such as, Chord [88],
Pastry [79], and TOPLUS [38].

However, the use of P2P is not limited to file sharing services. P2P represents also an efficient
infrastructure for content distribution. The most promising property of P2P distribution networks is that
the responsibility of the content distribution is spread amongst downloaders, which greatly reduces the
load on the server. In these networks, clients contribute to the resources of the system as a function
of their upload capacities; they download the content and upload it to other clients and so on. As a
consequence, P2P networks can be an efficient solution for flash crowds: The larger the number of
clients in the system, the larger the service capacity of the system and the better it scales and serves the
content.

Video content distribution in P2P networks is currently receiving a lot of attention from the research
community. Most of the existing proposals focus on how to achieve live streaming [30, 66, 21, 62, 25,
14, 27, 89, 93] and only few work deals with on-demand video distribution [85, 45]. These proposals
advise to construct multicast trees to deliver the video to clients. However, in a dynamic environment
like P2P networks?, constructing and maintaining multicast trees make the server very complex. In this
chapter we concentrate on the on-demand video distribution case and we show that we can achieve a
good efficiency while keeping the server simple, i.e. no multicast trees are constructed.

4.1.1 Our Contribution

Tree-based approaches usually require the server to perform complex algorithms to construct and main-
tain the multicast trees. While a multicast tree seems to be intuitive and optimal for live streaming, VoD
applications have the constraint that clients are asynchronous, which reduces somehow the efficiency of

By dynamic nature we mean that clients may |eave the network at any time.
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multicast. In this chapter, our goal is to show that we can achieve both, a simple server algorithm (i.e. no
multicast trees are constructed) and an efficient resources management. Our contribution here is a new
pull-based approach, called PBA, for a scalable VoD service in P2P networks. In this approach, we do
not intend to replace the unicast server/client framework; we rather extend this classical framework to
serve more clients when the load on the server is high. The basic idea of PBA is quite simple. When
a new client wishes to receive a video, the new client contacts first the server. If there is enough free
bandwidth along the path to that new client, the server feeds the new client with the video. Otherwise,
the server responds to the new client with a list of C, servants (active clients) chosen at random. Any
existing client that has received or is currently receiving the video can be a servant. The new client then
searches for an available servant from which it downloads the video. An available servant is a candidate
servant that has enough free upload capacity to serve the new client’s request. So, PBA is not concerned
with constructing multicast trees to serve a new client. In contrast, a new client performs locally a search
for one available servant for the video. Moreover, leave events are handled locally at the clients side
without involving the server (section 4.7).

We evaluate PBA and compare it to P2Cast [45], a multicast tree-based approach. Our conclusion

is that PBA does not only simplify the server, but it also consumes low network bandwidth, which allows
a lot of clients to be serviced.
In its basic version, the list of servants is selected at random by the server. We also discuss a possible im-
provement to PBA: Instead of picking up C servants at random, the server performs a simple algorithm
to choose the C's closest ones to the new client. Choosing closest servants in terms of physical distance
saves more bandwidth, which reduces the rejection probability of clients.

4.1.2 Organization of this Chapter

The rest of this chapter is organized as follows. Section 4.2 introduces the PBA model. In section 4.3
we overview the simulation settings. In sections 4.4 and 4.5 we evaluate extensively the performance
of PBA through simulations. We also provide a comparison of PBA with P2Cast. In section 4.6 we
assess the gain in the system performance that we can achieve when we account for the physical distance
between clients and their servants. Section 4.7 addresses how PBA can handle service disruptions and
section 4.8 concludes the chapter.

4.2 PBA: A Pull-based Approach for VoD Service

Our model involves three entities: the server, the new client, and the servant:

421 TheServer Task

PBAs key idea is to keep the server as simple as possible. When a new client wants to receive a video, it
first contacts the server. Two scenarios are then possible:

e There is enough available bandwidth along the path between the server and the new client. In this
case, the server delivers the video directly to the new client via unicast.

e There is not enough available bandwidth. In this case, the server responds to the new client with
the IP addresses of C, servants chosen at random. These C servants are selected amongst active
clients in the network that have received or are currently receiving the video. The new client then
tries to find one available servant from which it downloads the video and always via unicast.
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Actually, estimating the available bandwidth between two end hosts in the Internet is not an easy task.
Moreover, the available bandwidth of a connection might fluctuate over time. However, in this chapter we
consider a static network. Our goal here is to show that as compared to a multicast tree-based approach,
a pull-based approach simplifies the server and saves bandwidth resources. In addition, assuming a static
network allows us to draw new insights while keeping simple the analysis. Thus, we assume that (i) Each
connection has a transfer rate equal to the playback rate b [Mbps] of the video and (ii) A connection is
set up (and can not be interrupted) in case the free bandwidth along the path of that connection is larger
than or equal to b.

4.2.2 TheNew Client Task

As mentioned above, a new client first sends a request to the server to retrieve the video. If the available
bandwidth along the path between the server and the new client is less than b, the server provides the new
client with the IP addresses of C, servants chosen at random. The new client then tries to improve this
initial list of servants by accounting for local ones, i.e. servants that are located in its local area network.
The motivation is that, retrieving the video from local clients saves bandwidth in the core of the network,
which allows more clients to access the service. To discover local servants, the new client broadcasts
locally a message. Each client that receives this message responds to the new client indicating its arrival
time. We denote by C! the number of local servants found. If C! is greater than Cs, the new client
replaces its initial list of servants by the C; most recent local ones. On the other hand, if C! is lower
than C;, the new client replaces the C’ﬁ oldest servants in its initial list by the Cﬁ local ones. Afterwards,
the new client searches for an available servant to download the video from. The new client contacts its
servants starting with the local ones. If none of them is available, it contacts at random one of the non
local ones. The new client keeps on contacting its servants until

e A servant accepts to serve it. In this case, the new client joins the network and sends a message to
notify the server.

e None of the candidate servants accepts to serve the new client. In this case, the new client is
rejected.

423 The Servant Task

When a servant receives a request for a video from a new client, the servant estimates the available
bandwidth to the new client. If the available bandwidth is less than b, the servant rejects the request.
In contrast, if the available bandwidth is larger than or equal to b, the servant unicasts immediately the
video to the new client.

Even though our approach is centralized, we argue that it can scale to work well even when the load
on the server is extremely high (e.g. flash crowds). In fact, the time needed for the server to process
a join request is extremely short?. The server only needs to pick up C, servants at random from its
database. Choosing servants at random simplifies greatly the server and, at the same time, achieves a
high connectivity among clients.

In PBA, the server maintains a database about all active clients in the system. This is not a lot as today’s
machines provide a large storage capacity. For instance, suppose there are one Million active clients in
the system. The server needs to store the IP address (4 bytes) and the arrival time (4 bytes) of each client.
This would not require more than 8 MB! The database is updated progressively as clients join and leave

2|_eave events are handled locally at the clients side without involving the server.
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the network. Each client must send an “alive” message to the server each T, min. The value of T, is a
trade-off between the accuracy of the server’s database and the messages overhead.

4.3 Performance Evaluation

Having introduced our model, we now evaluate its performance for various assumptions on the system
parameters such as the network topology and the arrival rate of clients. We will also provide a comparison
between PBA and P2?Cast that we describe briefly in the next section.

4.3.1 Overview of P?Cast

P?Cast applies Controlled Multicast to P2P systems. P2Cast patches clients that arrive within the same
interval of time into the same multicast stream, referred to as the base stream, that is transmitted over a
multicast tree built on top of the clients. Within a session, the first client to arrive receives a complete base
stream for the whole video from the server. When a new client arrives after the first one, we distinguish
two cases: (i) The base stream that has been initiated for the first client is still active. In this case, the
new client joins the multicast tree for the rest of the base stream. In addition, the new client receives
a unicast patch for the part it missed in the base stream due to its late arrival. (ii) There is no active
base stream. In this case, the server initiates a new stream and the above process is repeated for clients
that arrive later. As in Controlled Multicast, the authors associate a threshold T'cag (in min) to decide
when to start a new base stream. The clients that share a given base stream form a session. Sessions are
completely independents and there are no interactions between clients from different sessions. We will
therefore focus on the transmission process within one single session.

Whenever a new session starts at time ¢, the first client receives the base stream from the server. A
new client nc that requests the video within the interval of time (to, to + Tcas| COntacts peer P starting
from the server®. Upon receiving the request, the peer P estimates its bandwidth BW (P, nc) to nc.
Meanwhile, P asks its children to estimate their bandwidth to nc. The child that has the largest bandwidth
BW (emaz, nc) to nc amongst all children is denoted by cmaz. In case of tie, the closest child is chosen.
P compares BW (P, nc) to BW (cmaz, nc) and three scenarios are then possible:

e BW(P,nc) > BW (cmaz,nc) and BW (P, nc) > 2b. In this case, nc receives the patch directly
from P and joins the multicast tree for the base stream as a child of P.

e BW(P,nc) > BW (cmaz,nc) and 2b > BW (P,nc) > b. Since the patch has a larger priority
as it is viewed before the base stream, P delivers the patch to nc and forwards the request for the
base stream to its child cmaz. ecmazx then estimates its bandwidth to nc and asks also its children
to estimate their bandwidth to nc and the same process as above is repeated.

e (BW(P,nc) > BW(cmazx,nc) and BW(P,nc) < b) or (BW (P,nc) < BW (cmaz,nc)), P
forwards the request to crnax and the above process is repeated.

If the new client nc finds a servant for both, the patch and the base streams, nc gets access to the service.
Otherwise, the new client is rejected.
4.3.2 Simulation Settings

In this study, we consider the case of a single video of length L min. The multiple videos case is
left as a future work where the challenges would include how to decide which client to serve what

3In this thesis, we use the term peer only when we want to refer to both, clients and server at the same time.
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video in order to optimally use the system resources. As we already mentioned, in P?Cast, clients that
share the same multicast stream form a session. Sessions are completely independents and there are no
interactions between clients from different sessions. In contrast, PBA has no such constraint and a new
client can retrieve the video from any other client in the network. To make a fair comparison between
both approaches, we should take into account the session limitation of P2Cast. Therefore, we introduce
for PBA a threshold, denoted as Tja (in min), to limit the interaction between clients. Suppose that
client 1 has joined the network at time ¢¢. Client 1 can download the video only from active clients that
arrived within (¢o — Tpba, to]. As a consequence, this threshold serves to limit the number of candidate
servants a new PBA client can contact.

In the following, we assume that clients request the video from the beginning to the end (no early de-
parture) and that there are no service disruptions. In fact, service disruptions represent a main challenge
for P2P systems. In section 4.7, we discuss how PBA can deal with such a scenario. However, in the
performance evaluation we are interested in evaluating the bandwidth consumption and the percentage
of rejected clients for PBA and P2Cast. Therefore, we will assume no service disruptions and conse-
quently, a client leaves the system only if (i) It has completely received the video and (ii) It is not serving
any other client. Under the above assumptions, we can easily conclude that there is a maximum amount
of time 7’ (in min) a client can spend in the network:

maz(L,2 - Teast) for P2Cast i1
"L+ T for PBA “.0)

In the above equation, the value Ty = max (L, 2-Tcag) for P?2Clast can be explained as follows. Consider
a new session that starts at time ¢,. Clients can join this session up to time ¢¢ + Teag. Each client receives
the base stream and an additional unicast patch in case it arrives after time ¢y. The base stream is of
length L min and will be completely delivered to all clients by time ¢y + L. The patch stream, on the
other hand, can be up to Tcag min. Clients that join the session as late as possible, i.e. at time t¢ + T¢ag,
will receive a patch of length Tcag min until time ¢g + 2 - Teag. We can easily verify that, regardless
of its arrival time to the session, each client will completely receive the video (the base and the patch
streams) no later than time max(to + L, to + 2 - Tcast). An extreme but possible scenario is that client
1 that joins the session as early as possible (i.e. at time ¢() serves the patch to a client 2 that joins the
session as late as possible (i.e. at time ¢g + T¢ag). In this case, and under the assumption that there are
no service disruptions, client 1 must stay in the network until it completely delivers the patch to client 2
at time to + 2 - Teag. This extreme scenario represents the case where client 1 stays in the network for a
maximum amount of time equal to the whole duration of the session. And the value of T’ for P2Cast is
therefore Ts = maxz(L, 2 - Tcagt) Min.

A similar analysis can be applied on PBA. In PBA, clients that arrive within Tp,, min can interact
with each other. A client that gets access to the service at time ¢y can serve new clients that arrive up to
time ¢y + Tpoa. Thus, it is possible that a client 1 starts delivering the video to a new client 2 that arrives
at time ¢o + Tppa. IN this case, client 1 must stay connected until it completely serves the video to client
2 attime L + Tpua and consequently, T = L + Tppa min for PBA.

The importance of the parameter T’ is that it helps deducing suitable values for the thresholds 7pn, and
Tcas for the comparison: The values of Tpa and Tcag are chosen in such a way that T’ is the same in
both approaches.

We inspire our simulation settings from the evaluation of P?Cast [45]. We use the network generator
topology GT-ITM [95] to produce our network. The size of the network is a parameter that we study in
this chapter. The network includes two levels, the transit-domain and the stub-domain levels (see figure
4.1 as an example). We assume that each stub-domain node is an abstraction of a local area network.
However, we limit the number of streams inside each local network to L. For instance, consider a local
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Figure 4.1: A 100 nodes network topology.
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network LN for a stub-domain node. At any time, the maximum number of connections that have at least
one of its two ends located in LN can not exceed Lp,y. Each connection has a transfer rate of b, where
b is the playback rate of the video. We set the capacity of each link between two transit-domain nodes
(BW4) or between a transit-domain node and a stub-domain node (BWy;) to BW;; = BWy, = 20. This
means that, at the same time, such a link can support up to 20 streams each of rate 5. For a link between
two stub-domain nodes, we set its capacity to BW,; = 5.

We assume that clients arrive to the network according to a Poisson process with a total aggregate
rate A clients/min. Clients connect only to stub-domain nodes, which all have the same probability to
receive a new client.

In both approaches, PBA and P2Cast, we account for the upload capacity C\yp of clients. We con-
sider two values of Cyp = {2, 10}. The value Cy, = 2 (respectively 10) means that an existing client can
deliver at most two concurrent streams (respectively 10 streams) each at rate b.

In the performance evaluation, we are interested in (i) The percentage of rejected clients; (ii) The
average number of hops the data traverse in the network. The term hop accounts for a link between any
two nodes in the network; (iii) The system cost, which is expressed in units of b. The system cost is com-
puted as the sum of the amount of bandwidth expended over all links in the network during an interval
of time of length L min. In fact, in P2P distribution networks, end-hosts are not dedicated and therefore,
the only important factor in the system cost is the network bandwidth spanned for the application; (iv)
The link utilization expressed in units of b.

We start our evaluation with a basic scenario where:

e The network includes 100 nodes (figure 4.1) with four transit-domain nodes (the four nodes in the
middle) and 96 stub-domain nodes.

e The server is placed in the transit domain, i.e. the shaded square in the middle in figure 4.1. We
denote by S, the server placement (.S, =transit-domain).

o We set Tppa to 10 min (i.e. 10% of the video length) for PBA. From equation 4.1 we obtain
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Ts = L + Tppa = 110 min. Given that value of T, the value of Tcay for P2Cast is Teag = 55
min.

e The number of servants a client can contact is C'y = 10.
e The bandwidth capacity of each local area network is Lyy = 50.
We then extend our analysis to cover different scenarios where we change

e The values of Tcas and Tppa,

e The placement of the server S,

e The number of servants C; a client can contact,

e The bandwidth capacity of the local area networks Ly, and

e The size of the network.

Remaining parameters such as BWy, BWy,, BWs, and L remain unchanged. All the results that we
give are for one single video of length L = 100 min.

As defined in chapter 2, the parameter IV stands for the popularity of the video, i.e. the average
number of clients that request the video during an interval of time of length L min (N = A - L). In
addition to this parameter N, we introduce here a new parameter N, that is defined as follows. As
explained before, some of the arriving clients get rejected. Thus, N, represents the average number of
admitted clients or clients that get access to the service during an interval of time of length L min.

4.4 Basic Results

In this section we give a first set of results for the basic scenario that we just described. We run the
simulation for a duration of 1000 min = 10 - L, where the first 100 min are used to warm up the system.
Table 4.1 summarizes the parameters and their values used in this section.

Parameters Values
Simulation time 1000 min
Video length L 100 min
Number of nodes 100

Server placement S,

transit-domain

A

{0.1, 1,10, 20, 30, 40, 50, 100} clients/min

T, 110 min

Teast 55 min (55% of the video length)
Thba 10 min (10% of the video length)
Lpw 50

Bth 20

BWg 20

BW, 5

Cup {2,10}

Cs 10

Table 4.1: Parameter values.

In figure 4.2(a), we plot the percentage of rejected clients for PBA and P?Clast versus the video
popularity N. Figure 4.2(a) shows many interesting features:
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Figure 4.2: The percentage of rejected clients and the average number of hops as a function of the video
popularity N, for a network of 100 nodes, Ly, = 50, the server is placed in the transit-domain, the
number of candidate servants is C; = 10, Tppa = 10 min, and Teagt = 55 min.

e As compared to P2Cast, PBA reduces significantly the percentage of rejected clients when the
video is highly popular. This reduction can reach 80%. Thus, our model is not only scalable in
terms of processing incoming requests at the server side, but also in terms of network resources
management.

e In contrast to P2Cast, PBA achieves a good efficiency with a reasonable demand on the client
capabilities, i.e. Cyp = 2.

As we can observe from figure 4.2(a), under a low arrival of clients (N = 10), the two approaches
perform well and almost no clients are rejected. For P2Cast, as N increases, the percentage of rejected
clients increases monotonically. In addition, to achieve a reasonable performance, P2Cast requires
clients to have a large upload capacity (i.e. Cyp = 10). In contrast, for PBA, the percentage of rejected
clients does not increase monotonically with V. This is due to the threshold Tyn, that we have introduced.
Tpba limits the number of candidate servants for new clients. For instance, for N = 100 (i.e. 100
arriving clients per L), on average, 10 clients arrive within an interval of time Tpya = 10 min. Thus,
few clients can collaborate with each other and candidate servants will be probably located far from the
new client. Therefore, clients need to go far in the network to reach their servants. As a result, more
bandwidth is consumed in the core of the network, which leads to congestion and clients rejection. When
N exceeds 1000, the probability of finding a local servant increases and more clients are served locally.
This saves bandwidth in the core of the network and allows to serve more clients. Consequently, the
percentage of rejected clients starts decreasing for PBA. For N > 5000, the performance of both, PBA
and P2Cast deteriorates. This is mainly due to the limitation of the number of streams in the local
networks (Lpy = 50 streams per local network).

Figure 4.2(b) supports our intuition. This figure depicts the average distance (in terms of hops)
between clients and their servants. Recall that, the term “hop” accounts for a link between any two
nodes. Thereby, we do not account for the distance traveled by the data inside the local networks. So,
the value zero for the number of hops between a servant and a client means that both, the servant and the
client are located in the same local network. As we can observe from figure 4.2(b), as IV increases, the
average number of hops decreases. For N > 1000, the average number of hops becomes smaller than 1,
which means that the majority of clients are served by local servants.
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With P?Cast, the first client to arrive in the session receives only one stream, i.e. the complete
base stream. Clients that join the session after the first one receive two streams, the patch and the base
streams. In figure 4.2(b) and the next figures we plot results for each stream separately. If we give a
closer look at figure 4.2(b), we see that the average number of hops is the same for both, the patch and
the base streams. One possible reason is that, in most cases, client retrieves both streams from a same
servant.

In figure 4.3, for each value of the number of hops, we plot the percentage of clients that are at that
distance to their servants. In both approaches, as NV increases, the percentage of clients served by close

L=100, Nodes=100, L, =50, S =transit-domain, T = =10, T_ =55, C =10, C =2 L=100, Nodes=100, L, =50, S =transit-domain, T =10, T =55, C =10, C =10
) w ) pba cast s up o bw’ b pba cast s up
10 T T T T T

PBA, N=100
P’Cast, N=5000

PCast, N=100

PBA, N=5000

percentage of clients
percentage of clients

_=_ PBA/N=I00
PBA, N=5000
-2|| _,_ P?Cast-patch, N=100
2 -
e chast—patch. N=5000
_o P“Cast-base, N=100
—« P’Cast-base, N=5000

—_ PBA, N=100
PBA, N=5000 )
2| P;Cast—patch, N=100 | P°Cast, N=5000
_5 P“Cast-patch, N=5000
» P?Cast-base, N=100
_+ P’Cast-base, N=5000

P2Cast, N=100
PBA, N=5000

. . . . . . .
0 2 4 6 8 10 0 1 2 3 4 5 6 7 8 9

number of hops number of hops
(@) Cyp=2 (b) Cyp = 10

Figure 4.3: The percentage of clients that are at the same distance to their servants for different values of
the video popularity N, for a network of 100 nodes, Ly = 50, the server is placed in the transit-domain,
the number of candidate servants is Cs = 10, Tppa = 10 min, and Teagt = 55 min.

servants increases.

As a conclusion, at a high system load, PBA allows more clients to access the service as compared to
P?Cast. Let us now consider the total system cost for the two approaches. The system cost is computed
as the sum of bandwidth consumed over all links in the network during an interval of time of length
L. In figure 4.4 we draw the system cost for both approaches as a function of the number of admitted
clients N,. We denote by CEB4 and CE’Cast the system costs of PBA and P2Cast respectively. As
we can observe from figure 4.4, PBA consumes less bandwidth than P2Cast for large values of N,. For
moderate values of N, (i.e. N, = 100), P2Cast slightly outperforms PBA. As mentioned above, this
is due mainly to the threshold Ty, that we introduced for PBA to limit the interaction between clients.
When N, reaches 1000, CEBA decreases, which means that new clients always find local servants to
download the video from and less bandwidth is consumed in the core of the network.

If we look at CCIZE;“ for N, > 5000, we can notice that it increases again. The reason is that, limiting
the bandwidth capacity of local networks to L, = 50 streams forces clients to connect to servants further
away.

To confirm what we have seen so far, we plot the complementary cumulative distribution function
F¢(x) for the link utilization for N = {100, 5000} and Cyp = {2,10}. F¢(z) = 1 — F(x) is the prob-
ability that the link utilization is larger than x. For a moderate video popularity N = 100 (figure 4.5),
PBA consumes more bandwidth than P?Cast. The reason is that, due to the threshold Tpba, admitted
clients in PBA have few candidate servants and therefore they retrieve the video from servants that are
located far away in the network. As IV increases, there are more candidate servants and PBA consumes
less bandwidth than P2Cast (figure 4.6).
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4.4.1 Preiminary Conclusions

We evaluated the performance of PBA for a basic scenario where we considered (i) A network of 100
nodes, (ii) The bandwidth capacity of each local network is set to Lpy = 50, (iii) The server is placed
in the transit-domain, (iv) The threshold values are Typpa = 10 min and Tcag = 55 min, and (v) The
maximum number of candidate servants is set to N, = 10. We also gave a comparison between PBA
and P2Cast. Our results for this scenario showed that

e PBA outperforms significantly P2Cast for large values of the video popularity N. As compared
to P2Cast, PBA can reduce the percentage of rejected clients by up to 80% and the system cost
by a factor of 2.

e Due to the threshold T, that we introduced, P2Cast outperforms slightly PBA for moderate
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Figure 4.6: The probability F“(x) that the link utilization is larger than z, for a network of 100 nodes,
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values of the number of clients N = 100.

e In contrast to P2Cast, PBA achieves a good efficiency with a reasonable demand on the client
capabilities, i.e. Cyp = 2.

Outlook

This basic scenario validated our intuition that we can achieve both, a simple server algorithm and an
efficient system resources management. Yet, we still need to validate more our results. In the next
sections we continue our performance evaluation and investigate how PBA and P2Cast behave when
we change separately the parameters presented below:

e The values of Tcag and Tpa (section 4.5.1),

e The placement of the server (section 4.5.2),

e The number of servants C a client can contact (section 4.5.3),

e The bandwidth capacity of the local area networks Ly, (section 4.5.4), and

e The network topology (section 4.5.5).

We also discuss how PBA can be very flexible in the sense that many features can be added to the system.
One possible improvement is to allow the server to choose the closest servants to the new client. The
rational behind is that choosing closest servants in terms of physical distance saves network bandwidth
and allows more clients to access the service. Finally, we describe in section 4.7 how PBA can be
extended to scale in real environment where clients can leave the system at any moment.

4.5 Heterogeneous Results

45.1 Impact of the Threshold Values

In P?Cast, clients need to store the patch part of the video which is at most of T'cag min of length. In
contrast, PBA requires clients to store only Ty,a min of the video; a PBA client will be delivering at most
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the last Tina min that it already displayed. In the basic scenario that we considered, we set T'cag = 55
min and Tppa = 10 min. We now consider an extreme scenario where clients in both approaches store
the same amount of data of L min. In this case, the values of Tpna and Tcag become Teagy = Tppa = L
min and consequently, T, = 2+ L min. Except Tppa, Tcas, and T, all parameter values presented in table
4.1 remain valid.

Figure 4.7(a) depicts the percentage of rejected clients as a function of the number of clients V while
figure 4.7(b) draws the system cost versus the number of admitted clients N,. These two figures confirm
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Figure 4.7: The percentage of rejected clients as a function of N and the system cost as a function of N,
for a network of 100 nodes, Ly = 50, the server is placed in the transit-domain, the number of servants
is Cs = 10, and Typpa = Tcast = 100 min.

what we obtained in the basic scenario with Tas = 55 min and Tppa = 10 min. In addition, we can
clearly see that the performance of both, PBA and P?Cast, improves with the threshold value. Indeed,
in both approaches, the larger the value of the threshold, the larger the number of clients that can interact
one with another, which improves the performance of the system.

45.2 Impact of the Server Placement

So far, we have placed the server in the transit-domain level. In this section we study the impact of the
server placement on the performance of PBA and P?Cast. For this purpose, we move the server to the
stub-domain level (the shaded point in the stub domain in figure 4.1). By doing so, we reduce the upload
capacity of the server, which intuitively would reduce the performance of the system. In this scenario,
except the server placement, all other parameter values given in table 4.1 remain unchanged.

In figure 4.8(a) we plot the percentage of rejected clients as a function of the video popularity V. As
compared to the basic scenario (figure 4.2(a)), figure 4.8(a) shows that at a low system load (i.e. N = 10),
the server placement has mainly an impact on PBA; for N = 10, there are on average 10 arrivals per
L = 100 min, which makes one arrival each Tp, of 10 min. So, most probably, a new client will have
no candidate servants that arrived to the network within Tpna min. As a result, the new client can retrieve
the video only from the server. As its upload capacity has been reduced, the server can service less
clients and therefore, more clients are rejected. In contrast, P?Cast has a larger threshold which allows
more clients to interact one with the other, which explains why it has a relatively low rejection rate. As
N increases, the impact of the server placement on PBA decreases while it increases on P?Cast; the
performance of P2Cast decreases faster with IV as compared to the case where the server is placed in
the transit-domain.
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Figure 4.8: The percentage of rejected clients as a function of IV and the system cost as a function of N,
for a network of 100 nodes, Lyy = 50, the server is placed in the stub-domain, the number of servants is
Cs = 10, Tppa = 10 min, and Teag = 55 Min.

If we compare the system costs in figures 4.4 and 4.8(b), we do not notice a big change in the overall
behavior. Due to the threshold Tppa, P2Cast consumes less bandwidth than PBA at low and moderate
values of V. In contrast, PBA performs better for large values of N where the impact of Typa is low.

4.5.3 Impact of the Number of servants

In PBA, when the server is fully using its upload capacity, it provides a new client with a set of C
servants. In P2Cast, on the other hand, when a new client contacts the server, the server performs an
algorithm to decide whether to serve the client or to forward its request to one of its children. The same
process is repeated at each level of the tree until finding an available servant for each stream (i.e. the
patch and the base streams). Hence, the parameter C,; in P2Cast limits the number of times the request
is forward down in the tree, which in turn limits to C, the depth of the multicast tree.

We now study two values of Cs = {5,30}. Other parameters in table 4.1 will have the same values.
In figure 4.9 we plot the percentage of rejected clients against the video popularity N for C'; = {5, 30}.
This figure shows a very interesting result: In most cases, a client in the two approaches finds an available
servant within 5 tries. Only for N = 1000, PBA requires a larger number of candidate servants, i.e.
Cs = 30. As concerns the system cost, figure 4.10 reveals the same tendency for both approaches as in
the basic scenario (figure 4.4).

45.4 Impact of the Bandwidth Capacity of L ocal Networks

To make the results more realistic, we have introduced the parameter Ly, that represents the bandwidth
capacity inside a local network. For sack of simplicity, we assume that all local networks have the same
capacity. Up to now, we have considered a value of Ly, = 50, which means that a local network can
hold up to 50 streams each at rate 5. In this section we evaluate the impact of this parameter on the
performance of PBA and P?Cast. We choose an extremely low value, Ly, = 5. However, we believe
that in practice, the value of Ly, is even larger than 50.

It is obvious that the performance of both approaches depends on the parameter Lpy. This parameter
limits the number of simultaneous clients in each local network. In figure 4.11(a) we plot the percentage
of rejected clients versus the system load N while figure 4.11(b) shows the system cost as a function of



7T0CHAPTER4. A PULL-BASED APPROACH FORAN EFFICIENT VOD SERVICE IN P2PNETWORKS

L=100, Nodes=100, S_=transit-domain, L, =50, T =10, T __=55,C =5
) bw! pba cast s

100

o PRAC,T | " © _—_PBAC, =2
o0]f o PBA c =10 i go|| = PBA c -10
___ PCast, & =2 . PCast, e =

up
P 2Cast, C, ‘10

up
80 _a P Cast, C =10

70F

601

501

N
[=}

percentage of rejected clients

301

percentage of rejected clients

20F

10+

n .
10 10° - 10° 10
average number of clients (N) averana niimher nf rliente (N

@ Cs =5 () Cs = 30
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Figure 4.10: The system cost as a function of the number of admitted clients N, for a network of 100
nodes, Lpy = 50, the server is placed in the transit-domain, the number of servants is Cs = {5, 30},
Tpba = 10 min, and Tcag = 55 min.

the number of admitted clients V,. Up to N = 100, on average, there is almost one client in each local
network and thus, Ly does not intervene strongly. As N increases from 100 to 1000, the percentage of
rejected clients increases significantly. In fact, when N > 1000, the main limitation of the system is the
bandwidth capacity of local networks. Even though, PBA is still more advantageous than P2?Cast (figure
4.11(a)).

455 Impact of the Network Topology

We now investigate the impact of the network topology on the performance of both approaches. We
consider a larger network of 1000 nodes (figure not given). As in the basic scenario, we obtained the
network using the generator topology GT-ITM. The network consists of one transit-domain with 20
nodes and 49 stub-domains. Each transit-domain node holds on average 7 stub-domains, each of which
includes on average 7 nodes, which makes an overall of 980 stub-domain nodes. This network provides



4.5, HETEROGENEOUSRESULTS 71

L=100, Nodes=100, S _=transit-domain, T =10, T _=55,C_=10,C =2 L=100, Nodes=100, L _ =5, S =transit-domain, T =10, T =55, C =10
) pba cast s up %10 bw > p pba cast s
100 T
PBA, T, =50 : PBA,C =

2 ue

90[| - PBA L, =5
P“Cast, L, =50

-, bw_

80H P“Cast, wa_s

>
o

N
T

w
n

70F

w
T

601

501

system cost
N
(&

N
T

401
PCast

percentage of rejected clients

301 1 15
20+ PBA i 1+
101 / 4 0.5¢ /
1 ‘z ‘3 4 ?_01 1(‘)2 10°
10 a]\;grage number of cliem:((JN) 10 average number of admitted clients (Na)
(@ clientsrejection, Low = {5,50}, Cuyp = 2 (b) system cost, Low = 5, Cyp = {2, 10}

Figure 4.11: The percentage of rejected clients as a function of NV and the system cost as a function
of N, for a network of 100 nodes, the server is placed in the transit-domain, the number of servants is
Cs = 10, Tppa = 10 min, and Tagt = 55 Min.

a high connectivity at the transit-domain level (there is a link between each two transit-domain nodes).
In contrast, there is a lower connectivity at stub-domain levels. In a same stub-domain, there is a link
between two nodes with a probability of 0.5.

In this scenario, except the number of nodes, all other parameter values given in table 4.1 remain
valid. Note that we also extended the interval of values of the video popularity to N = 105.

As we can observe from figure 4.12, the performance of PBA and P2Cast has improved for N =
100. A larger network means more resources and therefore, more clients can be served. We can also
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Figure 4.12: The percentage of rejected clients as a function of NV and the system cost as a function of
N, for a network of 1000 nodes, Ly = 50, the server is placed in the transit-domain, the number of
servants is C's = 10, Tppa = 10 min, and Tag = 55 min.

notice that for PBA, increasing the size of the network by 10 order of magnitudes has moved the value at
which the percentage of rejected client decreases by the same order, from N = 1000 to N = 10* (figure
4.2(a) versus figure 4.12). The reason is that, in PBA, the percentage of rejected clients starts decreasing
when a new client finds most often a local servant from which it downloads the video. As the size of the
network has increased from 100 to 1000 nodes, for the same value of NV, the probability of having a local
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servant decreases.

4.6 CSF: A Possible mprovement to PBA

In the initial version of PBA, if the estimated bandwidth along the path from the server to the new client
is less than b, the server picks up at random the IP addresses of C servants and sends them to the new
client. In this section, we evaluate an improved version of PBA in case the server is able to account for
the physical distance between servants and clients. This means that, instead of choosing C's servants at
random, the server chooses the C; closest ones to the new client. We refer to this approach as CSF (i.e.
Closest Servant First). If two servants are at the same distance to the new client, the most recent one is
chosen first.

4.6.1 Finding Close Servants

Finding nearby clients in the Internet has been addressed recently and there already exist approaches that
implement such a feature [38, 61, 65, 75, 83, 56]. For example, in TOPLUS [38], the authors regroup
clients in clusters based on their IP addresses. They do so by using information from BGP routing tables
and the prefixes of well-known networks (such as LANSs or ISPs). The BGP information serve to regroup
clients in coarse-clusters while the LANSs or the ISPs information help to refine these clusters.

Thus, to find closest servants, the server can simply perform an algorithm based on the above mentioned
solutions. Another interesting idea would be to perform the selection procedure of the servants com-
pletely at the client side. The server provides a new client with a quite large set of servants and always
chosen at random. Upon receiving its list, the new client probes at random some of these servants using
the tool King [43] (King is a very interesting tool that allows to estimate the delay between the DNS of
two clients with high precision). Amongst the probed servants, the one that achieves the lowest delay is
considered as the closest one; close servants are more likely to achieve low delay. While it is obvious that
such a solution does not provide exact locality information, we believe that it can achieve good results
without complicating the server.

46.2 Results

We compare PBA to CSF to figure out the gain that can be achieved if (exact) locality information are
available. In figure 4.13(a) we draw the percentage of rejected clients for both approaches versus the
video popularity N. As we can observe from figure 4.13(a), CSF outperforms significantly PBA for
large values of N (i.e. N = 1000). Indeed, in CSF, a new client always contacts a close servant. In
contrast, in PBA, if the new client finds no local servant, it picks one candidate at random. This locality
property of CSF allows it to outperform PBA for N = 1000. In fact, for N = 1000 arrivals per the video
length L, there are 100 arriving clients within a Tppa0f 10 min. These 100 clients will be distributed
over 96 stub-domain nodes. This gives on average 1 client per stub-domain node. Thus, a new client
finds with a large probability a close servant but not a local one. This explains why CSF outperforms
PBA for such a value of N. In contrast, for N = 100, this locality property has no main impact as
candidate servants are few (i.e. ~ 10 servants distributed over 96 nodes) and most probably located far
away from the new client. Hence, choosing the closest servant or one at random give the same result.
When N increases from 100 to 1000, with a high probability, a new client will find a close servant but
not a local one. While this would increase the probability of picking up at random a close servant for
new clients with PBA, CSF takes a full advantage of these close servants. As a result, the percentage
of rejected clients decreases for CSF while it keeps on increasing for PBA. When N becomes larger
(IV > 1000), the probability of having a local servant increases and more clients will be served locally,
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which saves bandwidth in the core of the network and allows to serve more clients. Consequently, the
percentage of rejected clients starts decreasing for PBA and remains decreasing for CSF. For high values
of N (N > 3000), a new client always finds a local servant and as a consequence, both PBA and CSF
have the same performance. For N > 5000, the performance of both approaches deteriorates due to
limiting the bandwidth capacity of local area networks to Ly, = 50 streams.

Figure 4.13(b) depicts the system cost for each of the two approaches as a function of the number
of admitted clients N,. Figure 4.13(b) confirms our intuition, i.e. accounting for the physical distance
between servants and clients allows to save bandwidth and reduces the system cost.
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Figure 4.13: The percentage of rejected clients and system cost for both, PBA and CSF, for a network
of 100 nodes, Lpy = 50, the server is placed in the transit-domain, the number of candidate servants is
Cs = 10, Tppa = 10 min, and Teast = 55 min.

4.7 Service Disruptions

A main challenge for P2P systems is how to deal with service disruptions. When a client leaves the
network, all its descendents will stop receiving the stream until they find a new servant. Also the network
state changes dynamically and the available bandwidth between two end hosts might fluctuate over time.
This has for sure a severe impact on the service the system offers to its clients. PBA can be easily
extended to handle these issues. The key idea is to allow clients to contact multiple servants instead of a
single one. Clients perform locally a greedy algorithm to download different portions of the video from &
servants at the same time. We can inspire from previous work [77, 73] to orchestrate the synchronization
between the different download connections.

When a client receives no packet from one of its servants during a given interval of time, the client
considers that the servant has left the network. It then drops the connection to that servant and sets up a
new one with a new servant from its list. Furthermore, when the client departure rate is high, the number
of servants a client maintains in its list C2¢®“% may drop significantly. For this reason, each client sets
a threshold C*. When C2<*#al decreases lower than C", the client asks some of its active servants to
provide it with the IP addresses of (Cy — C%<*ual) servants. So, leave events are handled locally at the
client side without involving the server.

Note that the idea of using parallel download to retrieve the content has been introduced a few years
ago by Rodriguez et al. [78]. Today, many of recent approaches like BitTorrent [26] rely on this idea
to improve the throughput of clients. Parallel download helps distributing the load over the network. In
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addition, having multiple servants with a total aggregate download rate larger than b (the playback rate
of the video) allows clients to quickly fill their buffer. Thereby, when a servant leaves the network, its
children should have enough data in their buffer to find a new servant and consequently, experience no
interruptions while playing out the video. Parallel download also makes clients less sensitives to the
bandwidth fluctuation in the network since the parallel download algorithms always post more requests
to the servants that offer the best response time and thus smooth out the load. We leave the quantitative
evaluation of this parallel download approach as future work.

4.8 Conclusions and Outlook

48.1 Summary

In this chapter, we studied the use of the P2P paradigm for video content distribution. While previous
approaches build multicast trees to distribute the video to clients, we believe that such solutions make the
server quite complex. Our solution is a new pull-based approach that, in contrast to previous ones, keeps
the server very simple and at the same time, achieves an efficient management of network resources.

The basic idea of our approach is very simple. When a new client wishes to receive a video, it first
contacts the server. If there is enough free bandwidth along the path to the new client, the server transmits
the video to the new client. Otherwise, the server responds to the new client with a list of C'; servants.
These servants are clients that have received or are currently receiving the video. Then, the new client
searches for an available servant from which it downloads the video.

We conducted intensive simulations to evaluate the performance of our model. We also provided
a comparison between PBA and P?Cast, a multicast tree-based approach proposed previously. Our
results showed that as compared to P2Cast, PBA not only simplifies the server, but it also consumes
significantly less network bandwidth and allows more clients to access the service. We first gave results
for a basic scenario where we considered (i) A network of 100 nodes, (ii) The bandwidth capacity of
each local network is set to Lpy = 50, (iii) The server is placed in the transit-domain, (iv) The threshold
values are Tppa = 10 min and Teas = 55 min, (v) The maximum number of candidate servants is set to
Cs = 10. A key result is that

e PBA outperforms significantly P?Cast for large values of the video popularity N. As compared
to P2Cast, PBA can reduce the percentage of rejected clients by up to 80% and the system cost
by a factor of 2.

e Due to the threshold Tpn, that we introduced, P2Cast outperforms slightly PBA for moderate
values of the number of clients. e.g. N = 100.

e In contrast to P?Cast, PBA achieves a good efficiency with a reasonable demand on the client
capabilities, i.e. Cyp = 2.

To validate our results in depth, we investigated further scenarios where we changed separately the
following parameters (i) The values of Tcag and Tpua , (ii) The placement of the server, (iii) The number
of servants Cj a client can contact, (iv) The bandwidth capacity of the local area networks Lpy, and (V)
The network topology. The results that we obtained confirmed the previous ones and exhibited the same
tendency for both approaches.

We then showed that our model is highly flexible in the sense that many features can be added to
the system. One possible extension was to allow the server to account for the physical distance between
clients and their servants. We demonstrated that such a feature reduces the bandwidth consumed in the
core of the network and allows the system to serve more clients.



4.8. CONCLUSIONSAND OUTLOOK 75

Note that in the performance evaluation phase, we assumed a static network and no service disrup-
tions. Our goal was to reveal that we can achieve a high efficiency without constructing multicast trees.
However, we also discussed how PBA can deal with real scenarios where the network conditions change
dynamically over time and clients can leave the network at any time. We identified the basic principle,
i.e. the use of parallel download to retrieve the video from multiple servants simultaneously. Download-
ing different portions of the video from multiple servants improves the throughput of clients. Moreover,
parallel download algorithms make clients less sensitive to the servant departures and bandwidth fluctu-
ations in the network.

4.8.2 Outlook

In this chapter we focused on video content distribution in P2P networks. Another important related
problem is the file replication. Nowadays, file replication using P2P has become a prominent service and
a very significant source of Internet traffic.

Existing approaches for file replication in P2P networks can be largely classified into tree-based and
mesh-based approaches, according to the way clients are organized in the network. In the next chapter,
we first review the scaling behavior of both kinds of approaches. We prove that mesh approaches are
not only simple and robust, but they also outperform tree ones. We then focus on mesh approaches
and present a complete analysis where we isolate the main factors that guide the performance of these
approaches.
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Chapter 5

Mesh Approaches for File Replication in
P2P Networks

5.1 Introduction

File replication in P2P networks has attracted a lot of interest lately especially after the great success
of some approaches like BitTorrent. Recent statistics by AlwaysOn Network magazine [7] prove that
BitTorrent alone generates around 53% of the total P2P traffic, which in turn accounts for 70 — 80% of
the overall European Internet traffic [46].

Existing approaches for file replication can be broadly classified into tree-based and mesh-based ap-
proaches, according to the way clients are organized in the network. This chapter has two main goals.
The first one is to compare tree-based and mesh-based approaches. Biersack et al. [18] have analyzed
the performance of different tree approaches, a linear chain (Linear), a simple tree with an outdegree k
(Tree*), and a forest of parallel trees (PTree®). PTree” splits the file into & parts and sends each part
on a distinct tree. A client is an interior node in a tree and a leaf node in the remaining ones. In their
analysis, the authors proved that tree-based approaches can be highly efficient; the number of clients
served scales exponentially in time for T'ree* and PTree*. In this chapter we demonstrate that mesh
approaches can provide as low service time as tree approaches while being more flexible and more robust
against bandwidth fluctuations and client departures. To do so, we introduce two cooperation strategies
between peers®, namely Least Missing and Most Missing. We evaluate these two strategies analytically
as well as through simulations. Our results prove that the Least Missing architecture achieves a similar
performance to Tree® while benefiting from more flexibility and simplicity. Also, Most Missing scales
even better than PTree” while avoiding the penalty of constructing parallel trees.

To the best of our knowledge, there has been scarcely any comparison between the scaling performance
of tree approaches and mesh approaches. We are only aware of one paper by Yang et al. [94] that models
the service capacity of mesh approaches. In this paper, the authors prove that such approaches can scale
exponentially in time but, no particular architecture was given.

The second goal of this chapter is an analysis of the scaling behavior of mesh approaches. To this
purpose we evaluate extensively the two architectures, Least Missing and Most Missing, under various
assumptions of the system parameters. Based on our results, we present guidelines that help in the design
of new architectures depending on the goals to achieve and the deployment scenario.

1Keep in mind that we use the term peer only in case we want to refer to both, clients and server at the same time.

7
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5.1.1 Our Contribution

In this chapter we introduce two mesh cooperative architectures, Least Missing and Most Missing. The
performance of this type of architectures depends on three key designs:

o Peer selection strategy: which among our neighboring peers will we actively trade with, i.e. serve
chunks to or request chunks from? In this chapter, we assume that the file is split into |C| chunks
of equal size.

e Chunk selection strategy: which chunk will we preferably serve to, or request from, other peers?

e Network degree: what are the optimal indegree/outdegree of peers that achieve a high connec-
tivity between peers and speed up the file dissemination? We define the indegree (respectively
outdegree) of a peer as the maximum number of concurrent download (respectively upload) con-
nections at that peer.

As for the peer selection strategy, there are two intuitive but extreme solutions. The first one, referred
to as Least Missing, is to quickly create a few sources for the entire file, which in turn serve the file
and create other sources and so on. The opposite way is to fast upload few chunks to a lot of clients,
which allows them to quickly participate into the file delivery. We call this strategy the Most Missing
one. In both strategies we require peers to schedule the rarest chunks first. Rarest chunks are the least
duplicated chunks in the system. However, the motivation behind the choice of these two strategies is
not only because they are simple and intuitive. In fact, Least Missing and Most Missing are just samples
that validate how efficient mesh-based approaches can be. We analytically prove that Least Missing can
simulate a tree distribution (i.e. T'ree¥) if we choose correctly the indegree and outdegree of peers. We
also demonstrate that Most Missing can be even more efficient than PTree*, the optimal tree architecture
as found in [18]. Moreover, these two strategies help us to understand the main restrictions as well as
the power of cooperative distribution architectures without complicating the analysis. Through intensive
simulations, we isolate the main parameters that can highly affect the system performance, namely the
arrival process of clients, the network degree, the life time of clients, and the upload and download
capacity of peers. A key result is that Most Missing minimizes the impact of these parameters while the
behavior of Least Missing varies significantly from one scenario to another. Furthermore, we discuss
the importance of the chunk selection strategy. We assess the performance of the two architectures in
the case where peers schedule chunks at random instead of rarest ones. Our conclusion is that random
selection of chunks produces a high degradation in the system performance.

Note that there are also technical parameters that might have a significant impact on the system
behavior. One parameter is the available bandwidth in the network. In this chapter we assume that peers
have limited upload/download capacities but the network is assumed to have infinite bandwidth. The
reason is that we want to focus on the advantages and the shortcomings related to our architectures and
not to external factors. Another important parameter is the “data management”. Previous work [21, 26,
84, 94] has advised to split the file into various “chunks”, which permits concurrent downloading from
multiple peers. In addition, with this technique, instead of waiting to finish to download the whole file, as
soon as a client finishes downloading a chunk, it can start serving it. Yet, the choice of the number and the
size of the chunks is critical: the larger the number and the smaller the size of the chunks, the faster the
clients participate into the file delivery, which in turn improves the system performance. However, this
improvement would be at the cost of a higher overhead induced by more messages exchanged between
clients. So, the service provider can choose the appropriate values (i.e. number and size of the chunks)
based upon the required goal. We consider here a common chunk size of 256 KB and a number of chunks
of |C| = 200, which makes a file of 51.2 MB. We also consider the case of one single file.
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To summarize, our goals in this chapter are: (i) Support the use of mesh approaches rather than tree
ones for file replication services and (ii) Present a complete analysis that provides guidelines for the
conception of new approaches depending on the scenario and the goals to attempt.

5.1.2 Notation

Before we go into details, we introduce the parameters that we use in the sequel. We denote by C and |C|
respectively the set and number of all chunks in the file being distributed. D; and M; represent the set
of chunks that client 7 has already downloaded and is still missing respectively (with M; U D; = C and
M; ND; = (). Similarly, d; £ ‘%‘ and m; £ "rg” correspond to the proportions of chunks that client
i has already downloaded and is still missing, respectively. The parameter S, stands for the upload
capacity of the server while Cyp and Cyown represent respectively the upload and download capacity of
clients. The indegree of peers is represented by the parameter P;,, and the outdegree by P,,;. One round
or one unit of time is the time needed to download the file at rate , where r is a parameter expressed
in Kbps. It follows that, for a file that comprises |C| chunks, %| unit of time is needed to download
one single chunk at rate r. Finally, the life time (Life) of a client, expressed in min, denotes the time
the client stays online after it has completely downloaded the file. For example, Life = 0 means that
the client is selfish and disconnects straight after it finishes the download. Table 5.1 summarizes all the

aforementioned parameters.

Parameter Definition

C Set of all chunks

IC| Number of all chunks

N Number of clients in the system

D; Set of chunks that client ¢ has already downloaded
d; Proportion of chunks that client 4 has already downloaded
M, Set of chunks that client 4 is still missing

m; Proportions of chunks that client 4 is still missing
Sup Upload capacity of the server in Kbps

Cup Upload capacity of clients in Kbps

Cdown Download capacity of clients in Kbps

P Indegree of peers

P, Outdegree of peers

r Parameter expressed in Kbps

One round/One unit of time Download time of the entire file at rate r

Life Life time of clients in min

Table 5.1: Definition of the parameters used in this chapter.

5.1.3 Organization of this Chapter

The rest of this chapter is structured as follows. In section 5.2 we introduce the basic design of our two
architectures, Least Missing and Most Missing. Section 5.3 summarizes the scaling behavior of Linear,
Tree*, and PTreethat we use in the comparison between tree-based and mesh-based approaches. Such
a comparison is performed in section 5.4. Section 5.5 describes the experimental setup and the simula-
tions results are given in sections 5.6 and 5.7. We discuss open questions in section 5.8 and we conclude
this chapter in section 5.9.
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5.2 TheBasic Design

In this section we present the basic design of our two cooperative architectures. Each architecture in-
cludes a peer selection strategy coupled with a chunk selection strategy. We also point out the importance
of the network degree as a key design.

5.2.1 Peer Selection Strategy

The peer selection strategy defines ”trading relationships” between peers and affects the way the network
self-organizes. In our simplified model we assume that (i) A client can communicate with any other client
in the network and (ii) Each client knows which chunks the other clients in the system hold. Our results
should remain valid in practice given that each client knows about a large enough subset of other clients,
e.g. 40 to 120 clients as we observed in BitTorrent [50].

When a client has some chunks available and some free upload capacity, it uses a peer selection
strategy to locally determine which client it will serve next. In this chapter, we propose and evaluate two
strategies:

e Least missing: Preference is given to the clients that have many chunks, i.e., we serve in priority
client 5 with d; > d;, V 4. This strategy is inspired by the SRPT (shortest remaining processing
time) scheduling policy that is known to minimize the service time of jobs [82].

e Most missing: Preference is given to the clients that have few chunks (new comers), i.e., we serve
in priority client j with d; < d;, V <. The rationale behind this strategy is to evenly spread chunks
among all clients to allow them to quickly serve other clients. We expect this strategy to engage
clients into the file delivery very fast and keep them busy for most of the time.

These two strategies present two extreme ways to engage clients into the delivery process. We can easily
verify that the Least Missing strategy tries to create fast a few sources with the whole file, which in turn
create other few sources and so fourth. In contrast, the Most Missing strategy seeks to upload rapidly a
few chunks to a lot of clients and hence, makes all clients active.

Recall that our goal here is not to recommend these two strategies. We rather use them to achieve the two
goals that we stated earlier: (i) Support the use of mesh approaches for file replication and (ii) Present
guidelines for the design of new architectures. Moreover, these two strategies pave the way to deduce
many of other ones that are adequate for specific deployment scenarios.

5.2.2 Chunk Selection Strategy

Once the receiving client j is selected, the sending client 7 performs an algorithm to figure out which
chunk to send to client j. The mechanism to select which chunk to be served on an active connection
aims at modifying the way the chunks get duplicated in the network. A good chunk selection strategy is
a key to achieve good performance. Bad strategies may result in many clients with non relevant chunks.
To avoid such a scenario, we require the sending client 7 to schedule the rarest chunk C, € (D; N M;)
among those that it holds and the receiving client 5 needs. Rarity is computed from the number of
instances of each chunk held by the clients known to the sender. This strategy is inspired from BitTorrent
and expected to maximize the number of copies of the rarest chunks in the system.

5.2.3 Network Degree

Given the peer and chunk selection strategies, one interesting question is how to choose the inde-
gree/outdegree of a client subject to its upload/download capacity. By maintaining & concurrent upload
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connections, a client ¢ could serve k clients at once and intuitively quickly upload the chunks that it holds.
In addition, by serving & different clients simultaneously, the client can fully use its upload capacity and
thus, maximize its contribution to the system resources. However, this intuition is not always correct.
The upload capacity of client  would be divided amongst the & different connections. The larger the
value of k, the lower the bandwidth dedicated to each connection. As a result, a large value of £ might
slow down the rate at which chunks get replicated in the network. For instance, for a tree distribution, a
small outdegree of k = 2 is optimal (see T'ree® in section 5.3.2).

Similarly, one could think of maintaining multiple download connections to improve the throughput
of clients. Previous work by Gkantsidis et al. [40] has clearly showed that, in a large deployment of
parallel download, more than 5 concurrent download connections does not benefit the clients. In this
chapter we investigate Least Missing and Most Missing under many assumptions on the value of the
indegree (P;,,) and outdegree (P,,;) of peers. Note that we assume all peers (clients and the server) to
have the same outdegree.

5.3 Summary of Tree Approaches

Biersack et al. [18] analyze the performance of tree approaches for file replication. Their analysis focuses
on three architectures, Linear, Tree®, and PTree*. For each of the these architectures, the authors derive
an upper bound on the number of served clients within ¢ rounds under the assumptions that (i) All N
clients arrive to the system at time ¢ = 0 and (ii) All peers have homogeneous bandwidth capacities
(Sup = Cup = Cdown = 7). In this section we briefly outline the basic idea and the scaling behavior of
each of the three architectures. In fact, Linear, Tree*, and PTree* are needed for the comparison that
we perform later on between the tree-based and mesh-based approaches.

5.3.1 Linear: A Linear Chain Architecture

The basic idea of the linear chain, referred to as Linear, is quite intuitive. Linear organizes clients in a
chain: The server uploads the file to client 1, which in turn uploads the file to client 2 and so on. The
authors analyze this architecture under the following assumptions:

e The server serves sequentially and infinitely the file at rate ». At any point in time, the server
uploads the file to one single client.

e Each client starts serving the file once it receives the first chunk.

The authors consider the case where each client uploads the whole file at rate r to one other client before
it disconnects. Thus, each client contributes to the system with the same amount of bytes it receives from
the system. At time ¢t = 0, the server starts serving a first client. Attime ¢ = %‘ the first client gets the
first chunk and starts serving a second client. Likewise, once the second client receives the first chunk at

timet¢ = ‘g—| it starts serving a third client and so on. As a result, one obtains a chain that increases by

one client each |é—‘ unit of time and by |C| clients each round. On the other hand, at time ¢ = 1, the server
finishes uploading the file to the first client. If there are still clients that are not receiving any chunk
(i.e. [C| > N), the server then starts a new chain that increases also by one client each 2 unit of time.
This process at the server repeats each round, which generates ¢ + 1 chains within ¢ rounds (figure 5.1).
Basing on the above analysis, one could easily verify that the number of served clients within ¢ rounds is

given by:

Nrinear(ICl,t) = t+|C|-t(t—1)/2
|- #? (5.1)
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t=3
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Figure 5.1: The evolution of the Linear architecture with time. The number of chunks is set to |C| = 3.
The black circle represents the server while the black squares represent the clients.

This result shows that the number of served clients grows linearly with the number of chunks |C| and
quadratically with the number of rounds ¢. From eq. (5.1) they derive the time needed (expressed in
number of rounds) to serve N clients as follows:

(Ic] =2) +/(IC] —2)2 +8- N - [C]
2-1C|
cl+/Icl? +8-N -[c]

~ 2 Tel (5.2)

TLinear(‘CL N) =

In their analysis, the authors distinguish three cases depending on the value of the clients to chunks ratio
N.

1 1 N
2 + 1 or C] <
N
TLinear(‘ClaN) ~ 4 2 for m =1
N N
— for — >1
LV [Cl C|

As concerns this architecture, we would like to highlight two main points:

e The main advantage of Linear is that it optimizes the transmission time of the file (peers upload
and download the file at full rate ). This makes this architecture highly efficient when % < 1L

e However, Linear is very slow to engage clients into the file delivery when ﬁg—| > 1 and thus, clients
may wait for too long before they start receiving the file.

Figure 5.2 shows what we just explained. As long as the number of clients N is smaller than |C| (i.e.

% < 1), the Linear architecture performs well. When N grows significantly relative to |C| (i.e. % >

1), the service time can reach extremely large values. For instance, when |C| = 10* chunks, one needs
about one round to reach N = 102 clients, 2 rounds for N = 10%, and 15 rounds for N = 106.
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Figure 5.2: The service time for Linear versus the number of clients NV for different values of the number
of chunks, |C| = {102,10%, 10°}.

5.3.2 Tree*: A TreeDistribution Architecture

In addition to Linear, the authors analyze a simple tree with an outdegree & under the following assump-
tions:

e The server is located at the root of the tree and uploads the file to & clients in parallel each at rate
T
E

e Each client receives the file at rate %.

e Each interior client in that tree uploads the file to k£ other clients simultaneously as soon as it
receives the first chunk.

Under these assumptions, each interior client contributes & times the amount of bytes it receives from the
system while leaf clients upload no chunks at all. Given a download rate of £, the client needs % unit
of time to receive a single chunk and & units of time to receive the entire file. At time ¢ = 0, the server

starts serving the file to & clients, 1,...,k, each at rate . Each of these k clients waits |§—‘ unit of time
before it starts serving k£ new clients. New clients also wait for |§—‘ unit of time before serving the file and

so forth. Thereby, each ‘f/,—| unit of time, one new level is added. Level 0 includes clients 1, ..., k, level 1
includes the &2 clients served by the % clients at level 0. More generally, the number of clients engaged

at level 4 is k**! (figure 5.3).

t=0

t=2/(C|

t=4/|C|

Time

Figure 5.3: The evolution of the T'ree* architecture with time for & = 2. The client needs two units of
time to receive the whole file at rate 5. The black circle denotes the server while the black squares denote
the clients.
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Given how clients are engaged into the tree and that each client receives the file at rate 7, they derive
the number of served clients at time ¢ as:
(t=k)ic]

Nrree(IC, k1) ~ Kl I+ (5.3)

EQq.(5.3) shows that the number of served clients scales exponentially with time and with the number of
chunks |C|. And the time needed to serve N clients is then:
N k
TTT88(|C|7 k,t) - k' + L]ng EJ . m
By deriving T'r.ee With respect to £ and equating the result to zero, the authors demonstrate that an
outdegree k = 2 is optimal for T'ree*.

(5.4)

5.3.3 PTreef: An Architecture Based on Parallel Trees

The overall performance of the tree architecture can be greatly improved if one could capitalize the
unused upload capacity at the leaves. This would permit clients to download the file at full rate r instead
of at rate 7. The PTree architecture allows to do this. In PTree*, the file is partioned into & parts

of equal size. If the entire file is divided into |C| chunks, each of the & parts will comprise |i—‘ disjoint

chunks. Then, each part P? is transmitted over a distinct tree 7. Each of the & trees includes all N

clients in the system; a client is an interior client in one tree and a leaf client in the remaining ones.
Figure 5.4 depicts the basic idea of PTree® for k = 2. In PTree®, each client helps in distributing

Server

part P1 at rate r/2 part P2 at rate r/2

Tree T2

12 12 / Y‘
2 3 t=2/|C|

time

Figure 5.4: The evolution of PTree* with time. The file is divided into two parts (k = 2).

% of the file (only one part). Given a tree T, an interior client serves part P to k other clients each at
rate  and thus, clients upload to the system an amount of bytes equivalent to the full file. The reception
of the distinct parts happens in parallel. Each part is received at rate # and consequently, all clients can
fully use their download capacity. Note that such a distribution archltecture was first proposed by Castro
et al. [21] under the name of SplitStream to increase the resilience against churn (i.e., client departures)
in a video streaming application.

PTree® comprises k trees where each tree includes all clients and consists of (1 4 |log, N|) levels
and a height of |_10gk N |. Throughout each tree T, part P! propagates at rate % and thereby, each level
induces a delay of £ el unit of time. This means that all parts will be completely received by all IV clients
at time

k
TPT'ree(|C|>k>N) =1+ I_]ng NJ o0

55
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This result is very important as it shows that all clients finish downloading the file at the same time. From
the above analysis, the number of served clients within ¢ rounds as:

p(le=0-E 41y _
k—1
o plle-1-8) (5.6)

NPT'ree(‘CL k,t) =

As in Tree, the number of served clients increases exponentially in time and with the number of chunks
|C|. The main advantage of PTree* as compared to Tree, is that clients receive the file at full rate r
instead of 7. Note that, the optimal performance for PTree® corresponds to k = 3.

A comparison between the three architectures is given in table 5.2 where PTree* exhibits the best
performance. The high efficiency of PTree” is due to the fact that it engages clients very fast into the

Distribution architecture Number of served clients Service time

Linear c| - ¢2 (IQ—%ﬂ/W
Tree* L k+ |logy, %] - \(kj’_l
) L+ loge N -

Table 5.2: Summary of the scaling behavior of Linear, Tree®, and PTree*.

file delivery and keeps them active most of the time.

5.4 Mesh approaches versus Tree approaches

As stated in the introduction, one of the two goals of this chapter is to demonstrate that mesh approaches
can be at least as efficient as tree ones. Despite their simplicity, the two architectures Least Missing and
Most Missing permit to do so. The analysis presented in this section shows that (i) Least Missing can
simulate a tree distribution as with T'ree* while (ii) Most Missing ensures the same keys responsible for
efficiency as in PTree®, but in a simpler way.

54.1 A Comparison between Least Missing and T'ree*

In Least Missing, each peer tries to serve first the neighbor that has the largest number of chunks amongst
all other neighbors. Keep in mind that peers serve the rarest chunks in priority. Despite its simplicity, the
number of served clients with Least Missing can scale exponentially in time as in Tree*. The key idea
is to set the indegree of peers to P, = 1 and the outdegree to P,,; = k. For ease of explanation, let us
assume that k£ = 2; we analytically prove that Least Missing with P;,, = 1 and P,,; = 2 is equivalent to
Tree*=2. In this analysis we make the same assumptions as in Tree*=2:

e All peers have equal upload and download capacity Syp = Cyp = Cgown = 7, Where r is a
parameter expressed in Kbps.

e Peers maintain an outdegree P,,; = 2 and an indegree P;, = 1.



86 CHAPTER 5. MESH APPROACHESFOR FILE REPLICATION IN P2P NETWORKS

e A client can start serving the file once it receives a first chunk.

e Each client remains online until it delivers twice the number of chunks it receives from the system
while the server stays online indefinitely.

e All N clients arrive to the system at time ¢ = 0.

At time t = 0, the server starts serving two disjoint chunks, C; and Cs, to two clients 1 and 2, each at
rate 5. The server finishes uploading chunks C and Cs to these two clients by time ¢ = % Given that
this policy favors clients that have the largest number of chunks, the server will continue uploading to
clients 1 and 2 until they completely download the whole file. On the other hand, at time ¢ = |g—| clients
1 and 2 have now each one chunk. So each of them starts serving two new clients, each at rate 5 and
consequently, 4 new clients are engaged into the file delivery. Clients 1 and 2 will remain uploading the
chunks they have to these 4 new clients. This same process repeats and one new level is added each %
unit of time. Level 5 includes 2¢+! clients, which are served by the 2 clients located at level (i — 1).
On the other hand, each client receives the file at rate 5 and the reception lasts for 2 units of time after
the first byte has been received. Hence, the number of clients in the system evolves as in a tree with an
outdegree k = 2. Figure 5.5 draws the time at which clients start receiving the file. This above analysis

Server

t=0

t=2/C|

t=4/|C|
Time

Figure 5.5: The evolution of the number of served clients with the Least Missing architecture. All N
clients arrive to the system at time ¢ = 0. Each peer has indegree P;,, = 1 and outdegree P,,; = 2. We
assume homogeneous upload/download capacities Syp = Cuyp = Cdown = b.

can be applied to any integer value of the outdegree k. The key idea is to set P;, = 1 and Py, = k. We
can then verify that the scenario P, = P,,; = 1 gives a linear chain (Linear).

Results

To validate our analysis, we compare in figure 5.6 the evolution of the number of served clients over time
for Least Missing, Tree®, and Linear. The results for Least Missing are obtained from simulations?.
In contrast, the results for Linear and Tree® are computed using respectively equations 5.1 and 5.3
in sections 5.3.1 and 5.3.2. Figure 5.6 assumes homogeneous upload and download capacity of peers,
S = Cuyp = Coonn = 128 Kbps. For P;, = 1 and P,,; = 2, Least Missing must act as Treek=2
(figure 5.6(a)). Figure 5.6(a) shows that the overall time needed to serve 10* clients is very close in both
approaches. However, the evolution of the number of served clients with time is completely different. We
can explain this difference between the analytical and the simulation results as follows. In the analytical
model, we assume a perfect synchronization between peers, which is not the case in our simulator. In
the simulator, each client is given an id. Consider a connection over which client 1 delivers to client 2 a
chunk C;. Once the chunk is completely delivered, the connection is released and each of the two clients

2Details about the simulator are given in section 5.5
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updates its list of chunks. In addition, each of the two clients sorts its neighbors in decreasing order of
the number of chunks they hold. Then, each client scans its neighboring list, up to down, until it finds
a neighbor to serve. This algorithm is executed sequentially at the client with the lowest id first. This
means that, client 1 sorts its neighboring list and starts looking for a new neighbor to serve before client 2
updates the list of chunks it holds. In this case, client 1 would ignore that client 2 has already downloaded
chunk C; and the sorting list of client 1 would not be exact at 100%. As a result, in our simulator, Least
Missing does not behave as a perfect one and clients that have the largest number of chunks are not
necessarily served first, i.e. least missing clients are not always at the top of the neighboring list. This
feature has been intentionally added to the simulator to account for the lack of synchronization between
peers in real Internet. In practice, when a client receives a chunk, it announces the new chunk to all its
neighbors. Thus, a peer may perform its algorithm and choose the new neighbor to serve before all the
“announcements” of new chunks have been received.

On the other hand, for P;,, = P,,; = 1 and under the assumptions of homogeneous upload/download
capacities, the Least Missing policy should have the same behavior as Linear (figure 5.6(b)). As we can
observe from figure 5.6(b), the two results are quite close; the slight difference is once again due to the
lack of synchronization between peers.
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Figure 5.6: The number of served clients against time. All NV clients arrive at time ¢ = 0. We assume
homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps.

5.4.2 Most Missing versus PTreef

Having seen how Least Missing can scale exponentially with time, we now investigate the scaling behav-
ior of Most Missing. In this policy, clients that have the lowest number of chunks are served in priority.
Thus, we expect Most Missing to engage clients into the file delivery as fast as possible and keep them
busy for most of the time. In other words, we believe that Most Missing meets the main key features of
PTreek. In this section we study the basic behavior of Most Missing and we compare it to PTree*. We
assume a basic scenario where:

o All peers have equal upload and download capacities, Syp = Cyp = Cown = T
e Peers have equal outdegree and indegree Py = P, = 1.

e Each client stays online until it receives the whole file and can start serving other clients as soon
as it receives a first chunk.
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e All N clients arrive to the system at time ¢ = 0.
For this scenario, we conduct a simulation with the parameter values given in table 5.3. In figure 5.7

Table 5.3: Parameter values.
Arrival Process Cup Cldown Sup P, | Py | Life

10*att =0 | 128 Kbps | 128 Kbps | 128 Kbps | 1 1 0

we expose the number of served clients against time. This figure supports our intuition. Most Missing
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Figure 5.7: The number of served clients against time for Most Missing. All N clients arrive at time
t = 0. Each peer maintains at most one download and one upload connection (P;, = P, = 1).We
assume homogeneous upload and download capacities Syp = Cyp = Cyown = 128 Kbps. Clients
disconnect as soon as they receive the file (Life = 0).

behaves similarly to PTree”; all clients complete very fast and almost at the same time. If we compare
the two architectures in absolute terms for the parameter values given in table 5.3, we find that Most
Missing needs 3472 seconds to serve all the 10* clients while PTree” lasts a bit longer, 3584 seconds.
This result shows that we can achieve a high efficiency while avoiding the overhead of constructing
parallel trees. Note that the service time achieved by Most Missing (i.e. 3472 seconds) is very close to
the optimal one; for Syp = Cyp = Cyown = 128 Kbps and for a file of 51.2 MB, the optimal transmission
time of the file is 3200 seconds.

By serving always most missing clients, this strategy ensures all clients to progress at almost the same
speed. In figure 5.8 we present a snapshot of the download progress as seen by clients after 45 min of
the beginning of the simulation. As we can see from this figure, all clients are in the same neighborhood;
they are about 75% of the file. For clarity, when we show a snapshot of the download progress, we batch
clients that are close in their download within intervals of 10%. For example, if a client has downloaded
X% of the file with 70 < X < 80, we consider that this client has completed 75% of the download.

We further investigate the evolution of the chunks in the network for Most Missing. Figure 5.9(a)
draws the number of copies for each chunk as a function of time and the chunk index while the mean
and the deviation of the chunks are depicted in figure 5.9(b). At any time ¢, we compute the mean of
the chunks as the sum of the number of copies over all chunks in the system divided by the number of
chunks |C|. Figure 5.9(a) shows that, once a chunk is injected in the system, it gets replicated very fast.
As time goes by, the number of copies for each chunk can vary significantly from one chunk to another.
This behavior produces a high heterogeneity in the chunks distribution especially after half an hour of
simulations where the deviation is maximal (figure 5.9(b)). To explain the quick replication of chunks
with Most Missing, we proceed as follows. For the parameter values displayed in table 5.3, one round is
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Figure 5.8: Snapshot of the download progress of clients for Most Missing. All N clients arrive at time
t = 0. Each peer maintains at most one download and one upload connection (P;, = Py = 1).
We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps. Clients
disconnect as soon as they receive the file (Life = 0).
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Figure 5.9: The chunks distribution over time for Most Missing. All N clients arrive at time ¢ = 0.
Each peer maintains at most one download and one upload connection (P;, = Py = 1). We assume
homogeneous upload and download capacities Syp = Cuyp = Caown = 128 Kbps. Clients disconnect as
soon as they receive the file (Life = 0).

equivalent to 3200 seconds and ﬁ is equivalent to 16 seconds. For sake of simplicity, we assume that
the server starts serving the file at time ¢ = 0. The server sends the first chunk C'; to client 1 at rate . At

time ¢t = ﬁ client 1 receives completely chunk C;. Given that the policy tends to serve always rarest

chunks to clients that have the fewest number of chunks, at t = %‘ the server schedules a new chunk Csq
to a new client 2. Similarly, client 1 starts delivering its chunk é‘l to a new client 3. Let us focus for the
moment on chunk C;. Attime ¢t = % client 1 downloads completely chunk C to client 3. As a result,

attimet = %' there are two clients (1 and 3) that maintain a copy of the first chunk C';. By this time
t= %| these two clients deliver that chunk to two new clients and so forth. Hence, the number of copies

of chunk C1 in the system doubles each 1. unit of time. After % unit(s) of time, there are 2~! clients
that have the first chunk and only the first chunk. This same analysis can be applied on chunk Cs. Chunk

Cs was injected in the network by the server at time ¢t = ﬁ i.e. ﬁ unit of time after the first chunk C;.



90 CHAPTER 5. MESH APPROACHESFOR FILE REPLICATION IN P2P NETWORKS

By time t = ﬁ there are 2:—2 clients that have chunk C5 and only chunk C5. More formally, at time
t = ﬁ chunk j (with j < 4) has 2'~7 copies. Figure 5.10 plots the evolution of the number of copies

for the first four chunks versus time. The first chunk C starts with a single copy at time ¢t = |é—‘ At time
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Figure 5.10: The theoretical evolution of the number of copies for the first four chunks with time for Most
Missing. All N clients arrive to the system at time ¢ = 0. Each peer maintains at most one download and
one upload connection (P, = P,,: = 1). We assume homogeneous upload and download capacities
Sup = Cup = Cyown = 7. Clients disconnect as soon as they receive the file (Life = 0).

t= ‘g—| there are 2 copies, and 4 copies at time ¢t = %

We outline that this analysis assumes that there are always new clients that have no chunks at all.

We refer to clients that hold one chunk as the existing clients and the new clients that hold no chunks
at all as the new arrivals. Thus, the above analysis holds true as long as the number of existing clients
is less than or equal to the number of new arrivals. And during this period of time, say the start-up
period, chunk C; will have the largest number of copies, then chunk C3, and so on. During this start-up
period, existing clients are always serving new arrivals and no chunks are exchanged amongst them.
Therefore, the number of copies for chunks keeps on growing exponentially. However, once the number
of arriving clients becomes less than the number of existing clients in the system, existing clients can
start exchanging chunks and it then becomes very hard to keep track how chunks propagate. Yet, figure
5.9(a) shows that the growth in the number of copies for subsequent chunks is as high as during the
start-up period.
In figure 5.11, we plot the simulation result for the evolution of the number of chunks versus time. We
show only the first four chunks injected by the server, e.g. chunks C1, Cy, C3, and C4. This figure
confirms our analysis. During the start-up period, the number of copies of each of these chunks doubles
each ﬁ unit of time, which is equivalent to 16 seconds in this scenario. In addition, each of these chunks
is ﬁ unit of time late as compared to the antecedent one.

54.3 Preliminary Conclusion

In this section we analyzed the basic behavior of our two architectures. We also presented a comparison
between Least Missing and T'ree® on one side, and Most Missing and PTree” on the other side. The
comparison permitted to validate our intuition; mesh approaches can be more efficient than tree ones
while being simpler, more flexible, and more dynamics. Note that this comparison does not take into
account the challenges of constructing and maintaining the trees.

We now continue our evaluation of Least Missing and Most Missing and conduct extensive simula-
tions over a wide set of scenarios. Throughout these simulations, we point out the main parameters that
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Figure 5.11: The simulation result for the evolution of the number of copies of chunks with time. We
consider only the first four chunks injected by the server. All N clients arrive to the system at time ¢ = 0.
Each peer serves one single client at a time. We assume homogeneous upload and download capacities
Sup = Cup = Cyown = 128 Kbps. Each peer maintains at most one download and one upload connection
(P;r, = Pyy = 1). Clients disconnect as soon as they receive the file (Life = 0).

guide the performance of mesh-based approaches. We present two sets of results: The first one is for an
instantaneous arrival of all clients at time ¢ = 0 while the second set of results assumes a Poisson arrival
of clients. Within each set, we start with a basic scenario where we assume (i) Syp = Cuyp = Cdown = 128
Kbps, (ii) Life = 0 (clients are selfish), and (iii) P;, = P, = 1. This basic scenario allows us to un-
derstand the importance of the way peers organize themselves and cooperate in the system. We then
investigate separately the impact of the following parameters:

e Indegree/Outdegree of peers: Our goal here is to see whether parallel upload and download of the
chunks speed up the replication of the file.

o Life time of clients: We study the performance of the system when clients stay for 5 additional min
after they completely retrieve the file. Intuitively, having altruistic clients increases the potential
service of the system. However, the rational behind this scenario is to point out the conditions to
guarantee a good scaling behavior even in worst cases where peers are completely selfish.

¢ Upload and download capacity of clients: We consider the case of clients with heterogeneous
bandwidth capacities. We would like to understand how we can prevent clients with low bandwidth
capacities from highly damaging the performance of the system.

e Chunk selection strategy: We evaluate the two architectures under a random selection of chunks
where the goal is to prove that scheduling the appropriate chunks is needed for efficiency. To avoid
confusion, we assume that peers schedule always rarest chunks first, unless stated otherwise.

5.5 Experimental Setup

For the purpose of evaluating our two cooperative architectures, we made use of the simulator developed
by Felber et al. [36]. The simulator models various types of P2P networks and allows us to observe
step-by-step the distribution of large files among all peers in the system according to several metrics.
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5.5.1 Simulation Methodology

The simulator is essentially event-driven, with events being scheduled and mapped to real-time with a
millisecond precision. The transmission delay of each chunk is computed dynamically according to the
link capacities (minimum of the sender upload and receiver download) and the number of simultaneous
transfers on the links (bandwidth is equally split between concurrent connections).

Once a peer ¢ holds at least one chunk, it becomes a potential server. It first sorts its neighboring
clients according to the specified peer selection strategy. It then iterates through the sorted list until it
finds a client j that (i) Needs some chunks from D; (D; N M; # 0), (ii) Is not already being served by
peer %, and (iii) Is not overloaded. We say that a peer (client or server) is overloaded if it has reached
its maximum number of connections and has less than 128 Kbps bandwidth capacity left. Peer 7 then
applies the chunk selection strategy to choose the rarest chunk to send to client j. Peer ¢ repeats this
whole process until it becomes overloaded or finds no other client to serve.

5.5.2 Deployment Scenarios

We specifically focus on two deployment scenarios that correspond to real-world applications of cooper-
ative content distribution. In the first scenario, we assume that all clients arrive to the system at the same
time. This is a crucial scenario that may be the case where (i) A critical data, e.g. anti-virus, must be
updated over a set of machines as fast as possible or (i) A flash crowd, i.e. a large number of clients that
arrive to the system very close in time.

The second scenario corresponds to the case where clients arrive progressively to the system. In
this scenario, the distribution continues over several client ”generations”, with some clients arriving well
after the first ones have already left. We model this scenario as a Poisson process with rate .

55.3 Maetrics

Our simulator allows us to specify several parameters that define its general behavior and operating
conditions. The most important ones relate to the content being transmitted (file size, chunk size), the
peer properties (arrival process, bandwidth capacities, life times, indegree and outdegree), and global
simulation parameters (number of initial servers, simulation duration, peer selection strategy, chunk
selection strategy). Table 5.4 summarizes the values of the main parameters used in our simulations.

Parameter Value

Chunk size 256 KB

Number of chunk |C| 200

File size 51.2 MB

Peer arrival rate: Continuous/Simultaneous
Peer bandwidth (download/upload) Homogeneous/Heterogeneous
Clients life time Selfish/Altruistic

Active connections per peer 1-5

Number of initial servers 1

Duration of simulation 8 hours

Peer selection strategy Least Missing/Most Missing
Chunk selection strategy Rarest/Random

Table 5.4; Parameters used in the simulations.
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We have considered several metrics in our evaluation of the two strategies. We briefly outline below
the major properties that we are interested in:

e Download times: The duration of the file download as experienced by individual clients. In gen-
eral, shorter times are better and variance should be minimized.

e Download progress: The progress of the file download over time seen by each of the clients. In
general, regular progress is desirable (i.e., clients should not be stalled for long periods of time).

e Chunk distribution: The evolution over time of the frequency of the chunks in the system. The
variance of chunk frequencies should be minimized.

5.6 Simulation Results: I nstantaneous Arrival of Clients

5.6.1 Basic Results

To better understand how the different system parameters can influence the scaling behavior of each of
the two architectures, we start with a basic scenario and then extend our analysis and consider more
complex ones. In the basic scenario we make the following assumptions:

o All peers (server and clients) have equal upload and download capacities, Syp = Cyp = Cdown = 7
e Each client stays online until it receives the whole file.

e Peers have equal outdegree and indegree Py = Pi, = 1.

e All N clients arrive to the system at time ¢ = 0.

Actually, this is the same scenario that we considered in section 5.4.2 when comparing Most Missing to
PTree. Despite its simplicity, this scenario provides important insights into how the performance of the
system is influenced by the way peers cooperate in the network. Figure 5.12 compares Least Missing to
Most Missing for the parameter values given in table 5.5. This figure exhibits that, overall, Most Missing

Table 5.5: Parameter values.
Arrival Process Cup Cldown Sup P, | Py | Life

10*att =0 128 Kbps | 128 Kbps | 128 Kbps | 1 1 0

performs much better than Least Missing. In absolute terms, Most Missing takes 3472 seconds (~ 1
hour) to serve 10* clients. In contrast, to serve the same number of clients, Least Missing needs a larger
time, up to 23728 seconds (~ 7 hours).

However, from figure 5.12(b) we can notice that Least Missing optimizes the service time of the first
few clients, which is also clear from figure 5.13. In figure 5.13, we see how Least Missing pushes quickly
few clients to completion and maintains the majority of clients early in their download.

We explain the behavior of Least Missing as follows. Theoretically, under the assumptions of P;, =
P, = 1and Cyp = Cgown = Sup = 7, @ perfect Least Missing policy would result in one single linear
chain. Such a chain increases by one client each % unit of time. In that chain, the download time of
each client is one unit of time. This works as follows. Assume the server starts delivering the file at time

t =0toafirstclient 1. By time ¢ = ‘é—| client 1 receives a first chunk and starts serving a second client

2 and so forth. More formally, client 7 receives a first byte of the file by time ¢ = % In addition, this
client 7 will always have one and only one chunk more than client ¢ 4+ 1. This means that, the root of the
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Figure 5.12: The number of served clients against time for Least Missing and Most Missing. All N
clients arrive at time ¢ = 0. Each peer maintains at most one download and one upload connection
(Pin = Poyt = 1). We assume homogeneous upload and download capacities Syp = Cyp = Cown = 128
Kbps. Clients disconnect as soon as they receive the file (Life = 0).

=128,Life=0 =128,Life=0

Least-Missing,N=10*.P =P =1S =C =C
in~" out up” “up down

Hl snapshot after 45 min

Least-Missing,N=10*P =P =1S =C =C
in~" out up” “up  down

0.2

100

0.151

0.1}

percentage of clients
percentage of clients

0.05¢

5 15 256 35 45 55 65 75 85 95 15 25 35 45 55 65 75 85 95

download progress of clients (% of the file) download progress of clients (% of the file)

(a) overal view (b) zoom over advanced clients

Figure 5.13: Snapshot of the download progress of clients for Least Missing. All IV clients arrive at
time ¢ = 0. Each peer maintains at most one download and one upload connection (P;,, = Pyt = 1).
We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps. Clients
disconnect as soon as they receive the file (Life = 0).

chain, in our scenario client 1, has the largest number of chunks, then client 2, etc. Attime ¢t = 1, the
server finishes uploading the file to client 1. Even though the server becomes free, it does not initiate a
new chain. Indeed, we assume here that the client disconnects once it receives the whole file. So, at time
t = 1, client 1 leaves the network and client 2 is left stranded. In addition, client 2 has the largest number
of chunks amongst all other clients in the system. Therefore, at time ¢t = 1, the server delivers to client
2 the last chunk this client misses. Attimet =1+ % the same process repeats; client 2 disconnects
and the server uploads to client 3 the last chunk this client misses. As a consequence, the server will be
always delivering a last chunk to the client located at the root of the chain.

As mentioned earlier, there is a lack of synchronization between peers and clients with the largest number
of chunks are not always served first, i.e. a peer may not always serve its successor in the chain. As a
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result, we obtain multiple chains that progress in parallel and the performance of Least Missing is better
than that of a linear chain.

If we look at the chunk distribution in figure 5.14, we can notice that the number of copies of the
chunks grows linearly in time.

Leasl—Mlsslng,N:lOa‘P =P =1S =C =C =128, Life=0
i~ out” "Jup “up ~down

number of copies

4

2

index of the chunk 00 time (in hour)

Figure 5.14: The chunks distribution over time for Least Missing. All N clients arrive at time ¢t = 0.
Each peer maintains at most one download and one upload connection (P;,, = Pyt = 1). We assume
homogeneous upload and download capacities Syp = Cuyp = Caown = 128 Kbps. Clients disconnect as
soon as they receive the file (Life = 0).

Conclusions

We compared the two strategies Least Missing and Most Missing under the same basic and homoge-
neous scenario. This scenario has clearly shown how the cooperation strategy between peers guides the
behavior of the system. For instance, Most Missing optimizes the overall service time because it engages
rapidly clients into the file delivery and keeps them busy for most of the time. In contrast, Least Missing
minimizes the delay experienced by the first few clients while the last client to complete notices a high
delay. Note that, for P;,, = P,,; = 1, Least Missing consists of multiple linear chains that progress in
parallel and is not very efficient when % > 1, which is the case here.

5.6.2 Impact of the Indegree/Outdegree of Peers

Previous work by Yang et al. [94] studies the service capacity of mesh-based approaches. Their analysis
proves that, when all peers have equal bandwidth capabilities and when the network has infinite band-
width capacity, the optimal growth in the service capacity of the system is for an outdegree of 1. In this
section, we address this point and study the impact of the number of incoming/outgoing connections a
peer can simultaneously maintain. We allow each peer to have up to P,,; = 5 upload and P;,, = 5
download connections (table 5.6).

Table 5.6: Parameter values.
Aurrivals Process Cup Claown Sup P, | Py | Life

N =10*att =0 | 128 Kbps | 128 Kbps | 128 Kbps | 5 5 0
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Most Missing

We first analyze the Most Missing policy with the number of completed clients graphed in figure 5.15.
The results shown in this figure are in accordance with former ones: Clients download the file quickly and

J.

Most-Missing,N=10%, C =C =S =128
up ~down “up

w

=
o

N

number of served clients N
=
o

[N
o
N

18,05

time (in hours) ’

Figure 5.15: The number of completed clients against time for Most Missing. All N clients arrive at
time ¢ = 0. We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps.
Clients disconnect as soon as they receive the file (Life = 0).

finish at almost the same time. In addition, the chunk distribution over time (figure not shown) exhibits

the same tendency as before, i.e. chunks get duplicated at an exponential rate. What is interesting here

is that, having multiple download/upload connections is not of benefit to the Most Missing policy. This

result confirms previous conclusion [94]: In a homogeneous environment and in uncongested bandwidth

network, an outdegree/indegree of 1 is optimal. Such a value allows the chunks to double their number
1

of copies each 11 unit of time.

To better understand the impact of the indegree/outdegree of peers on Most Missing, we plot in figure
5.16 the evolution of the number of copies for one single chunk with Most Missing for P;, = P, = 1
and Py, = Poyt = 3; when Py, = Py, = 1, the chunk is delivered at full rate ~ and at rate 5 when

Server Server

""“W t=1/c) ra%\_ | e
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Time Time
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Figure 5.16: The evolution of the number of copies of one single chunk in Most Missing. We assume
homogeneous upload and download capacities Syp = Cyp = Cdown = T

P;,, = Py, = 3. From figure 5.16, we can see that, when P;, = P,,; = 1, the chunk can be duplicated

over 15 clients within % unit of time while we need % unit of time when P;,, = P,,; = 3.
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Least Missing

The performance of a perfect Least Missing, on the other hand, should be independent of the value &
of the indegree/outdegree of peers as long as we assume homogeneous scenario with Sy = Cgown =
Cy = rand P, = P,y = k. For ease of explanation, we assume peers with an outdegree k = 2, i.e.
Py, = P,y = 2. Attime ¢t = 0, the server starts serving two clients 1 and 2 each at rate 5. By time
t= % clients 1 and 2 obtain each a first chunk. Now, client 1 can start serving its chunk to two clients.
Given that the policy is Least Missing first, client 1 seeks for clients that hold the largest number of
chunks and that have free download capacity. One candidate is client 2. Actually, at ¢t = % only clients
1 and 2 hold each one chunk while other clients hold no chunks at all. Thereby, client 1 uploads its chunk
to client 2. Client 1 can still have one more upload connection and a new client 3 is then served. The
upload capacity of client 1 is equally divided amongst clients 2 and 3. This makes the overall download
rate of client 2 equal to r and thus, the time client 2 takes to completely download the file is one round?3.
Similarly, client 2 uploads its chunk to client 1 and to a new client 4 each at rate 7. As a result, at time
t= % two new clients start receiving the file. Note that the server will be always uploading to clients 1
and 2, which in turn will be always uploading to clients 3 and 4 (see figure 5.17). As a result, we obtain

Server

cIientK

/2

client 3
L
2

Figure 5.17: The theoretical evolution of Least Missing for P;,, = P,,; = 2. We focus only on the first
four clients in the system.

two chains that increase each by one client every % unit of time. This would give us the same result

as if we had one single chain that increases by one client each ‘(13—| unit of time, which corresponds to
k = 1. This analysis can be applied to any integer value of k£ and therefore, Least Missing with & = 5 is
equivalent to Least Missing with & = 1.

We recall that the above analysis holds true only for a perfect Least Missing. However, the simulation
results show completely different tendency. Figure 5.18 plots the number of completed clients versus
time. As we can conclude from this figure, for P;,, = P,,; = 5, the time needed to serve 10* clients is
halved as compared to the scenario where P;, = P,,; = 1; 11680 seconds instead of 23728 seconds.

Moreover, from figure 5.19, we find that the expansion of the number of copies for one of the first
5 chunks, say chunk C4, injected by the server at time ¢t = 0, follows a tree with an outdegree k = 5.
For instance, within 404 seconds, that chunk C; has 3667 copies. In a tree with an outdegree & = 5,
with 5 levels, we can reach up to 3906 copies within 400 seconds. While the analysis gets complicated
for subsequent chunks, our intuition is that, as the outdegree of peers increases, Least Missing engages
clients faster into the file delivery and its performance gets better. To validate our intuition, we run a new
set of simulation with incoming and outgoing connections of peers of P;, = P,,; = 3. What we would

3Client 2 maintains two download connections at rate 5 each. One connection to the server and the second one to client 1.
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Figure 5.18: The number of completed clients against time. All NV clients arrive at time ¢ = 0. We assume
homogeneous upload and download capacities Syp = Cuyp = Cgown = 128 Kbps. Clients disconnect as
soon as they receive the file (Life = 0).
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Figure 5.19: The chunks distribution over time for Least Missing. All N clients arrive at time ¢t = 0.
We assume homogeneous upload and download capacities Syp = Cyp = Cyown = 128 Kbps. Each peer
maintains at most 5 download and 5 upload connections (P;,, = P,,: = 5). Clients disconnect as soon
as they receive the file (Life = 0).

like to see is that the number of completed clients is somewhere between that of (P;, =
that of (P;,, = P, = 5), which is the case in figure 5.20.

out = 1) and

Conclusions

In this section we investigated the impact of the network degree on our two architectures. As P;, and
P,,; go from 1 to 5, the performance of Most Missing slightly degrades while the performance of Least
Missing doubles. Even though, we argue that parallel download and upload of the chunks can offer
many advantages in real environments. Mainly, it allows clients to fully use their upload and download
capacities, which makes the system more robust against bandwidth fluctuations in the network and client
departures. In addition, parallel connections ensures a good connectivity between peers in the system.
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Figure 5.20: The number of completed clients against time for Least Missing. All N clients arrive at
time ¢ = 0. We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps.
Clients disconnect as soon as they receive the file (Life = 0).

5.6.3 Impact of the Life Time of Clients

The way clients behave in the network has a high impact on the system performance. So far we have
focused on the case of selfish clients that disconnect once they are done. However, in real Internet we
expect to observe both kind of clients, selfish and altruistic. Actually, we do not expect clients to stay
intentionally to help into the file distribution, but just because not all of them monitor with high attention
their download progress and disconnect once it is finished. In this section we assume that clients stay
online for 5 additional min (Life = 5). Other parameter values that we consider in this section are given
in table 5.7.

Table 5.7: Parameter values.
Arrivals Process Cup Cdown Sup P, | Py | Life

N =10%at¢t =0 | 128 Kbps | 128 Kbps | 128 Kbps | 1 1 5

Most Missing

As in previous sections, we start with the Most Missing strategy. In this strategy, we have seen that, under
the assumption of instantaneous arrivals, all clients finish at almost the same time. Thus, clients need not
to stay in the system after they complete their download simply because there remain no clients to be
served and consequently, Most Missing is very insensitive to the parameter Life (figure 5.21).

Least Missing

Let us now see what happens with Least Missing in case we allow clients to stay and help with the
file delivery. We have seen how this strategy serves clients progressively over several hours. When
we assume altruistic clients with Life = 5, the system will have a greater potential service and its
performance increases. From figure 5.22 we can see that the performance of Least Missing becomes
much better; 9920 seconds to serve N = 10* clients instead of 23728 seconds for Life = 0. From figure
5.23, as compared to the case with Life = 0 (figure ??) on the other hand, we can see that the chunk
distribution becomes steeper, i.e. chunks get replicated faster in the system.
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Figure 5.21: The number of completed clients against time for Most Missing. All N clients arrive at time
t = 0. Each peer maintains at most one download and one upload connections (P, = Py, = 1). We
assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps.
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Figure 5.22: The number of completed clients against time. All IV clients arrive at time ¢ = 0. Each peer
maintains at most 1 download and 1 upload connections (P, = P,,: = 1). We assume homogeneous
upload and download capacities Syp = Cyp = Cown = 128 Kbps.
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Figure 5.23: The chunks distribution over time for Least Missing. All N clients arrive at time ¢ = 0.
Each peer maintains at most 1 download and 1 upload connections (P, = P, = 1). We assume
homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps. Clients stay online 5
additional min after they have received the file (Life = 5).
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Conclusions

In this section we saw that the life time of clients can significantly influence the performance of the
system when all clients arrive to the system at time ¢ = 0. This is the case for the architectures that serve
clients sequentially like Least Missing. In contrast, for strategies like Most Missing where clients finish
at almost the same time, this parameter has no effect. Thus, to minimize the influence of the behavior of
clients, the system must engage clients into the file delivery very early and hold them in the system as
long as possible.

5.6.4 Impact of the Bandwidth Heterogeneity of Clients

So far, we have assumed peers with homogeneous bandwidth capacities. However, in real Internet, the
server has more upload capacity than clients. In addition, most ISPs provide clients with asymmetric
bandwidth capacities; usually, the download capacity of a client is larger than its upload capacity. More-
over, clients typically have heterogeneous bandwidth capacities, ranging from dial-up modems to broad-
band access. In this section we account for this heterogeneity and consider two classes of clients: 50%
with Cyyp = 128 Kbps and Cyown = 512 Kbps and the other 50% with Cy, = 64 Kbps and Cgoun = 128
Kbps. The server has a higher capacity of Sy, = 1024 Kbps. The values that we consider here are just to
give new insights into how the heterogeneity of clients can change the performance of the system. Table
5.8 outlines the remaining parameter values.

Table 5.8: Parameter values.
Aurrivals Process Cup Cldown Sup Py, | Py | Life

N=10%att=0 128/64 Kbps | 512/128 Kbps | 1024 Kbps | 1 1 0

Most Missing

When we assume two sets of clients with different upload capacities, we expect clients to progress
uniformally. The reason is that, on average, all clients receive a similar service; each client is served half
of the time by clients that have an upload of 128 Kbps and the other half of time by clients with 64 Kbps.
As a result, clients with low upload capacity would delay the download progress of the clients with the
higher upload capacity. However, what we learn from figure 5.24 is completely different. Figure 5.24
shows two batches of clients: The first batch of clients completes the download after 3472 seconds of
simulations while the second batch finishes after 6636 seconds. The first batch of clients corresponds
to clients that have the higher bandwidth capacities (Cyp = 128 Kbps and Cgown = 512 Kbps) while
the second batch represents clients that provide Cyp, = 64 Kbps and Cgoan = 128 Kbps. This result
is extremely important as it shows that Most Missing offers to its clients a service proportional to their
upload capacity. This is a desirable property as clients that upload the best must receive the best service.
If we observe the download progress of clients after 45 min of simulations, we notice clearly two big
batches of clients, the first one with the large bandwidth capacity at about 75% of the file while the
second one at almost half the distance (figure 5.25). This above behavior of Most Missing is not really
intuitive. We can imagine that Most Missing sorts clients by classes according to their upload capacities
and only clients that belong to the same class cooperate among each others. Indeed, we believe that
such a behavior is somehow influenced by the properties of our simulator. Basically, the condition
P;, = P,,; = 1 means that each peer has at most one download and one upload connection. However,
to avoid having unused bandwidth, we allow a peer to have additional download (or upload) connections
provided it has at least 128 Kbps of free download (or upload) bandwidth. Thus, the clients that have a
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Figure 5.24: The number of completed clients against time for Most Missing. All N clients arrive at
time ¢ = 0. Each peer maintains at most one download and one upload connection (P;, = Pyt = 1).
The upload and download capacities are Sy, = 1024 Kbps, Cyp = 128/64 Kbps, and Cyown = 512/128
Kbps. Clients disconnect as soon as they complete their download (Life = 0).
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Figure 5.25: The download progress of clients against time for Most Missing. All N clients arrive at
time ¢ = 0. Each peer maintains at most one download and one upload connection (P;, = P,y = 1).
The upload and download capacities are Sy = 1024 Kbps, Cyp = 128/64 Kbps, and Cyown = 512/128
Kbps. Clients disconnect as soon as they complete their download (Life = 0).

high upload/download capacity would benefit from having more download connections and will progress
faster than the other ones.

Finally, if we look at the evolution of the number of chunks in figure 5.26, we notice a sudden fall
that is due to the departure of the first batch of clients. Even though, the number of chunks in the system
keeps on expanding fast.

Least Missing

As we have seen so far, the Least Missing policy is similar to a linear chain. Therefore, we expect this
policy to behave very badly in a heterogeneous environment like the one we consider in this section.
The reason is that clients are served sequentially, which means that the rate at which chunks propagate
in the system is highly affected by the lowest upload capacity of peers. Figure 5.27 confirms what we
just mentioned. From this figure, we can see how the performance of Least Missing has significantly
dropped and, in contrast to Most Missing, the service of clients with high bandwidth capacity is highly
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Figure 5.26: The chunks distribution over time for Most Missing. All N clients arrive at time ¢ = 0. Each
peer maintains at most one download and one upload connection (P;, = P,,: = 1). The upload and
download capacities are Sy, = 1024 Kbps, Cyp = 128/64 Kbps, and Cgoun = 512/128 Kbps. Clients
disconnect as soon as they complete their download (Life = 0).
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Figure 5.27: The number of completed clients against time. All N clients arrive at time ¢ = 0. Each
peer maintains at most one download and one upload connection (P;, = P,,: = 1). Clients disconnect
as soon as they complete their download (Life = 0).

damaged by the low upload capacity of other clients. If we take a closer look at figure 5.27, we notice a
very short service time of the first client with Least Missing, around 800 seconds. Our explanation is that
this client, with for sure a high download capacity of Cyown = 512 Kbps, was the first to join the server
and received the file at full download rate. We can easily verify that, receiving 200 chunks of 256 KB
each over a connection of 512 Kbps takes 800 seconds. Overall, we can conclude the same tendency for
Least Missing; few clients progress fast while the majority do slowly (figure 5.28).

What is new for Least Missing is that this scenario reveals a higher number of chunks in the system
(figure 5.29) as compared to the basic scenario with homogeneous bandwidth capacities (Syp = Cyp =
Cuyonn = 128 Kbps, figure 5.14). But this does not mean a larger potential service capacity because most
of existing chunks are shared by almost all clients, and these clients are waiting for new chunks to be
injected by the server.
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Figure 5.28: Snapshot of the download progress of clients for Least Missing. All N clients arrive at time
t = 0. Each peer maintains at most one download and one upload connection (P;, = P, = 1). The
upload and download capacities are Sy, = 1024 Kbps, Cyp = 128/64 Kbps, and Cgown = 512/128
Kbps. Clients disconnect as soon as they complete their download (Life = 0).
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Figure 5.29: The chunks distribution over time for Least Missing. All N clients arrive at time ¢t = 0.
Each peer maintains at most one download and one upload connection (P;,, = Py, = 1). The upload
and download capacities are Sy, = 1024 Kbps, Cyp = 128/64 Kbps, and Cyonn = 512/128 Kbps.
Clients disconnect as soon as they complete their download (Life = 0).

Conclusions

In this section we addressed the influence of the bandwidth heterogeneity of clients on the system per-
formance. We saw how clients with low bandwidth links can slow down significantly the dissemination
of the file when clients are served sequentially, which is the basic tendency of Least Missing. In such an
architecture, clients may wait for too long to receive new chunks. In contrast, Most Missing leverages
better the heterogeneity of clients. This strategy keeps all peers working most of the time, which ensures
a high service capacity of the system and consequently, allows clients to progress fast.
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5.6.5 Impact of the Chunk Selection Strategy: Random rather than Rarest

In their basic version, Most Missing and Least Missing require peers (server and clients) to serve rarest
chunks first, i.e. the least duplicated chunks in the system. In this section we investigate a possible
simplification of the system. We allow peers to schedule chunks at random as follows. The sending peer
i selects a chunk C; € (D; N M) at random among those that it holds and the receiving client j needs.
Under this assumption, we refer to Most Missing as Most Missing Random and to Least Missing as Least
Missing Random. Our goal through Most Missing Random and Least Missing Random is to see whether
this feature can be integrated to the system without sacrificing a lot of performance. To this purpose, we
run new simulations with the parameter values given in table 5.9.

Table 5.9: Parameter values.
Arrival Process Cup Cldown Sup P;, | Py | Life

10*att =0 128 Kbps | 128 Kbps | 128 Kbps | 1 1 0

Most Missing

We can notice the first impact of the chunk selection strategy in figure 5.30 where the number of served
clients with Most Missing has completely a different scaling tendency. This figure shows that around
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Figure 5.30: The number of completed clients against time for Most Missing. All N clients arrive at
time ¢ = 0. Each peer maintains at most one download and one upload connection (P;,, = Pyt = 1).
We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps. Clients
disconnect as soon as they complete their download (Life = 0).

2000 clients finish at almost the same time, within 4160 seconds of simulation. Then, the number of
1

completed clients increases slowly. Indeed, it increases by one client each e unit of time, which is
equivalent to 16 seconds under the parameter values of table 5.9. To explain this behavior of Most
Missing Random, we graph the chunks distribution over time in figure 5.31. If we take a closer look at
this figure, we can observe that, after 4160 seconds of simulation, all chunks are widely distributed in
the system except one single chunk. In other words, all clients in the system have each 199 chunks and
they are all waiting for one rarest chunk to be scheduled from the server. Let us denote this rarest chunk
by C,. Attime ¢ = 4160 seconds, the server schedules chunk C, to client 1. After 16 seconds, client 1
receives completely chunk C,.. Given that Life = 0, by receiving chunk C, client 1 completes its set of
chunks and disconnects straight away. The server then delivers again this chunk C' to a second client 2

and so on. As a result, one client completes each 16 seconds and, instead of 3472 seconds to serve 10*
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Figure 5.31: The chunks distribution over time for Most Missing Random. All N clients arrive at time
t = 0. Each peer maintains at most one download and one upload connection (P;;, = Pyt = 1).
We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps. Clients
disconnect as soon as they complete their download (Life = 0).
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Figure 5.32: The mean and deviation of the number of chunks against time for Most Missing Random.
All N clients arrive at time ¢ = 0. Each peer maintains at most one download and one upload connection
(Pin = Poyt = 1). We assume homogeneous upload and download capacities Syp = Cyp = Cown = 128
Kbps. Clients disconnect as soon as they complete their download (Life = 0).

clients as with the rarest selection case, during 8 hours, Most Missing Random serves no more than 3733
clients.

To confirm our analysis, we show in figure 5.33 a snapshot of the download progress of clients after
75 min (i.e. 4500 seconds) of simulations. After 75 min, around 20% of clients have completed their
download and 80% are waiting for chunk C,.

We give the following simplified scenario (figure 5.34) that helps to understand better why random
selection of chunks can really block the clients in the system. Consider the case where there are only
N = 7 clients that want to download a file that comprises only two chunks, C; and Cs. Attime ¢ = 0, the
server starts serving chunk C to client 1. After ﬁ unit of time, the chunk is completely delivered and
the server starts serving a new client 2. Given that the chunk selection is done at random, it is possible
that the server schedules to client 2 the same chunk C; and not a new one. Meanwhile, client 1 uploads

its chunk C; to a new client 3. At time é—‘ the system includes 3 clients that hold chunk C; and four
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Figure 5.33: The download progress of clients against time for Most Missing Random. All N clients
arrive at time ¢ = 0. Each peer maintains at most one download and one upload connection (P;, =
P,,; = 1). We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps.
Clients disconnect as soon as they complete their download (Life = 0.

clients with no chunks at all. By that time, the server starts serving a new chunk C5 to a new client 4.

Similarly, clients 1, 2 and 3 upload their chunks to 3 new clients 5, 6, and 7. As a result, we land up

with 6 clients that maintain chunk C; and one single client with chunk C5. At time % there are no new

Server

AN
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Time

-

7 T~
Chunk C2 Chunk C1

Figure 5.34: The distribution of the chunks over the different clients during the first ‘% unit of time in
Most Missing Random. We assume that the number of clients is N = 7 and the number of chunks is
IC| = 2.

comers and existing clients can start exchanging their chunks. For sake of simplicity, assume that clients
1 and 4 exchange their chunks, C; and C, respectively. At the same time, the server serves chunk C5 to
a client, say client 2. Remaining clients, 3, 5, 6, and 7, can not cooperate because they hold all the same
chunk C; and thus remain idle. By time ¢t = ‘é—|, clients 1, 2, and 3, complete their set of chunks and

disconnect (Life = 0). As aresult, at time ¢t = é—| the system would comprise four clients (3,5,6, and 7)

that are all waiting for the same chunk C and each - unit of time, the server delivers that chunk to one

. C]
client.

Least Missing

In a linear chain architecture like Least Missing, the chunk selection strategy should not have impact
on the performance of the system. The reason is that, the server keeps on serving the root of the chain,
which in turn serves the next client and so on. Thus, each peer serves its chunks, one after the other
to its successor in the chain. However, as already stated, the lack of synchronization between peers
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prevents Least Missing to behave as a perfect one and therefore, we expect the impact of the chunk
selection strategy on Least Missing to be pronounced. As we can point out from figure 5.35, choosing
the appropriate chunk to be scheduled is also a key performance for the Least Missing policy. When
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Figure 5.35: The number of completed clients against time. All N clients arrive at time ¢ = 0. Each peer
maintains at most one download and one upload connection (P;, = Py, = 1). We assume homogeneous
upload and download capacities Syp = Cuyp = Cgown = 128 Kbps. Clients disconnect as soon as they
complete their download (Life = 0).

selecting rarest chunks first, Least Missing serves 10* clients within around 7 hours. In contrast, within
8 hours, Least Missing with random selection of chunks does not serve more than 1598 clients. Thus,
simplifying the system would give a very bad performance. To further confirm our analysis, we give
the chunks distribution in figure 5.36(a). From figure 5.36(a) we can observe that the number of chunks
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Figure 5.36: The chunks distribution over time for Least Missing Random. All N clients arrive at time
t = 0. Each peer maintains at most one download and one upload connection (P;, = Pyt = 1).
We assume homogeneous upload and download capacities Syp = Cyp = Cgown = 128 Kbps. Clients
disconnect as soon as they complete their download (Life = 0).

increases for all chunks except one, which corresponds to the line on the right of the figure, which is the
rarest chunk. Furthermore, from the simulation results (figure 5.36(b)), we know that at time ¢ = 19204
seconds, there are 1791200 chunks distributed over 9000 clients, which makes 199 chunks per client.
This means that, at time £ = 19204 seconds, all clients miss the same chunk C'. and are waiting for it to
be scheduled by the server.
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These 9000 clients “stuck” in the system can be seen better through the snapshot of the download
progress of clients after 5.5 hours (9800 seconds) of simulationsin (figure 5.37). This figure is after 5.5
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Figure 5.37: The download progress of clients against time for Least Missing Random. All N clients
arrive at time ¢ = 0. Each peer maintains at most one download and one upload connection (P;, =
P,,; = 1). We assume homogeneous upload and download capacities Syp = Cyp = Cown = 128 Kbps.
Clients disconnect as soon as they complete their download (Life = 0).

hours (9800 seconds) of simulations.

Conclusions

As we stated at the beginning of this chapter, the chunk selection strategy is a main factor that draws
the performance of the system. In this section we evaluated Least Missing and Most Missing, under the
assumptions that peers schedule chunks at random and not rarest ones first. Our results showed a similar
behavior in both architectures: A large fraction of clients are stuck in the system because they are all
waiting for one rarest chunk to be served by the server.

5.6.6 Conclusionsand Outlook
Conclusions

We evaluated the performance of the Most Missing and Least Missing architectures under various as-
sumptions on the system parameters. We started with a simple and basic scenario where we assumed
(i) Sup = Cup = Caown = 128 Kbps, (ii) Life = 0 (clients are selfish), and (iii) P;;, = P,y = 1. This
scenario provided basic insights into how the cooperation between peers influences the performance of
the system. We saw that Most Missing minimizes the overall service time as it engages clients into the
delivery process very rapidly and keeps them busy during all their stay in the network. In contrast, Least
Missing achieves a similar behavior to a linear chain; it serves quickly the first few clients in the system
while the last client to be served experiences a high service delay. We also looked at the influence of
different factors on the behavior of the two architectures. To summarize:

e The indegree/outdegree of peers: In a homogeneous environment and unconstrained bandwidth
network, parallel upload and download of the chunks is not of benefit for Most Missing while it
improves greatly the efficiency of Least Missing; as the indegree and outdegree of clients increase
from 1 to 5, the time to serve 10* clients with Least Missing drops by 50%.

e The life time of clients: Most Missing minimizes the impact of the life time of clients as it holds
them in the system as long as possible. In contrast, having altruistic clients is essential for Least
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Missing to achieve good results. When clients stay for 5 additional min in the system, the perfor-
mance of Least Missing doubles.

e The bandwidth heterogeneity of clients: The main challenge here is how to prevent clients with low
upload capacity from damaging the performance of the system. We have seen that Least Missing
performs very badly under these conditions and clients may stay idle for too long before they
receive new chunks. In contrast, by occupying all clients all the time, Most Missing ensures a high
service capacity of the system and allows the clients to progress fast.

e The chunk selection strategy: Giving high priority to rarest chunks is a key design to ensure effi-
ciency. When we allow peers to serve chunks randomly, clients get stuck in the system because
they all miss the same rarest chunk and wait for the server to schedule it.

Outlook

In the results that we have presented so far, we have assumed that all NV clients access the system at the
same time. We now continue our evaluation of the two architectures and consider the case where clients
arrive to the system according to a Poisson process with rate . As before, we start with a basic and
homogeneous scenario. In this scenario we highlight the influence of the arrival process on the behavior
of the two architectures. We then validate our conclusions through more complex scenarios.

5.7 Simulation Results: Poisson Arrival of Clients

5.7.1 Basic Results

We now extend our analysis and study the scenario of continuous arrival of clients. We assume that
clients arrive to the system according to a Poisson process with rate A = 24 clients/min. The parameter
values that we consider in this basic and homogeneous scenario are presented in table 5.10.

Table 5.10: Parameter values.
Aurrivals Process Cup Caown Sup P, | Py, | Life

A = 24 clients/min | 128 Kbps | 128 Kbps | 128 Kbps | 1 1 0

Most Missing

One would expect clients in Most Missing never to complete their download under a continuous arrival of
clients: Existing clients will be always serving new ones and will never progress. Yet, this intuition is not
correct. As we explained in the case of instantaneous arrivals, there is a start-up period where existing
clients serve always new comers. But as soon as the number of new arrivals becomes less than the number
of existing clients, existing clients start exchanging chunks amongst them and their download progress.
Still, it would be interesting to figure out whether continuous arrivals delay the download progress of
clients. For this purpose, we plot in figure 5.38(a) the number of served clients versus time. This figure
shows that Most Missing is also very efficient under a continuous arrival of clients. As stated before,
with the parameter values presented in table 5.10, in best cases, a client takes 3200 seconds to retrieve
the whole file. Given that the simulation has lasted for 8 hours, only clients that arrive to the system 3200
seconds before the end of the simulation can be served. As a result, during 8 hours of simulation and
with an arrival rate of A = 24 clients/min, at most, &:3609-3200 — 1240 clients can be served. During

60
these 8 hours, Most Missing has served 10153 clients out of 10240 clients, i.e. more than 99% of clients



5.7. SIMULATION RESULTS: POISSON ARRIVAL OF CLIENTS 111

Most-Missing,P =P =1,S =C =C =128, Life=0 Most-Missing,P =P =1,S =C =C =128,Life=0
5 ¢ s up “up ~down c s up “up ~down
10 . . T 1750
10% e T
z T - 1700 -
310° o S R
E e E /
8 | §1650 /v’
e ! 5 E
510 | 5 ¥
g : £ ,—mmT
: ! ©1600F 1 1
107t | E! i
| — N=10* — N=10"
I ‘ Lo e 1550 ‘ ‘ ‘ e
0 2 4 6 8 2 2.02 2.04 2.06 2.08 21
time (in hours) time (in hours)
(a) Overdl view (b) Zoom over a sub-set of clients

Figure 5.38: The number of completed clients against time for Most Missing. Each peer maintains at
most one download and one upload connection (P;,, = Py, = 1). We assume homogeneous upload and
download capacities Syp = Cup = Caown = 128 Kbps. Clients disconnect as soon as they receive the file
(Life = 0).

have completed their download. From figure 5.38 we can also make out that the number of served clients
jumps suddenly to around 300 and it then increases progressively. To understand the reason, we zoom in
figure 5.38(b) over a sub-set of clients. From this figure we can conclude a very important feature: Most
Missing batches clients that arrive close in time and serves them together. In addition, except for clients
that arrive at the beginning, the batches are not too long and consequently, this strategy does not really
delay the download progress of clients. In fact, figure 5.39 shows that the residence time for the majority
of clients is close to 3200 seconds, which is the optimal download time of the file*. The reason why the
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Figure 5.39: The residence time of clients for Most Missing. Clients arrive to the system according
to a Poisson process with rate A = 24 clients/min. Each peer maintains at most one download and
one upload connection (P, = P,,; = 1). We assume homogeneous upload and download capacities
Sup = Cup = Cyown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).

clients that arrive first in the system stay longer than subsequent ones can be explained as follows. At the
beginning, the system has few clients and few chunks and consequently, a small upload capacity. Thus,

“We defi ne the residence time of a client as the time elapsed between the moment the client joins the network and the
moment it |eaves the network.
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a client may not find always servants for the chunks it needs. As time goes by, the upload capacity of the
system and thus its potential service increases and clients can find more servants and can then progress
faster. The above mentioned batches can also be seen from figure 5.40 where we give a snapshot of the

download progress of clients after 4 hours of simulations. This figure shows how clients in progress are
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Figure 5.40: Snapshot of the download progress of clients for Most Missing. Clients arrive to the system
according to a Poisson process with rate A = 24 clients/min. Each peer maintains at most one download

and one upload connection (P, =

»ut = 1). We assume homogeneous upload and download capacities

Sup = Cup = Cdown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).

distributed over different batches, with each batch comprises similar number of clients.

As concerns the chunks evolution over time, figure 5.41(a) reveals once again that the chunks prop-

agate in the system at a high speed. As compared to an instantaneous arrival of clients, we notice a
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Figure 5.41: The chunk distribution over time for Most Missing. Clients arrive to the system according
to a Poisson process with rate A = 24 clients/min. Each peer maintains at most one download and
one upload connection (P, = P,,: = 1). We assume homogeneous upload and download capacities

Sup = Cup = Cyown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).

(b) Mean and deviation vstime

new behavior here: Chunks that are injected later catch faster with earlier ones and consequently, the
deviation drops faster to zero (figure 5.41(b)). This behavior is logic because, under a Poisson arrival
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with rate A = 24 clients/min, the start-up period® is shorter and the exponential expansion of the number
of chunks lasts for a shorter time.

Least Missing

We now evaluate the Least Missing policy. What might seem surprising here is that, in case of a Poisson
arrival of clients, Least Missing and Most Missing have almost the same performance (figure 5.42).
Within 8 hours of simulation, Least Missing serves 10163 clients and Most Missing serves 10153 clients.
Under the parameter values of table 5.10, a perfect Least Missing (i.e. a single linear chain) serves only
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Figure 5.42: The number of completed clients against time. Each peer maintains at most one download
and one upload connection (P;,, = P,,; = 1). We assume homogeneous upload and download capacities
Sup = Cup = Cyown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).

1600 clients within 8 hours. This result shows again that the behavior of Least Missing is not for a perfect
one and it is highly dependent on the scenario itself. What is also interesting in figure 5.42 is that, at
the beginning, the number of served clients follows the curve for Least Missing under an instantaneous
arrival of clients. It then increases suddenly at around ¢ = 2.5 hours and catches up with the curve of
the Most Missing. In fact, due to the lack of synchronization between peers, this strategy delivers few
chunks to clients that are not least missing. As time goes by, these non least missing clients become an
important potential service and allow new comers to get the chunks faster. This explains why clients that
join the system a bit late notice less download time (figure 5.43).

The improvement in the performance of Least Missing can also be seen if we observe the chunk
distribution over time in figure 5.44. As compared to an instantaneous arrival of clients (figure 5.14),
figure 5.44 shows that the number of copies of the different chunks increases faster.

Conclusions

In this section we investigated the influence of a continuous arrival of clients on the system behavior. We
assumed that clients arrive to the system according to a Poisson process with rate A = 24 clients/min. The
results that we obtained are similar to those for the scenario with instantaneous arrivals. Most Missing
optimizes always the average service time over all clients. To achieve such a service, Most Missing forces
clients that arrive first to the system to stay for a bit longer than those that arrive later on. We can imagine
that, by doing so, the system tries to capitalize an initial service capacity.

®Recall that the start-up period is the initial phase where the number of new comers is larger than the number of existing
clientsin the system.
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Figure 5.43: The residence time of clients for Least Missing. Clients arrive to the system according
to a Poisson process with rate A = 24 clients/min. Each peer maintains at most one download and
one upload connection (P, = P,,; = 1). We assume homogeneous upload and download capacities
Sup = Cup = Caown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).
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Figure 5.44: The chunks distribution over time for Least Missing. Clients arrive to the system according
to a Poisson process with rate A\ = 24 clients/min. Each peer maintains at most one download and
one upload connection (P;, = P,,: = 1). We assume homogeneous upload and download capacities
Sup = Cup = Caown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).

The Least Missing strategy, on the other hand, optimizes as before the service time of the first few
clients. What is new here is that the performance of Least Missing is much better than before. The reason
is that, due to the lack of synchronization, the system serves many clients that are not least missing and
with time, these non least missing clients increase the service capacity of the system, which benefits

clients that arrive afterwards.

5.7.2 Impact of the Indegree/Outdegree of Peers

For instantaneous arrival of clients, we have seen that, parallel download and upload of the chunks is not
of benefit to Most Missing while it improves greatly the performance of Least Missing. The simulations
that we conducted under a Poisson arrival of clients (with the parameter values as depicted in table 5.11)

have exhibited the same tendency (figure 5.45).
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Table 5.11: Parameter values.
Aurrivals Process Cup Caown Sup Py, | Py, | Life

A = 24 clients/min | 128 Kbps | 128 Kbps | 128 Kbps | 5 5 0
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Figure 5.45: The number of completed clients against time. Clients arrive to the system according to a
Poisson process with rate A = 24 clients/min. We assume homogeneous upload and download capacities
Sup = Cup = Cyown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).

The only difference is that, in case of Least Missing, the two curves for (P;,, = Py = 1) and
(P;, = Py = 5) are identical after 4 hours. From section 5.6.2 we know that large indegrees/outdegrees
allow Least Missing to engage clients fast into the file delivery, which improves the system performance.
But from section 5.7.1 we also know that, under Poisson arrivals, clients that arrive late to the system
receive a very good service. Thus, this improvement due to large indegrees/outdegrees concern only
clients that arrive early to the system. This explains why after 4 hours of simulations, we notice no change
between Least Missing with P;,, = P,,; = 1 and Least Missing with P;, = P,,; = 5. Figure 5.46
summarizes what we just explained. The residence time of clients within the first few hours decreased
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Figure 5.46: The residence time of clients for Least Missing. Clients arrive to the system according
to a Poisson process with rate A = 24 clients/min. Each peer maintains at most 5 download and 5
upload connections (P;,, = P, = 5). We assume homogeneous upload and download capacities
Sup = Cup = Cyown = 128 Kbps. Clients disconnect as soon as they receive the file (Life = 0).

while it did change for subsequent clients.
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5.7.3 Impact of the Life Time of Clients

The life time of clients is not an important parameter for Most Missing under the scenario where all peers
arrive to the system at the same time. The reason is that all clients finish at almost the same time and
no need to have volunteer clients because there remains no clients to be served. However, when clients
arrive to the system progressively, as under a Poisson arrival, the delivery process continues over many
client generations. Thus, one would expect that having additional sources for the full file helps new
comers to progress fast. Yet, Most Missing proves once again that it does not need altruistic clients. In
figure 5.47 we plot the number of served clients versus time for both Most Missing and Least Missing
approaches. The parameter values used here are showed in table 5.12.

A=24P =P_ =1S =C _=C
in " out

5™ Cup™ Caown= 128
5

number of served clients N

time (in hours)

Figure 5.47: The number of completed clients against time. Clients arrive to the system according
to a Poisson process with rate A = 24 clients/min. Each peer maintains at most one download and
one upload connection (P, = P,,; = 1). We assume homogeneous upload and download capacities
Sup = Cuyp = Clown = 128 Kbps.

Table 5.12: Parameter values.
Arrivals Process Cup Caown Sup P, | P,y | Life

A = 24 clients/min | 128 Kbps | 128 Kbps | 128 Kbps | 1 1 5

As compared to figure 5.38(a), figure 5.47 shows clearly that forcing clients to stay for 5 additional
min in the system to help other clients is not necessary for Most Missing. This can be the case only when
all existing clients in the system are fully using their download and upload capacities during all their
residence time in the system.

On the other hand, figure 5.47 confirms the previous results: The performance of Least Missing
increases with the life time of clients. However, as for P;, = P,,; = 5, this improvement in the
performance is just for clients that arrive early to the system. After 4 hours of simulations, there already
exist a lot of clients in the system that can serve new comers and therefore, the advantage of Life = 5 is
discounted.

5.7.4 Impact of the Bandwidth Heterogeneity of Clients

Given that Least Missing has basically similar tendency to a linear chain, the performance of the system
can be highly damaged by the clients with the lowest bandwidth capacity. This result was the case under
an instantaneous arrival of clients and we show here that it holds true under continuous arrivals. Figure
5.48 demonstrates that Least Missing performs very badly in heterogeneous environments. Table 5.13
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Figure 5.48: The number of completed clients against time. Clients arrive to the system according to a
Poisson process with rate A = 24 clients/min. Each peer maintains at most one download and one upload
connection (P;, = P,,: = 1). Clients disconnect as soon as they complete their download (Life = 0).

points out the values that we consider for the different parameters in this section.

Table 5.13: Parameter values.
Aurrivals Process Cup Cdonn Sup Py, | Py | Life

A = 24 clients/min | 128/64 Kbps | 512/128 Kbps | 1024 Kbps | 1 1 0

In contrast to Least Missing, Most Missing leverages more efficiently the clients heterogeneity. From
figure 5.48 we can see that the overall performance of the system is quite close to the homogeneous
scenario. The main difference is that the time at which the first batch of clients is served has doubled.
In other words, the system increases the initial phase where it tries to capitalize an important service
capacity. However, once the number of active clients in the system (i.e. the service capacity) becomes
quite high, the initial batch is served and next clients experience similar performance to the homogeneous
scenario. As a result, only clients that arrive at the beginning notice a high download time while the
remaining clients receive a very good service.

5.7.5 Impact of the Chunk Selection Strategy: Random rather than Rarest

We now evaluate the two strategies Most Missing Random and Least Missing Random under a Poisson
arrival of clients for the parameter values outlined in table 5.14. The scaling behavior of the two archi-

Table 5.14: Parameter values.
Arrivals Process Cup Caown Sup P, | P,y | Life

A = 24 clients/min | 128 Kbps | 128 Kbps | 128 Kbps | 1 1 0

tectures (figure 5.49) confirm once again the importance of the chunk selection strategy as a key design
for the system.

5.7.6 Conclusions

In this section we addressed the impact of the arrival process of clients on the system behavior. To this
purpose, we assessed the performance of Most Missing and Least Missing when clients arrive according
to a Poisson process with rate A = 24 clients/min. As a summary, we have seen that Most Missing
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Figure 5.49: The number of completed clients against time. Clients arrive to the system according
to a Poisson process with rate A = 24 clients/min. Each peer maintains at most one download and
one upload connection (P, = P,,; = 1). We assume homogeneous upload and download capacities
Sup = Cup = Cyown = 128 Kbps. Clients disconnect as soon as they complete their download (Life = 0).

tends always to optimize the average service time seen by clients while Least Missing provides a good
service for the clients that arrive first to the system. In addition, the broad conclusions that we drew
concerning the impact of the different parameters on the two architectures remain valid. For instance,
the indegree/outdegree of peers is key for the performance of Least Missing while Most Missing is very
insensitive to this parameter. Similarly for the life time of clients. On the other hand, Most Missing
handles better than Least Missing the bandwidth heterogeneity of clients and finally, the selection strategy
is an essential feature for both approaches.

5.8 Open Questions

We have seen so far how the performance of the system is affected by the way clients organize and coop-
erate. From the scenarios that we considered, we can easily conclude that there is no “optimal strategy”
as each strategy provides various trade-offs and may prove adequate for specific goals and deployment
scenarios. The two strategies that we considered in this chapter represent two extreme ways for coopera-
tion between peers. However, the importance of the analysis that we gave is two fold. First, it highlights
the main factors that influence the performance of the system. Second, it provides new insights into
where to apply what rule, which helps in the design of new cooperative architectures depending on the
goal and the environment conditions. Moreover, these two strategies pave the way to conclude many
of other strategies as a combination. One combination is the Most Adaptive strategy proposed in [36]:
Clients that have many chunks serve clients that have few chunks, and vice-versa, with more randomness
introduced when download tend to be half complete.

This strategy gives good chances to new comers without artificially slowing down clients that are
almost complete.

In our analysis, we mainly carried on the performance aspect of mesh approaches. Yet, there are still
many important aspects that must be addressed:

e P2P architectures today suffer from free riders, i.e. clients that access the service and give nothing
in return. One interesting question would be to prevent such a practice.

¢ Another challenging question is whether we could ensure efficiency and fairness at the same time.
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By fairness we mean that clients that help the most in the file delivery should receive the best
service.

e The two architectures that we studied include no optimizations at all. One optimization would be
to serve first the clients that provide a high upload capacity, which would help the system to engage
faster clients into the file delivery and improves its performance. Yet, this kind of optimizations
includes the challenge of how to find the clients with the largest upload capacities. One can use
similar solution to the one proposed by Slurpie [84], where each client reports to the server the
information about the connection it is using.

5.9 Conclusions and Future Work

5.9.1 Summary

File replication in P2P networks is becoming an important service in the current Internet. Existing ap-
proaches for file replication can be largely classified into tree and mesh approaches. Tree approaches can
be very efficient and scale exponentially in time. However, we believe that constructing and maintaining
the trees in a dynamic environment like P2P networks is a very challenging problem. In contrast to tree
approaches, mesh approaches are very flexible and more robust against bandwidth fluctuations and client
departures.

In this chapter we achieved two main goals. The first one was to prove that mesh approaches can be at
least as efficient as tree approaches. To do so, we introduced two new cooperation architectures, namely
Least Missing and Most Missing. Each architecture includes a peer selection strategy coupled with a
chunk selection strategy. The first architecture, Least Missing, favors clients that have many chunks
and the second one gives more priority to clients that have few chunks. In both cases, rarest chunks
are scheduled first. We analytically proved that Least Missing can simulate a tree distribution with an
outdegree & in a simpler way. The key idea is to set the indegree of peers to P;,, = 1 and the outdegree to
P,.; = k. We also showed via simulations that Most Missing achieves similar performance of PTree*
while avoiding the overhead of constructing multiple trees. We outline that, along this chapter, we
assumed a network with no bandwidth constraints and the only constraint is the upload and download
capacity of peers. The rational behind such an assumption is that we wanted to focus on the advantages
and shortcomings related to our architectures and not to external factors. We also assumed that each
client in Least Missing and Most Missing knows all other clients in the system.

The second goal of this chapter was to perform a complete analysis that provides guidelines for the
design of new architectures. We started our analysis with a basic scenario where we assumed that:

o All peers (server and clients) have equal upload and download capacities, Syp = Cyp = Cown = 7
e Each client stays online until it receives the whole file.

e Peers have equal outdegree and indegree Py = Pi, = 1.

e All N clients arrive to the system at time ¢t = 0.

The condition of instantaneous arrival of clients represents a crucial scenario that may be the case where
(i) A critical data, e.g. anti-virus, must be updated over a set of machines as fast as possible or (i) A
flash crowd, i.e. a large number of clients that arrive to the system very close in time. Our basic scenario
provided new insights into the basic tendency of each of the two architectures. The impact of the peer
selection strategy on the system performance was clear: Most Missing optimizes the average download
time overall clients while Least Missing provides a very good service to a few clients at the expense of a
larger download time for the remaining ones.
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We then isolated the main parameters that can influence the system performance. Our conclusions
are:

e The indegree/outdegree of peers can have a strong to little effect on the scaling behavior of the
system. As P;, and P,,;: go from 1 to 5, the performance of Most Missing slightly degrades while
the performance of Least Missing doubles. Even though, we argue that parallel download and
upload of the chunks can offer many advantages in real environments. Mainly, it allows clients
to fully use their upload and download capacities, which makes the system more robust against
bandwidth fluctuations in the network and client departures. Also, parallel connections achieve a
good connectivity between peers in the system.

e The behavior of clients can not be predicted in advance, some clients disconnect straight after they
receive the file and some others stay and help into the file delivery. In this chapter we evaluated the
gain in performance in case of altruistic clients that stay in the networks for 5 additional min after
they complete their download. Our results showed that this behavior is suitable for architectures
that serve clients sequentially like Least Missing. In contrast, for strategies like Most Missing
where clients stay as long as possible and finish at almost the same time, this parameter has no
effect.

e The bandwidth heterogeneity of clients can dramatically affect the performance of the system
especially when clients are served sequentially, which is the basic tendency of Least Missing. In
such an architecture, clients may wait for too long to receive new chunks. Most Missing, on the
other hand, minimizes the impact of the clients heterogeneity. By keeping all peers busy most of
the time, clients can always find servants to download the chunks they miss and could progress
fast.

e The chunk selection process is a key design to ensure efficiency. Both architectures, Most Missing
Random and Least Missing Random have resulted in a very low performance: A large fraction
of clients are stuck in the system because they all miss the same rarest chunk and are waiting to
receive it from the server.

e \We validated our results under both, instantaneous and Poisson arrival of clients. What is new
under a Poisson arrival is that Most Missing forces clients that arrive first to the system to stay for
a longer time than subsequent ones. The reason is that, at the beginning, the system comprises
few clients with few chunks and has a limited upload capacity. Thus, clients do not always find
servants for the chunks they miss. As time goes by, the system incorporates more clients and its
potential service grows significantly, which benefits clients that arrive later on. This same result
applies also to Least Missing.

Our analysis and conclusions highlight the main parameters the system designer must take into account.
In addition, the range of scenarios that we considered helps the design of an efficient cooperative archi-
tecture depending on the goals to achieve and the environment conditions. Note that our results are not
only limited under instantaneous and Poisson arrival of clients, but they also apply when the arrival pro-
cess is bursty. Actually, the more bursty the arrivals, the closer we become to the instantaneous scenario.
In contrast, the less bursty, the closet we are to the Poisson scenario.

5.9.2 FutureWork

In the above discussion, we made some assumptions in order to simplify the analysis. As a future work,
one could look at the following scenarios:
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e The results that we gave so far are for a static network where we assumed no failures and that
the bandwidth over each link is equally divided amongst the different connections which share
that link. One interesting extension would be to evaluate the two architectures, Most Missing and
Least Missing, in real network. The goal behind this extension is to figure out how far the network
characteristics prevent the system to meet its goals.

¢ In our simulator, we assumed that each client has a perfect knowledge of the network. One natural
extension would be to limit the number of neighbors a client can communicate with, i.e. consider
a local view of the system. We do not expect such an assumption to change dramatically the
tendency of the two architectures. We believe that a small list of neighbors, 40 — 120 per client as
in BitTorrent [26], is enough to perform a cooperation strategy between clients.

e Our analysis assumed no early departure of clients, which is not the case in practice. Clients in
P2P networks can fail or disconnect at any moment. For the Least Missing strategy, this factor
has no impact because clients are served in a chain; the parent of a failed client automatically
reconnects to the next client in the chain. In Most Missing the scenario is a bit different. When
a client disconnects, the system looses a potential server but at the same time, this failed client
would not require any further chunks from the system. Therefore, the overall upload to download
capacity of the system would not change significantly.

e Inall scenarios, we assumed that clients either disconnect straight after the reception of the file or
stay for 5 additional min. In the evaluation that we performed for BitTorrent [50], we learned that
the distribution of the life time of clients can vary significantly, from 2 min to 6 hours. Thus, one
extension would be to evaluate the two architectures for a similar distribution.
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Chapter 6

Summary and Conclusions

The huge increase in the number of clients using the Internet calls for efficient and scalable algorithms
to distribute the content. Approaches for Scalable Content Distribution in the Internet was the focus of
this thesis. We focused on two important services, VoD and file replication that have high resources
requirements and induce high traffic.

First, we studied how to provide a large scale VoD service in dedicated overlay networks. Our
contribution there was a new video distribution architecture where each video is split into two parts, the
prefix and the suffix. The prefix is stored at the prefix servers and delivered to clients via a closed-loop
scheme while the suffix is stored at the central suffix server and broadcast to clients using an open-loop
scheme. The closed-loop algorithm that we use is Controlled Multicast and the open-loop algorithm is
the Tailored Periodic Broadcast.

Given this architecture, we developed an analytical cost model, called PS-model, that permits to
minimize the delivery cost of the video. The delivery cost of a video is the sum over the network
bandwidth cost and the server cost consumed for storing and scheduling the video at the different servers.
Note that in our cost model, we assume that the distribution network is organized as a tree with an
outdegree m and [ levels.

Using this cost model, we evaluated the performance of our PS architecture under various assump-
tions on the system parameters. Our results showed how the PS-model always finds the trade-offs be-
tween the cost for transmission and the cost for storage.

After having presented the basic scaling performance of our architecture, we used the PS-model to
investigate many interesting extensions. The first extension is the scenario where the prefix servers can
be placed at only fixed levels in the tree distribution. We derived the increase in the system cost under
this scenario. Our conclusion is that the system performance can drop by up to 45%.

Another extension is the dimensioning scenario of a VoD system from scratch. We assumed an initial
setV ={1,...,K} of K videos and computed the system resources in terms of storage and /O at each
level in the network. We then studied how the PS-architecture adapts to the change in the popularity
distribution or in the number of videos K. For instance, in worst cases and when the number of videos
goes from 100 to 150, the overall growth in the system remains low, below 30%.

Finally, we proved that PS-model can be easily extended to study different architectural choices like
S-sat and P-hybrid. As compared to the PS architecture, the S-sat architecture transmits the suffix via
satellite instead of a terrestrial network while the prefix is always stored at the prefix servers and dis-
tributed to clients through the Internet via Controlled Multicast. The benefits that S-sat can bring to the
system are very important; the system cost has been dramatically discounted, by up to 80%. The second
architectural choice was the P-hybrid architecture that takes advantage of the storage capacity available at
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the clients. We allowed clients to store locally, in their set-top boxes, the prefix part of some or all popular
videos in the system. The reduction in the system cost achieved by P-hybrid was in the order of 30 —45%.

We then continued our study of issues related to VoD services but in a P2P context (rather than
dedicated overlay networks). Most of existing work in this area advised to construct a multicast tree
to deliver the video to clients. Such solutions face the challenge of constructing and maintaining the
multicast tree in an environment where clients can leave the system at any time. Our contribution there
was a new pull-based approach, referred to as PBA, that makes the server as simple as possible and, at
the same time, achieves a very good performance.

The basic idea of PBA is quite simple. When a new client wishes to receive a video, it first contacts
the server. If there is enough free bandwidth along the path to the new client, the server transmits the
video to the new client. Otherwise, the server responds to the new client with a list of C's servants. These
servants are clients that have received or are currently receiving the video. Then, the new client searches
for an available servant from which it downloads the video.

We evaluated the efficiency of PBA and compared it to P?Cast, a multicast tree-based approach.
Our results showed that PBA not only simplifies the server, but it also consumes low network band-
width resources and allows a lot of clients to access the service. We also investigated the gain in the
performance of PBA when each client receives the video from a servant that is close in terms of physical
distance. This extension, referred to as CSF, reduces significantly the rejection probability and the sys-
tem cost.

The last contribution of this thesis was an analysis of the use of P2P networks for file replication

services. Existing solutions can be broadly classified into tree-based and mesh-based approaches. The
first part of our analysis was a comparison between the performance of both kinds of approaches. For
this purpose, we introduced two mesh-based architectures, namely Least Missing and Most Missing. The
Least Missing architecture serves in priority clients that have the largest number of chunks while Most
Missing gives more priority to new comers.
We analytically demonstrated that the number of served clients with Least Missing can scale as in a
tree with an outdegree k. The key idea is to set the indegree of clients to P;, = 1 and the outdegree
to P, = k. We also provided a comparison between Most Missing and PTree”, the most efficient
tree architecture as proved in [18]. Our results clearly revealed that Most Missing behaves similarly as
PTreeF while avoiding the construction of parallel trees.

The second part of our analysis was a set of simulation results where we evaluated the two architec-
tures Least Missing and Most Missing under different scenarios. The results that we presented showed
clearly the importance of the cooperation strategy between clients and the chunk selection process on
the behavior of the system. We also isolated the main parameters that influence the performance of
mesh approaches namely, the arrival process of clients, their indegree/outdegree, their life time, and their
bandwidth heterogeneity. Our study provides new insights that help in the conception of new cooperative
architectures depending on the goals and the environment conditions.
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