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Abstract— This paper describes a novel scheduling algorithm
that takes advantage of multiuser diversity to obtain the max-
imum system spectral efficiency and uses multiple feedback
thresholds to reduce the feedback load to a minimum. In this
scenario the relevant users are probed with a set of carrier-to-
noise ratio (CNR) thresholds. The users are first probed withthe
highest threshold. If none of the users are above this threshold the
threshold value is sequentially lowered until one or more users
are found. A closed-form expression for the average, normalized
feedback load (NFL) is found. It can be argued that it is wise to
minimize this average NFL to minimize the guard time needed for
the feedback process. Consequently, the optimal CNR thresholds
which minimize the average NFL are found. We also develop
closed-form expressions for the overall capacity using quantized
feedback. Plots show that the number of transmitted symbols
between feedback queries has great impact on the overall capacity
and that one bit feedback is optimal in all cases. The scheduling
outage probability has also been analyzed, and the results show
that the scheduling outage probability increases dramatically
when a scheduling deadline is exceeded.

I. I NTRODUCTION

The ever-increasing demand for new applications in wireless
communication systems makes efficient transmission schedul-
ing between users a priority. One approach is to take advantage
of multiuser diversity (MUD) [1]. Ignoring capacity degrada-
tion caused by the feedback traffic, the scheduling algorithm
that maximizes the average system spectral efficiency among
all time division multiplexing (TDM) based algorithms, is
the one where the user with the highest carrier-to-noise ratio
(CNR) is served at all times [2]. We refer to this rate-optimal
algorithm with full feedback asMax CNR scheduling (MCS).

To reduce the feedback load, theSelective multiuser diver-
sity (SMUD) algorithm was introduced [3]. In that scenario,
only the users that have a CNR above a threshold should send
feedback to the scheduler. If the scheduler does not receive
feedback, a random user is chosen.

The new algorithm proposed here employs multiple feed-
back thresholds. The thresholds are denoted asγth,L >
γth,L−1 > · · · > γth,0. For convenience we choose the
highest threshold,γth,L, to be infinity and the lowest threshold,
γth,0, to be zero. To initiate the feedback process, the base
station sends out a query containing the number of thresholds
employed and a list of the relevant users. From the number of
feedback thresholds (L) and the number of users (N ) in the
query, each user can look up the threshold values in predefined

tables. After the query is sent, each threshold value is assigned
the duration of amini-slot (TMS). In the first mini-slot the
base station requests feedback from those users whose CNR is
aboveγth,L−1. If there are none, the threshold is successively
lowered to γth,L−2, γth,L−3 down to γth,0. Becauseγth,0

equals zero, the best user is always found, and the average
feedback load is significantly reduced compared to the MCS
algorithm.

We assume that the feedback is transmitted over acon-
tention channel. If a user is above a threshold, this user
should try to feed back channel state information with prob-
ability one in the mini-slot assigned for this threshold value.
Consequently, the thresholds are sequentially lowered until a
successful feedback transmission or a collision occur. If only
one user is above a threshold, it will successfully feed back
its channel state information and the guard period will be
over. However, if more users try to transmit feedback at the
same time a collision will occur. The problem with colliding
feedback transmission can be solved by using theexponential
backoff scheme [4]. Such algorithms give a fast and adaptive
solution to the contention problem.

Contributions. As described above, we have developed a
generalization of the SMUD scheduling algorithm introduced
in [3]. A closed-form expression for the normalized feedback
load (NFL) is found. After a discussion of the importance of
minimizing the NFL we find the CNR thresholds that give the
minimum NFL for a fixed number of thresholds. From plots
we show that with a sufficient number of CNR thresholds,
the feedback load is minimized, i. e. feedback is received only
from the user with the highest CNR. In addition, we have
analyzed the overall capacity using quantized feedback. The
results show that one-bit feedback is optimal for the scheduling
algorithm employing multiple thresholds. It is also shown that
the number of transmitted symbols between feedback queries
has great impact on the overall capacity. Finally, we show that
when there is a deadline for the polling process, the scheduling
outage probability increases dramatically if the deadlineis
shorter than the time it takes to poll the users with all feedback
thresholds.

Organization of the paper. The remainder of the paper
is organized as follows. We outline the system model in
Section II. In Section III it is argued why it can be reasonable
to minimize the feedback load to obtain the shortest possible



guard time. Following this discussion we derive an expression
for the NFL and find the threshold values that give the mini-
mum NFL for a fixed number of CNR thresholds. Next, in Sec-
tion V we give an expression for the spectral efficiency when
it is assumed that the time to collect feedback information
and take a scheduling decision is negligible. To have a more
realistic expression for the capacity, we develop an expression
for the overall capacity using quantized feedback measured
in [bits/channel use], in Section VI. Next, in Sections VII
and VIII we analyze the expected number of polls before
feedback transmission and the scheduling outage assuming a
deadline for the polling process. Finally, in Section IX we list
our conclusions.

II. SYSTEM MODEL

We consider a TDM system with a single base station that
schedulesN users based on CNR measurements received from
the users for each time-slot. The base station only notifies the
relevant users, if the preferred user is different from the one
in the previous time-slot. The channels of all users are i. i.d.,
slowly-varying, flat-fading channels with average CNRγ. It
is assumed that the duration of a time-slot is shorter than the
coherence time of the channels.

III. M INIMIZING GUARD TIME VERSUS MINIMIZING

FEEDBACK LOAD

In previous publications regarding multiuser scheduling,it
was usually assumed that the time it takes for the scheduler
to conduct the polling process, take a scheduling decision,
and distribute this decision is negligible. In practical systems
this process will have to be conducted within a guard time at
the beginning of the time-slots. Consequently, the theoretical
spectral efficiencies should be reduced by a factorTTS−TG

TT S
,

where TG is the guard time interval, andTTS is the total
duration of a time-slot.

To have the highest possible spectral efficiency we have to
assure that the user with the highest CNR is found and at
the same time minimize the guard time. To analyze the guard
time we have to take the nature of the feedback channel into
consideration. Assuming acontention channel, the guard time
increases both with the number of thresholds and with the
number of users. If the number of threshold values increases,
the average number of polls before a user is found will also
increase, hence also the guard time. A large number of users on
the other hand will lead to more collisions between feedback
from different users and will hence also increase the guard
time. If we assume that the additional guard time caused by
collisions and feedback transmissions is much longer than the
duration of a mini-slot, it will be reasonable to minimize the
feedback load to have the highest possible throughput. The
feedback load can be seen as the average number of users
giving feedback. Consequently, by minimizing the feedback
load the probability of having only the best user giving
feedback is maximized. This will lead to a reduction of the
guard time due to the minimization of the collision probability
between users giving feedback. In the next section we will

show that the probability of only having the best user giving
feedback will rapidly converge to unity with a increase in
the number of threshold values used. Hence, only a relatively
small number of threshold values is needed to come close to
zero collision probability.

IV. A NALYSIS OF THE FEEDBACK LOAD

To evaluate the performance of the scheduling algorithm
with multiple feedback thresholds, we investigate thenormal-
ized feedback load (NFL), which expresses the average share
of users that give feedback for each time-slot. It can be shown
that the NFL can be expressed as:

F̄ =
1

N

L−1
∑

l=0

N
∑

n=1

n

(

N

n

)

(Pγ(γth,l+1)−Pγ(γth,l))
n·PN−n

γ (γth,l),

(1)
where Pγ(γ) is the cumulative distribution function (CDF)
of the CNR for a single user. This expression was found by
calculating the average number of users that give feedback for
each threshold value, and summing up all these feedback load
contributions. The expression is normalized by dividing bythe
number of users. By using the binomial expansion formula [5,
Eq. (1.111)], (1) can be written as:

F̄ =

L−1
∑

l=0

(Pγ(γth,l+1) − Pγ(γth,l)) · P
N−1
γ (γth,l+1). (2)

Inspired by [6], we take the gradient of (2) with respect to
the threshold values and set it equal to zero, which gives the
following expression for the optimal threshold values:

γ∗
th,l = P−1

γ

(

Sl · Pγ(γ∗
th,l+1)

)

, l = 1, 2, 3, · · ·, L−1, (3)

whereP−1
γ (·) is the inverse CDF of the CNR for a single user,

and the constantsSl are given by:

Sl =







N
1

1−N , l = 1

[N − (N − 1)Sl−1]
1

1−N , l = 2, 3, · · ·, L−1,
(4)

with N ≥ 2. The set of equations in (3) has a recursive nature.
One way to calculate all the threshold values is to start with
calculatingγth,L−1. This value can easily be found because
γth,L is defined to be infinity. Knowingγth,L−1, (3) can be
used to calculate all threshold values down toγth,1.

It is also possible to express the threshold values as the sum
of the average CNR and a constant (in dB). By writing (3) on
the form:

Pγ(γ∗
th,l) = Sl · Pγ(γ∗

th,l+1), l = 1, 2, 3, · · ·, L−1, (5)

and exploiting the fact thatPγ(γth,L) = 1, we can write (3)
as:

γ∗
th,l = P−1

γ

(

L−1
∏

i=l

Si

)

, l = 1, 2, 3, · · ·, L−1. (6)

For the Rayleigh, Nakagami, and Rice distributions, the in-
verse CDF equalsγ multiplied by a constant which is only
dependent of the number of users [6]. Consequently, the
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Fig. 1. Three sets of threshold values corresponding to Rayleigh channels
with γ=5 dB, γ=15 dB, andγ=25 dB, respectively. The PDF of the best user
among 10 users is drawn for each set.

threshold values in dB will be a sum ofγ and a constant. The
calculation of the threshold values in the terminals is therefore
a simple operation.

Fig. 1 shows three sets of threshold values for 10 users
having Rayleigh channels withγ = 5 dB, γ = 15 dB, andγ
= 25 dB, respectively. Each set of threshold values contains6
CNR values (L = 5). The highest threshold value is defined
to be infinity and is hence not shown in the figure. The plot
shows that the threshold values in dB are a sum ofγ and a
constant. The probability density functions (PDF) of the best
user among 10 users is also shown [7, (5.85)] for each of
the threeγ-values. These plots show that the probability of
finding the best user belowγth,1 is quite small. Consequently,
the probability of full feedback is low.

A plot of the minimum NFL as a function ofL is shown in
Fig. 2 for a Rayleigh channel withγ = 15 dB. We see that the
NFL converges to1/N asL grows large. This is logical since
the more thresholds there are in the system, the more likely is
it that at most one user will have a CNR value between two
adjacent thresholds.

V. SPECTRAL EFFICIENCY

The scheduling algorithm studied here will always obtain
the same spectral efficiency as the MCS algorithm. Con-
sequently, the expression for the maximum average system
spectral efficiency (MASSE) in the case of Rayleigh channels
can be written as [8, Eq. (44)]:

< C >ora

W
=

N

ln 2

N−1
∑

n=0

(

N − 1

n

)

(−1)n e
(1+n)

γ

1 + n
E1

(

1 + n

γ

)

,

(7)
whereW [Hz] is the bandwidth andE1(x) =

∫∞

1
e−xtdt is

the first order exponential integral function. For the expression
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Fig. 2. Minimum normalized feedback load as a function ofL for a Rayleigh
fading channel withγ = 15 dB.

in (7) it is assumed that the guard time duration is zero, i.e.that
feedback will not degrade the total system spectral efficiency.
In the next section it will be shown that this assumption is not
valid for practical systems.

VI. CAPACITY DEGRADATION DUE TO FEEDBACK

To analyze the spectral efficiency degradation caused by the
feedback traffic we can consider a practical scenario where
the feedback is quantized [9], [10]. Instead of consideringthe
MASSE given in [bits/s/Hz] we choose to analyze the capacity
measured in [bits/channel use]. The scheduling algorithms
analyzed here gives a better quantized feedback performance
compared to the algorithms that only employ one threshold.
For the algorithm employing multiple thresholds the scheduler
knows that the CNR of each user that gives feedback lies be-
tween two adjacent thresholdsγth,l andγth,l+1. Consequently,
the quantization regions only need to lie between these two
feedback thresholds and the CNR can be fed back with a
higher precision.

Modifying [9, Eq. (17)] it can be shown that the overall
capacity can be given as:

CQUANT =

L·J−1
∑

j=0

PN
γ (qj+1) − PN

γ (qj)

2(Pγ(qj+1) − Pγ(qj))

×

∫ qj+1

qj

log2(1 + γ)pγ(γ) dγ

−
N · F̄ · log2(J)

NS

, (8)

where NS is the number of symbols transmitted between
feedback queries (symbols per time-slot),J is the number of
quantization regions employed within each feedback region
andqj andqj+1 are the lower and upper quantization region
thresholds, respectively. The last term in (8) arises because we
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Fig. 3. Total capacity with quantized feedback for 10 users having Rayleigh
fading channels withγ = 15 dB. 10 symbols are transmitted per time-slot.

have to deduct the number of bits needed to be fed back to
the scheduler before a time-slot is assigned to a user.

Figs. 3 and 4 show (8) plotted as a function of the number
of quantization regions. Within each of the feedback regions
we assume uniform quantization withJ quantization regions.
For the theoretical capacity it is assumed that perfect channel
estimates are available and that there is no degradation due
to feedback traffic. The theoretical capacity is found the same
way as for (7). The Round Robin capacity shows the capacity
when MUD is not exploited and no feedback is needed
to perform scheduling. We see that the degradation due to
feedback traffic is largest when few symbols are transmitted
between every feedback query. The number of bits fed back,
i.e. the number of quantization regions, will also influence
the total capacity. The more quantization regions, the more
feedback information will be fed back. Because the number
of quantization regions has to be a multiple of 2, it is seen
from the graphs that one bit feedback is optimal for all cases.

For the expression in (8), the increase in guard time due to
the feedback polling process is neglected. Only the degradation
due to the transmitted feedback is taken into account. In real
life systems we often have to assume that there is a deadline
for the polling process. In the next two sections we will
investigate the average number of polls before a user is found,
and thescheduling outage probability caused by a polling
deadline.

VII. N UMBER OF FEEDBACK POLLS BEFORE

TRANSMISSION

To investigate the practical number of threshold values that
can be included in the polling process, we choose to investigate
the number of thresholds,M , that has to be employed before
getting feedback from at least one user.M can be modeled
as a discrete random variable (RV), and its probability mass
function (PMF) can be expressed as:
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Fig. 4. Total capacity with quantized feedback for 10 users having Rayleigh
fading channels withγ = 15 dB. 100 symbols are transmitted per time-slot.

Pr[M = k] =

PN
γ (γth,L+1−k) − PN

γ (γth,L−k), k = 1, 2, · · ·L. (9)

Inserting (3) into (9) yields:

Pr[M = k] = (1 − SN
L−k) · PN

γ (γth,L+1−k), k = 1, 2, · · ·L,
(10)

whereS0 is defined to be zero. In Fig. 5 the PMF ofM is
displayed for 10 users and 10 threshold values. It is seen that
the probability of finding the best user is largest for the first
poll and decreases almost linearly with the number of polls.
The threshold values are found so that the feedback load is
minimized. Consequently, the probability of havingL number
of polls, i.e. having full feedback load, is very low.

The average number of polls before transmission can be
expressed as:

µM =

L
∑

l=1

l [PN
γ (γth,L+1−l) − PN

γ (γth,L−l)]

=

L
∑

l=1

l (1 − SN
L−l) · P

N
γ (γth,L+1−l). (11)

The CDF of the RV in (10) can be written as:

PM (k) =

k
∑

l=1

(1 − SN
L−l) · P

N
γ (γth,L+1−l), k = 1, 2, · · ·L.

(12)
The expression in (12) will be used in the next section to
evaluate the scheduling outage probability when there is a
deadline for the probing process.
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VIII. S CHEDULING OUTAGE PROBABILITY HAVING A

SCHEDULING DEADLINE

When no feedback is received the scheduler will have to
select a random user and we say that we have a scheduling
outage. We want to investigate the scheduling outage probabil-
ity when there is a deadline for the polling process. Having a
deadline ofD polls, the scheduling outage probability is given
by:

POUT = 1 − PM (D)

= 1 −

D
∑

l=1

(1 − SN
L−l) · P

N
γ (γth,L+1−l)

=
L−D
∑

l=1

(1 − SN
l−1) · P

N
γ (γth,l), (13)

wherePM (·) is given by (12) andD ≤ L − 1.
Fig. 6 shows (13) plotted as a function of the number of

feedback thresholds. The graph illustrates that the scheduling
outage probability increases dramatically if the deadlineis
shorter than the time it takes to poll the users with all feedback
thresholds.

IX. CONCLUSIONS

We have described a novel scheduling algorithm that takes
advantage of multiuser diversity to obtain the maximum av-
erage system spectral efficiency and uses multiple feedback
thresholds to reduce the feedback load to a minimum. By min-
imizing the NFL for this algorithm we find the CNR thresholds
when we have a fixed number of thresholds. From plots we
show that with a sufficient number of CNR thresholds, the
feedback load is minimized, i. e. feedback is received only
from the user with the highest CNR. For quantized feedback it
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Fig. 6. Scheduling outage probability for 10 users having Rayleigh fading
channels withγ = 15 dB.

is shown that one bit feedback is optimal. It is also shown that
the number of symbols transmitted between feedback queries
will have a great impact on the overall capacity. Finally, we
show that when there is a deadline for the polling process,
the scheduling outage probability increases dramaticallyif the
deadline is shorter than the time it takes to poll the users with
all feedback thresholds.
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