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Abstract— This paper presents a closed-form linear precoder of the input’s spatial signatures to detect the data, urdeksm of
for a MIMO spatial multiplexing (SM) system in the presence joint encoding is applied across the streams to differemtthem.
of transmit correlation and a Ricean component. Existing SM For example, current schemes like SM (e.g. V-BLAST) litgraleak
(V-BLAST and similar schemes), based upon channel matrix down in the presence of correlation levels close to one dr Rigean
inversion, rely on the linear independence of antenna charel factors. As a result, these algorithms simply fail to ad&enselves
responses for stream separation and suffer considerably &m and extract the non-zero capacity that is present in higbiyetated
high levels of fading correlation and/or dominating ill-conditioned  or strongly Ricean channels.
line-of-sight channel components. We propose a simple algthm Designing appropriate transmission techniques that cdostad
that adjusts the transmitted constellation through power weight- to various kinds of channel and terrain scenarios is thezetm
ing and phase shifts that can be interpreted in some extreme important and practical issue for the successful deployroeklIMO
case as a higher order constellation design scheme. We obtai systems. Additionally, the transmit correlation and LOSnponents
a rate-preserving MIMO multiplexing scheme that can operae can be assumed to remain static over a longer period of tirde an
smoothly at any degree of transmit correlation and any type b parameters for these statistics can be fed back to the titiesm

LOS channel component. on a regular interval. The transmitter can utilize this tansmit
information in a more robust manner in the presence of ifieitooned
I. INTRODUCTION channels.

Multiple input and multiple output (MIMO) systems, employi Precoding for correlated/Ricean MIMO channels has beesidon

several transmit and receive antennas at both ends, amb'eapgredlar.nong other in the case of space-time block codes ingbut
of providing a large increase in capacity compared to tina 1Ot limited to [6]). In the case of SM schemes however, theafof
single antenna systems [1], [2]. However, this increaseaipacity propagatlon-relateq ill-conditioning is much more dramduegause
is dependent upon the fact that the channels from a tramsnitta (1€ transmitter design no longer guarantees channel atiatigy.
receiver follow independent paths. The capacity of MIMOteys Although precoding for such correlated SM scenarios haeeipr
can be shown to degrade if there are for example severe atiores OUSly also been considered [7], [8], [9] the focus has mabegn
present at the transmitter and/or receiver side [3], [4]. on transmit correlation and quite often on capacity issaéiser than
Similarly, [5] demonstrated that line of sight (LOS) compats, ©" designing robust praptlcal algquthms. To minimize tHéR3|n
while having a positive effect on the outage behavior of thennel, the presence of transmit correlation and LOS channel arrians
are also capable of reducing the capacity of MIMO systems TIRrécoding scheme based on per-antenna phase shifting wasspd
matrix representing the LOS component of wireless MIMO ctegs !N [10] to improve the system performance. The main downsitle
is typically extremely ill-conditioned [4] and thus doest thend itself this approach is that a numerical search is required to fiadgtimal
to a matrix inversion. In fact, with either strong transnotrelations Phases. , ) ) N
or a high Ricean factor, the capacity behavior of the MIMOreted A closed-form solution for transmit correlation only, adinig the
will ultimately become similar to that of a SIMO/MISO, with anheed of any numerical optimization was presented in [11)].[The
possible additional array gain depending on the partialnch precoder is found in a closed-form as the solution to a lieegration
knowledge at the transmitter. If the LOS channel is very daing, parametrized as a functlpn of the transmit cqrrelatlon faent.
then the capacity falls back to that of a SISO system withtagwil Unfortunately this work did not deal with the highly practicase
array gain at the receiver. of Ricean channels. In this article, we extend these resatis
Although the negative impact of correlation and the Rice pom jointly tackle the problem of transmit correlation and LOBannel
nent on average capacity behavior of MIMO systems is sigmific component. ) o )
the effect it has on the BER behavior of actual SM schemess[1] i The idea builds on the following principle: When going from
much more dramatic. That is because conventional SM schesyes MIMO to a SIMO or SISO system, SM can be modified into the form
explicitly (such as in linear MIMO detectors) or implicitisuch as Of "constellation multiplexing” (CM) [13] in order to presee the rate
in maximum likelihood (ML) MIMO detectors) on linear sephiiity ~ Of transmission in a way that is transparent to spatial ptaseof the
channel. The idea of CM is that a higher-order constellatian be
This work was supported by a research contract with Teler&dd Bnd by  designed from the superposition of several low-order @dlagions
the Research Council of Norway through project number 16/482. with proper phase and power adjustment of each consteila@d



course, one antenna is enough to transmit constellatidtiptexed For the sake of exposition, in the next section, we start Isgide-
data. In contrast to SM transmission, the substreams in Gidmses ing the optimization procedure for ttiex 2 case. The derivation is
are differentiated through power scaling rather than thhospatial later extended to the case of arbitrary number of transmétel
signatures. By combining constellation- and spatial-ipléking in a receiver antennas.

proper way, one obtains an algorithm which can operate drhoat

all levels of correlation and Ricean factors. IV. PRECODEROPTIMIZATION FOR 2 x 2 MIMO SYSTEM

Writing out in full, the channel matrix in equation (1) in tRBex 2
[l. SIGNAL AND CHANNEL MODELS situation:
We consider a Ricean MIMO system consisting /8f transmit

antennas and/ (> N) receive antennas with correlations present at

the transmitter only. In this situation, the channel can becdbed 1 — L H, a Be’? K hii  his
by K+1 Be IV 1o} K+1/| h21 h22 |’
1 1 K (
H=,/ K—+1H0Rt2 + K——i—lH'OS' (1)  where by constructiom? + 5% = 1, and p = 2a0 is the modulus

of the antenna correlation coefficient, and channel coefftsih; ;

The M x N channel matrixHy consists of complex Gaussiandescribe the components of the LOS matrix.
zero mean unit-variance independent and identicallyilistd (iid) Without loss of generality in the decoding procedure, weiags
elements whileR; is the N x N transmit correlation matrixHi.s, P; > P, and as the first part of the decoding, the receiver implements
also of dimensionsM x N, is the LOS channel matrix, possiblya MRC with the first row ofH*:
being ill-conditioned, andK defines the Ricean factor. The choice .
of K = 0 leads to a standard Rayleigh fading channel. 7= (H")1,.y = iVPis1 + VP2e’ 55 + (H)1,m. (5)

The baseband equivalent of th&-dimensional signal vector

observed at the receiver can be expressed as: 71 denotes the total gain fos; as a result of the MRC while-

represents the effects of the interference. An estimatefaran be

y =Hs+n, (2) obtained directly from (5), or alternatively from:
wheren is the M-dimensional noise vector yvhose entries are iid izl =VPis1 + E\/ﬁ261¢282 + L(H*)l,;n (6)
complex Gaussian with zero mean and variance We consider T1 T1 T1

the spatial multiplexing of independent symbels ..., sy and limit  \yhere
ourselves tadiagonal precoding of these symbols in the form of:

S = [\/F181 \/FQ@j(bZSQ \/FNej(bNSN]T. (3)
and 22 is the channel related interference factor.

Py, ..., Py represent power levels aIIocqtedArIespectiver to input-sym thations (5) and (6) show that symbelwill be superposed upon
bols s1, ..., siv, and are selected to satispy;" , P = 1. ¢2,...,én s, as a function of the channel matrix, which, on average, in tur
correspond to phase shifts on each transmit antenna. Nbtéhe s composed of the transmit correlation, the factor and the LOS

first symbol does not undergo a phase change and can be régarde:hannel matrix. Notice that this superposition effecgivedduces the
a reference point for all other phase components. We therelefine  minimum distance for detection of symbef.

mn=(H)H,=|H,|>, ==H) . H_: @)

¢1 = 0. Standard SM assigns equal weigtiis= ~ and¢; = 0 for As long as the interference’s magnitude is small enough oot t
I<i<N. "move” the symbols; out of its decision boundary, i.e.,

The symbols are all expected to be selected from the same
modulation with £{|s;|>} = 1. The minimum distance between 2\ Pode . < P 8
two symbols for the given modulation is denoted By, while |71|\/_2 max = o VI Tmin ®)

dmax(> dmin) is the minimum distance between two constellatio
points with highest amplitude. In the 4-QAM casénin = dmax
as all symbols are transmitted with equal power. Throughbaet
paperH. ; points to thei'th column of the matrixH similarly H; .
denotes the’th row. E{} is the expectation operator whilerefers
to complex transpose of a vector/matrix.

3 symbol decision can be made onto obtain an estimate for, . For
the sake of deriving the precoder, we assume no error pripaga
and that (8) holds, hence after obtainitng the symbol is subtracted
from y,

y=y-H.1VvPis. 9

The robustness of the precoder with respect to the assumipiiale
. RECEIVER STRUCTURE in (8) is demonstrated in the simulations. An estimate ferghcond

With the aim to find a simple closed-form expression for theymbol can now be obtained through a second MRC:

precoding weights, we assume a particular receiver streidiased _

on maximum ratio combining (MRC) which allows to derive the 22 = (H")2.y = 73V P2e’ P55 + (H")2,1, (10)

expressions in a compact fashion. No optimality of this déup . 5

method is assumed as the main goal is to find a closed-formigolu Wherem = (H*)2 . H. > = |[H. 2[|".

to the precoder weights only. .
The principle behind the decoding structure is to succebsiv A. Average Channel Behavior

estimate symbols in an iterative fashion, similar to V-BLAH], We wish to design the precoder exclusively based upon krigele

where the matrix inversion procedure is replaced with a MRz  of long-term parameter; ;, K, p ands with no dependence on the

intuition for utilizing an MRC iterative detection prindimas a means short-term varying parameté,.

to derive the precoder weights is that i) it offers more robess The performance of detection ef depends on the instantaneous

against an ill-conditioned channel than a straight matneision minimum distance irz;, however, for the optimization of the weights

based detector and ii) it permits with relative ease, coatpn of P1, P, and phase to be independentt®§, we base ourselves upon an

the interference factors as a function of the transmit ¢aticen and “"average” channel behavior. To this end, we introduce tieving

LOS channel. Through simulations we show that the precoflerso quantity modified from (5):

good performance gains in the case of other decoding methatls )

as ML decoding. 21 = E{n1}VP1s1 + E{r}V Pye’*2s5. (11)
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Fig. 1. lllustration of superposed 4-QAM constellations

A rather straightforward calculation can then be used tovstiat
(see section V)

1 * *
E{Tl} = K——H(Q—’_K(hl’lhl’l +h2’1h271)) (12)
and
1 ] * *
Mﬁ}:E:T@mW+Kﬂmmm+hmM@) (13)

Clearly, withp =0 and K = 0 we find E{r1} =2 and E{m2} = 0.
This is what would be expected in an ideal situation, as theCM
would only return an array gain factor of 2 with no interferen

B. Evaluation of Minimum Distances

Next, we evaluate the minimum distances, which dictate ther e
performance of the symbols, under the average channel ioeHaw
considering the absolute average value of each individai fg.ctor
in E{r} and E{r2}, denoted by respectivelf{r:} and F{r2}.
For s1, the minimum distance is found from (11):

51 = E{Tl}\/l_Dldmin - E{T2}\/ﬁ2dmaxy (14)

where
E{TQ} =

——(2p+ K|hi,1h1,2 + hs 1ha2]). (15)

After a post detection / cancelling afi the average gain foss
can be described by

2y = E{13}VP2e’?s3, (16)
where one can show that (section V)
1 * *
E{TS} = K—H(Q + K(h1,2h1,2 + h2,2h2,2))~ a7
This leads to:
b2 = E{TS}\/FQdmin« (18)

C. Precoding Coefficients with the BER Balancing Criterio

(BBC)
1) Phase Optimizationtf the average gain coming frof{r-}

is non-zero, then by selecting the phaseaccordingly the distance

from the decision boundary can be maximizedforFor an arbitrary
QAM modulation, this is done by selecting. at the emitter such
that

¢2 = — L E{m2}.

This aligns up the symbols in a coherent fashion.

(19)

2) Power Optimization:The noise entries A} .n andH3 .n
all follow the same distribution, similarly, all componerin H* also
have an identical statistical structure. Thus the nois¢ofachave
identical variance when averaged oWds. Therefore, we can equate
the average probability of error far and s, simply by equating the
minimum distances, for the average value of the gains:

E{Tl}\/ﬁldmin — E{T2}\/F2dmax = E{TS}\/F2dmin7 (20)
under constraint
P+ P=1. (21)
For clarity we re-write equation (20) as
Nl\/ﬁl —uw/ﬁz :;1,3\/?27 (22)

where we have definefly = E{71}dmin, pt2 = E{72}dmax and
us = E{73}dmin. The weights for thi22 x 2 system can easily be
computed as functions gf to be:

(i

po_ (w2t ps)® _
1 2 = S 7 32 3
w3+ (p2 + p3)

Copd (2t ps)?
D. Interpretations
Observe thathi 1h1,2 + h3 1ho 2 in the expression foE{rg},

directly measures the ill-conditioning dfj,s. This is intuitively
appealing because one expects the precoder to depend ohewhet

(23)

|:\,the LOS component is easily invertible or not.

Special cases:

« No LOS: With a small K, the expressions give more attention
to the effects of transmit correlation. For instan€e= 0 gives
¢2 = — while u1 = 2, u2 = 2p and us = 2 which coincides
with the results of [11] given for 4-QAM:

P — (14 p)? _ 1
1 — 2 2 = 2"
14+ (1+p) 14+ (1+p)

« Strong LOS: With K — oo and a strongly ill-conditioned
Hy,s we find, y1 =~ pe =~ ps, giving P 0.8 and
P, = 0.2 (4-QAM). Interestingly, this corresponds to the power
allocation for a regular 2D constellation. For instance &V
constellation can be seen as the superposition of two 4-QAM
constellations with respective powers 0.8 and 0.2 (seer€igu
1). Hence SM is here replaced by CM. If the LOS component
is better conditioned, the scheme performs a mixture ofiapat
and constellation-multiplexing.

(24)

V. OPTIMIZATION FOR AN ARBITRARY MIMO SYSTEM

For a general MIMO setup, the MRC precoder may easily be
extended as following. We first assume that the power weggtisfy

P >Py>..> Py. (25)

Thus, in an iterative detection procedure, would become the first
symbol to be decoded, followed by etc. in a chronological order.
To derive the appropriate values ét, ..., Py and phases, the

gverage gain and interference factors need to be calculdtee

average gain coming from cros§-interference of the LOS rmdlan
and the 1remaining channdi R ? 1is assumed to be zero, i.e.
E{(HoR;)"Hy,.} = E{H},,(HR?)} = 0.

We therefore obtain

* 1 1. 1 K *
E{H'H} = K—HE{(HORf) (HoR?)} + K—HHlosHlos
M K "
-~ Kr 1Rt + g 1H|OSH|OS. (27)



Elementk, ! (1 < k,1 < N) can then be written out explicitly as: where A =

1 M ’71,1J —71,251Z —71,3d: _’YN,Nd:_ 71,Nd:
E{HH Y, = ——(Mpr:+ K> hlphi). 28 0 Yo,2d  —y2,3d —yN,Nd — Y2, Nd
{ ot = ey (Mpra + ; ikhi) (28) ,
0 0 0 —in—1d  —ynnd —yN-1,nd
Taking into account the absolute gain coming from both fa;tae INZLN NN w 1"]Er37)
define
M T
1 . =[P, VP; ..VP 38
it = g MIpeal + K1Y hiihiil). (29) _ P [VP1 VP2 ~] | (38) _
+1 =1 ando is a vector with\V zero elements. To obtain a compact notation

) o we have used the followingl = dmin andd = diax.
As previously, channel coefficients, ; represent elements of the  The upper triangular system (37) only contaiMs- 1 equations for
LOS matrix while Pkl describes the coefficients of the CorrelatlorN unknowns’ however, any solution must also Sat@ﬁl P, =1.

matrix R, wherepy , = 1. ) o Thereforep can be found as the only unit-norm all-positive vector
Assuming an iterative MRC receiver, the average minimum dlﬁ’] the null space ofA. For a proof we refer to [12], [13].
tance fors; becomes Observe that withK' = 0, vx,; = Mpy; and the matrix becomes
scale identical to the one presented in [12].
61 = ’Yl,l\/ﬁl dmin — 71,2 \/ﬁ2 dmax .. T 71,N\/ﬁN dmax- (30) Extreme LOS cases:
. . . . . o If K=0andpx; =0,wefindvyy; =0,(1 <k, I<N,k#I
After a symbol estimation/subtraction, the minimum disgffor s and from (37’;]‘8% can easilgks)iee tha(t this givés: i#i.e).

can be found: equal power distribution across all streams.

« On the other hand, with a stron§ factor and high level
of ill-conditionality (e.g. (34)) we can assume aj; to be
of roughly equal value, giving arise to the following (scale
corrected) matrix assuMingmin = dmax:

6N = ’YN,N\/FNdmin- (32) (1) _11 —i —g
A= I (39)

02 = ’72,2\/F2dmin—72,3\/Ffsdmax— _72,N\/FNdrrxax~ (31)

By repeating thisNV times, we obtain expressions fo&f minimum
distances,

1) Phase Optimization:To cancel out the phase-shifts intro-
duced forsy, the most significant symbol, we set 0 0 1 -2
This linear system can easily be solved through backsubstit

M . . .
tion and under the energy constrain one arrives to:

¢i=—L E{H'H}1; = —Z(Mpri + K> hjhe),  (33)

= p= 34N (40)
. 1*42(4]\,_1), = 1,..., V.
fori=2,..,N.. .
If the transmitter and receivers are positioned far fromheac The energy for this setup decreases by one quarter from
other, and the arrays are placed broadside to each othechvidi symbol s; to si11. The final form of the received signal,
a practical situation in many applications, then the chammedel will conclusively simply correspond to a standatd’-QAM
can be approximated as [5] modulation.
1 K K VI. SIMULATIONS
H= K—+1H0Rt5 + 4/ K—H6]91]VI><N~ (34) This section demonstrates the effectiveness of the pretiodrigh

Monte Carlo simulations. The simulations are performedafarx 2
If a constant phase shift, or an exponential correlation ehos MIMO system employing 4-QAM modulation. We use the follogin
applied for the transmit correlation matrix then the saintprovided receiver structures and compare the results with and withiecod-
by (33) will hold for all symbols [12] as long a& is small. For Ng:
larger values ofK, Hj,, will dominate and the single phase shift it « An MRC SIC (successive interference cancelling) decoder, a

introduces can be canceled out for all symbols by selegting —0, has been described in the text.

i=2, .. N. « MMSE SIC decoder. The receiver is similar to the one above
Nevertheless, for this particular MRC receiver, the exauase but rather implements a MMSE matrix inversion to estimate th

rotation is also dependent up#h,, which the transmitter is unaware ~ Symbols in each iteration. o _ _

of, and therefore the selection of (33) will in practice oriigve o ML, a full exhaustive maximum likelihood search is carried.o

minor effect. In contrast, the decoder of [11] eliminalds before In Figure 2, the simulation results are shown for the MRC deco

further processing and the phase change thus plays a moeetamp assumingK’ = 1, K = 10 under the channel model of (34) and no

role. The essential information destined to differentthte signals is transmit correlation. The use of MRC introduces residuahlsyl

though determined by the choice of power weights: interference showing up as a flooring effect, however, treequer
2) Weight Optimization:To guarantee all symbols an equalevertheless manages to bring in a noticeable improvement.

error rate, it is sufficient that values fafP,, VP, ...,v/Py are _ The second simulation plot, Figure 3 displays the use of MMSE

for each symbol is identical: conditions as previously. In Figure 4, the same simulatimmse been
extended with transmit correlation being sepat 0.8. Even at low
81 =6N,02 =0N,...,0N—1 = ON. (35) K-factors having a precoder clearly becomes beneficial.

Finally, Figure 5 uses ML as the decoder, thefactors being
Based on (35) the following linear system can then be set ymets 10 and 15 and with no transmit correlation assumption. A high
of the problem to find the appropriate power levels: factor with precoding makes the slope of the curve steepdhas
fading is virtually non-existing. Further simulation rétsifor transmit

Ap=0 (36) correlation cases may be found in [11], [12].
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