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Abstract— Exact expressions are derived for the average symbol error @ Vi
rate (SER) for correlated non-frequency selective quasi-static multiple- OSTBC ‘A\
input multiple-output (MIMO) Rayleigh fading channels where the @ F H MDD &
transmitter employs orthogonal space-time block coding (OSTBC) and C(=) AN
precoding with a full complex-valued precoder matrix. Expressions are ci(@) My % B Sy oy Yi
given for M-PSK, M-PAM, and M-QAM signal constellations. An K x1 B x1 My x1 Mp x 1 K x 1
iterative optimization technique is proposed for finding the minimum ,
exact SER precoder. The results show that the proposed precoder (0) Uk
performs better than a system using the trivial precoder and a system . ‘A\y, N
using thg precoder that minimizes an upper bound on the pair-wise error k Ja k MLD | F
probability (PEP). 0
I. INTRODUCTION Fig. 1. Block model of the linear precoded OSTBC MIMO system.

In the area of efficient communications over non-reciprocal MIMO
channels, recent research has demonstrated the value of feeding BAO channel. Our two main contributions are: Firstly, we derive
to the transmitter information about channel state observed at @¥act expressions for the average SER for a system where the
receiver. Clearly, the type of feedback may vary largely, depending gansmitter has an OSTBC and a full complex-valued precoder matrix
its nature, e.g., required rate, instantaneous, or statistical channel seétéipped with multiple antennas and where the receiver also has
information (CSl), leading to various transmitter design schemes, dB#ltiple antennas and is using maximum likelihood decoding (MLD).
e.g., [1], [2], [3]. There has been a growing interest in transmittde channel correlation matrix is general such that receiver correla-
schemes that can exploit low-rate long-term statistical CSI in ti@n might be present. The transmitter knows the correlation matrix
form of antenna correlation coefficients. So far, emphasis has be¥nthe channel transfer matrix and the receiver knows the channel
on designing precoders for space-time block coded (STBC) [fgalization exactly. Secondly, we propose an iterative numerical
signals or spatially multiplexed streams that are adjusted based!®ghnique for minimizing thexact SERwith respect to the precoder
the knowledge of the transmit correlation only while the receivingiatrix. In earlier works, an upper bound of the exact symbol error rate
antennas are uncorrelated [4], [5], [6], [7]. These techniques &ethe pairwise error probability are used. The precoder is obtained via
well suited to downlink situation where an elevated access pof iterative algorithm which uses the knowledge of the full transmit-
(situated above the surrounding clutter) transmits to a subscritiggeive correlation, regardless of whether the Kronecker structure is
placed in a rich scattering environment. Although simple mode¥&lid or not.
exist for the joint transmit receiver correlation based on the well Il. SYSTEM DESCRIPTION
known Kronecker structure [2], the accuracy of these models has OSTBC Signal Model
recently been questioned in the literature based on measurement carfigure 1 (a) shows the block MIMO system model witti, and
paigns [8]. Therefore, there is interest in investigating the precoding,. transmitter and receiver antennas, respectively. One block of
of OSTBC signals for MIMO channels thelb notnecessarily follow i source sampleso, z1, ..., zx—1 is transmitted by means of an
the Kronecker structure. OSTBC matrix C(z) of size B x N, where B and N are the

Previously developed theory in the field: An upper bounds o§pace and time dimension of the given OSTBC, respectively, and
the PEP is minimized in [4], [9] for transmitter correlation andyherex — [€o,z1,...,zx_1]7 contains the source samples. It is
for full channel correlation in [3], [10]. In [9], the exact SERassumed that the OSTBC is given. Lete A, where A is a signal
expressions were derived for when therent receiver correlation constellation set such dg-PAM, M-QAM, or M-PSK. The OSTBC
and maximum ratio combining is used at the receiver. A bound @fturns anB x N matrix C(z) that is dependent om. If bits are
the exact error probability was used as the optimization criteriqised as inputs to the systetfif,log, |.A| bits are used to produce the
in [9]. The no receiver correlation assumption might be an unrealistigctorz, where| - | denotes cardinality. Assume thEt[|m7:|2] =02,
channel model for example in uplink communications, where thgd that the matrix that comes out of the OSTBC is den6léat) is
access point (receiver) is equipped with several receiver antengfsize B x N. Since the OSTBC is orthogonal, the following holds
and where the direction of arrival has a small spread at the receiver
antennas. In [11], exact SER expressions were found for uncorrelated K-1
MIMO channels that are precoded with the identity matrix. C(x)C™(z)=a ) |wl*Ts, 1)

0

In this paper, we address the problem of linear precoding of . i= .
Pap P P b herea = 1if C(x) = g1, C(x) = HE, or C(a) = 1Y in [13]
anda = 2 if C(z) = G or C(x) = G{ in [13]. The rate of the
This work is supported by the Research Council of Norway through project
number 157716/432. 1The OSTBCGY is the well-known Alamouti code [12].

OSTBC signals launched over a jointly transmit-receive correlat;



code is K/N. Other OSTBC can be used as well. The codewor@. Equivalent Single-Input Single-Output Model
matrix C'(x) has sizeB x N and can be expressed as: Define the matrix® of size M; M, x M;M, as:

C(z) =[co(x) ci(z) -+ en-1(z)], (2) & =R'? [(F*FT) ® IJ\I,,.] R'?. (20)

This matrix plays an important role in the developed theory. Define
wherec;(z) is theith column vector ofC(z) and it has sizeB x 1. the real non-negative scalarby

Before each code vector is launched into the channel, it is precoded a = ||HFH% = vecH (H,,)® vec(H.,), (11)
with a memoryless complex-valued mati#x of size M, x B, so the
M, x 1 receive signal vectoy, becomes where|| - ||r is the Frobenius norm. Since the mati#X,, contains
unit variance uncorrelated variablek, [vec (H.,) vec” (H,)| =
Y, = HFci(z) + v, ©) I, 0,.- The expected value af can now be found:

. . _ E :E[ H (F ) & vec (H ]
where the additive noise on the chanmelis complex Gaussian cir- o] vee” (Huw) ®vee (Hu)

cularly distributed with independent components having variavige = Tr {QE [Vec (H.,) vec (Hw)] } =Tr{®}. (12)
and H is the channel transfer MIMO matrix. Let the vectays be
collected into the matri®t” of size M, x N in the following way: By generalizing the approach given in [11], [15] to includéué
complex-valued precoddr of size M; x B and having ararbitrary
Y = [yo Y, - yN—1]7 (4)  channel correlation matrix? the OSTBC system can be shown

to be equivalent with a system having the following output input
and the vectors; into the matrixV" of size M. x N, in the following  relationship

way: yr = Vazi + v, (13)

V=[o v - vn-a]. ®) fork {0,1,...,K — 1}. This signal is fed into a memoryless
_ ) ) MLD that is designed from the signal constellation of the source
Then the block input-output relationship for the MIMO system cagymbols.A. v}, ~ CA(0, No/a) is complex circularly distributed.
be expressed: The equivalent single-input single-output (SISO) model is shown in
Y = HFC(z) + V. 6) Figure 1 (b).
I11. SER EXPRESSIONS FORGIVEN RECEIVED SNR
The receiver is assumed to know the channel mafifixand the By considering the SISO system in Figure 1 (b), it is seen that the

precoding matrixF' exactly, and it performs MLD of blocks of instantaneous received SNRper source symbol is given by

length V. y = aoya _ s, (14)
2 NO
B. Correlated Channel Models where§ £ %T The expected received signal to noise ratio is given
. aai Tr{®
A quasi-static non-frequency selective correlated Rayleigh fadiﬁ’y- Ey = % =0Tr{®}.
channel model [2] is assumed. LB £ F [vec (H) vecH (H)] be In order to simplify the expressions, the following three signal

the generalM; M, x M, M, positive definite autocorrelation matrix constellation dependent constants are defined
for the channel cogffi_ci_ents, v_vhere _the operater(-) stacks the gpsk = sin’ %7 gram = —M23 7o 90AM = STy M3 I
columns of the matrix it is applied to into a long column vector [14]. - (M —1)

A channel realization of the correlated channel can then be found bylhe symbol error probabilitBER., < Pr {Symbol erropy} for a
given~y for M-PSK, M-PAM, and M-QAM signalling given by [16]

(15)

SER, — %

e sin2(0) do, (16)

vec (H) = RY?vec (H ), (7 / QLT gpsir
0

where R'/? is the unique positive definite matrix square root [14] of O M1 (5 _ seawr
R and H ., has sizeM,. x M, and is complex Gaussian circularly SER, = = —— e sn2(8) df, a7)
distributed with independent components all having unit variance. ™ M

Kronecker model: A special case of the model above is aSgpR. = 4 (1_ 1 ) /ae,j;?lg“g;)d% 1 /ze,;gé“:;dg 7
follows [2] ™ vVM = VM Jo

H = RY*H,R!", ®) . (18)
respectively.

where the matrices®, and R, are the correlations matrices of the IV. EXACT SER EXPRESSIONS y _
receiver and transmitter, respectively, and their sizesidrex M, The moment generating functiap, (s) of the probability density

and M; x M;. The full autocorrelation matrib® of the model in function p,(v) is defined as¢,(s) = [;"py(7)e”dy. Since _
Equation (8) is then given by all the K source symbols go through the same SISO system in

Figure 1 (b), the average SER of the MIMO system can be found as

SER £ Pr{Error :/ Pr {Errorjy} py (v)dry
where the operatar)” denotes transposition amlis the Kronecker t ) 0 ¢ }Pa
roduct. Unlike Equation (9), the general model considers that the <
prod a (9), the g ! : - / SER., p,(7)d. (19)
receive (or transmit) correlation depends on at which transmit (or 0
receive) antenna the measurements are performed.



This integral can be rewritten by means of the moment generatingRemark 1:The optimal precoder is dependent on the valuéVpf
function of ~. and therefore also 08NR.
From E ion (11) and the f hat all the elemen i . .
_ From Equatio (11) and the act that all the eleme (K, is C. ,Properties of Optimal Precoder
independent and complex Gaussian distributed with zero mean anE . . .
emma 1:1f F is an optimal solution of Problem 1, then the

unit variance, it follows that the moment generating functionvaé BxB : . . :
given by: precoderFU, whereU € C is unitary, is also optimal.

1 Proof: Let F' be an optimal solution of Problem 1 aid ¢
$a(8) = s> (20) ©B*B| pe an arbitrary unitary matrix. It is then seen by insertion
H (1 — X\is) that the objective function and the power constraint are unaltered by

o i=0 N o ~ the unitary matrix. ]
where \; is eigenvalue number of the positive semi-definite matrix | emma 2:I1f Ny — 0T, B = M, and R is non-singular, then the

@. Sincey = da, the moment generating function ¢fis given by: optimal precoder is given by the trivial precodgr= #;M{IM
D(5) = ba (88) = 337 : (21)  for the M-PSK, M-PAM, and M-QAM constellations.
H (1—6\is) Proof: See [17]. |
o Lemma 3:If M, = B andR = I m, i, , then the optimal precoder
By_using Equatioq (19) and the (jefinition _of the moment gen_eratimg given by the trivial precodeF = /#;Mt“h for the M-PSK,

function together with the result in Equation (21) it is possible 197-paMm, and M-QAM constellations. *
express the exa@ER for all the signal constellations in terms of Proof: See [17]. m
the eigenvalues\; of the matrix . When finding the necessary
conditions for the optimal precoder, eigenvalues that are not simple V1. OPTIMIZATION ALGORITHM
might case difficulties in connection with calculations of derivatives. Let the matrixK; ; be the commutation matrix [18] of size x k!.
Therefore, it is useful to rewrite the expressions for 8#R in The constrained maximization Problem 1 can be converted into
terms of the full matrix@. This can be done by utilizing the eigen-an unconstrained optimization problem by introducing a Lagrange
decomposition of this matrix. The results of all these operations I8altiplier /. This is done by defining the following Lagrange
to the following expressions for tH&ER for M-PSK, M-PAM, and function:

M-QAM L(F) = SER 4+ Tr {FFH} . (26)
(M—1)=
SER = l/ Y do E— (22) Since the objective function should be minimized, > 0. Define
™ Jo det (Inr,mr, + 0235 P) the M? x M2M? matrix L as
spR = 2M 1 /7 d9 (23) L=|I,>®vec" (IMT)] Im, ® Knpom, @ Ing,]. (27)
T M o det (I MM, + 0O jf‘gMe ) ’
T = Lemma 4:The precoder that is optimal for Problem 1 must satisfy
SER = 4vM -1 /2 do o Equations (28), (29), and (30) in the bottom of the next page for the
T VM = det (Ing,m, + 0 55%P) M-PSK, M-PAM, and M-QAM constellations, respectively: is a
z a6 positive scalar chosen such that the power constraint in Equation (25)

(24) is satisfied.

Proof: See [17]. |
quations (28), (29), and (30) can be used in a fixed point iteration
inding the precoder that solves Problem 1. Notice that the positive
constantsy’ and . are different.

1

+\/M/o det (IMtM,, +5§§—M9¢) '
respectively. It is seen that Equations (22) and (23) gives the sam(leE
result whenM = 2. This is not surprising, since, the constellation?Orf
of 2-PSK and2-PAM are identical. When\/ = 4, it can be shown
that Equations (22) and (24) return the same resulR K= I s, v,
and F' = I, then the performance expressions in Equations (22) VIlI. RESULTS AND COMPARISONS
and (24) are reduced to the results found in [11]Mf = 1 and no SNR is here defined aSNR = 10log;, N%. Comparisons are
receiver correlation is present, Equations (22), (23), and (24) areritade against a system not employing any precoding, Fe.=

accordance with expressions derived in [9]. #?tht and the system minimizing an upper bound of the
V. PRECODING OFOSTBCSIGNALS EP [fO].
A. Power Constraint The following parameters are used in the examplés= 1, and

Then OSTBC is used, Equation (1) holds and the average POWEI — 6. The signal constellation is 8-PAM with? = 1/2. As
constraint on the transmitted block £ FC(z) can be expressed OSTBC the codeC(z) = G in [13] was used such that = 2

as , o K=4,M;=B=4,andN =8.
aKog Tr {FF } =P, (25) Let the correlation matrixR be given by
k—1
where P is the average power used by the transmitted bl#ck (R)k,l = 0.9 ‘: (31)
B. Optimal Precoder Problem Formulation where the notatior{-), , picks out element with row numbér and

The goal is to find the matrixf’ such that the exac8ER is  olumn numbed.
minimized under the power constraint. We propose that the optimalgigyre 2 show the SER versus SNR performance for the trivially

precoder is given by the following optimization problem: precoder, the minimum upper bound PEP precoder [10], and the
Problem 1: proposed minimum SER precoder. From the figures, it is seen that
min SER proposed minimum SER precoder outperforms the reference systems

{FecMixB} for all values of SNR. The performance of the proposed system is

similar to the minimum PEP precoder for low and high values of

. 2 H| _
subject to Kaor, Tr {FF } =F SNR, but for moderate values &fNR, a gain up t00.8 dB can be
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Fig. 2. SER versus SNR performance of the proposed minimum SER
precoder — o —, the trivial precoder— + —, and the minimum PEP [10]
precoder— x — proposed in [10].
achieved over the minimum PEP precoder [10] and up.fodB is
achieved over the trivial precoder.
If the same parameters are used as in [11] with= I, and
R = I, .., then the same results are found as reported in [11].[12]
By Monte Carlo simulations, the exact theoretical SER expressions
were verified. [13]

(11]

VIIl. CONCLUSIONS

For an arbitrary given OSTBC, exact SER expressions has been
derived for a precoded MIMO system equipped with multiple antehl4]
nas both in the transmitter and the receiver. The receiver empl Yg]
MLD and has knowledge of the exact channel coefficients, white
the transmitter only knows the channel correlation matrix. A fixed
point method is proposed for finding the minimum SER precoder k6]
M-PSK, M-PAM, and M-QAM signalling. The proposed precoders
outperforms the trivial precoder and the precoder that minimizes A%
upper bound for the PEP.
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