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ABSTRACT

In this paper, we propose to extend the coverage of |IEEE
802.11b cells in indoor environments thanks to the multi-
hop concept. By adding somerelay nodesto thecell, that do
not need to be connected to the wired network, it is shown
that we can overcome the rapidly decreasing signal strength
in an office environment, reduce the number of dead spots,
and so drastically reduce the number of access pointsper unit
area. Monte Carlo simulationresultsare providedfor aprac-
tical corporate environment. In the presented scenario, the
expected covered areaistripled thanksto relay nodes. Sim-
ulationsalso show a cellular capacity increase (CCI) thanks
to link adaptation (LA) exceeding 6. A genera method for
the computation of the carrier to interference ratio (CIR) in
amulti-hop cloud is presented. A modelization of thejoint
probability density function (pdf) related to therecei ved power
and the CIRs for each physical (PHY) modes is also pro-
posed.

1. INTRODUCTION

Recent years have seen a growing interest of the research
community for multi-hop networks. Such packet networks
can be alow cost and easily deployable technology to pro-
vide Internet access in a wireless environment and to com-
plement the coverage of future cdlular networks.

Inthirdgeneration cellular networks, an exampl e of multi-
hop concept for coverage extensionisgiven by " opportunity-
driven multipleaccess (ODMA)”, whichisan optionfor ex-
tended coverage of UTRA TDD. [1, 2] show that ODMA
providesacapacity improvement in many cases over thenon-
relaying system, especially when theintra-cell trafficissig-
nificant.

The project SOPRANO [3] focuses also on overlaying
multi-hop networks on a cellular structure. In this context,
[4] provides a closed-form formula for the probability den-
sity function of power and interference at each receiver. [5,
6] give an upper limit for interference and showsthat for the

same cell size and power consumption, the network with re-
lays can significantly increase the system capacity.

In this paper, we address the i ssue of deep indoor cover-
age by the IEEE 802.11b wirdess LAN (WLAN) technol-
ogy [7, 8]. This standard offers data rates up to 11 Mbps
and represents avery fast growing market. However, office
and semi-office, where WLAN arelikely to bedeployed, are
very challenging propagation environments, that reduce the
cell coverage with respect to the free space case and create
dead zones in buildings.

In order to overcome this problem, we propose to de-
ploy very flexibleand low cost relays, ableto routethetraffic
from mobile nodes to the access point (AP) and vice versa.
Section 2 provides the smulation moddl. For the computa-
tion of CIR in a multi-hop cloud, a general method is pre-
sented. A modédlization of the joint pdf related to both the
received power and the CIRsfor each PHY modeisalso pro-
posed. Section 3 gives simulation results and section 4 con-
cludes the paper.

2. MODELIZATION

A multi-hop cloud consistsin an APthat is agateway to the
wired network, one or severa relays that belong to the net-
work architecture, and mobilestations(MS) allowed tomove
inside the room covered by the AP and therelays.

It isassumed that the routing protocol has found aunique
route from the considered M S to the AP and that this route
is the same from the AP to the MS. Moreover, we assume
that the routing protocol randomly chooses one of the short-
est paths. Insimulations, thispath iscomputed using the Di-
jkstraagorithm.

2.1. Monte Carlo Simulations

Coverage prediction (carrier C and CIR) results from link
budget calculations over a high number of iterations. Each
iteration represents a photography of the observed area. In-
terfering M S positions, shadowing, and communication di-



rection are randomly sdlected from one snapshot to ancther.
At each iteration, C and CIR are computed on agrid of MS
receiversin the analyzed area.

The areaischaracterized by an indoor propagation envi-
ronment delimited by the walls of buildingsand an outdoor
zone. Detailsfor the propagation modd are givenin section
2.3.

The power received by the considered MS comesfrom a
selected relay (or AP). Itisthelast nodeontheroutetowards
the AP, Interferenceisthereceived power resulting fromthe
other ssmultaneous transmissions in the cloud. The process
for selecting theinterfering active nodes is deeply described
in the following section.

2.2. Computation of C and CIR

The goal of this section is to compute C and CIR inside a
multi-hop cloud at a given receiver point, which in commu-
nication over the flow F*. The network isrepresented by a
graph G = (V, E) (see example on Fig.1). The edges are
the AP, the rlays, and the MSs. If u and v belongsto ),
the vertice or flow (u, v) belongsto V' iff acommunication
between v and v is possible at a predefined basic rate. The
predefined basic rate is the rate at which RTS/CTS packets
aresent, i.e, 1 or 2Mbps. A communication is possibleiff
at the basic rate, the mean packet error rate (PER) remains
below a PER target (PERT):

Y(u,v) € B2, (u,v)
FE[PER(Basic Rate)]

€ V<= Q)
< PERT.

For thecomputationof C' a agiven receiver point, adef-
inition of the uplink and thedownlink isneeded inthe multi-
hop cloud. The uplink communicationisthecommunication
between the M S and the next node on the route towards the
AP The downlink isthe reverse link. Let's denote R(IMS)
the last node on the route from the AP to the M S (cf. rout-
ing rule assumed above). C isthereceived power at M S (for
the downlink) or R(IMS) (for the uplink).

For the computation of 7, aset, ©, of flows that take ad-
vantage of spatia reuse in the multi-hop cloud to transmit
simultaneously withthe considered flow F* hasto be deter-
mined. Notethat insideacloud, al nodes sharethe samefre-
guency channdl. Then, following[5], the model for channel
interference is to sum the interference powers and treating
the total as Gaussian noise. The main idea of the proposed
algorithmistorandomly extract acliquefromtheflow graph
and add all transmitted powers at the receiver.

When aflow F' has won the channd thanks to the ex-
change of RTS/CTS control packets, all flowsin adistance
of two hopsfrom F' are not allowed to transmit, because in-
volved pairs have heard RTS and/or CTS and prevent them-
selves to send data packets. Let us denote H,(F') the set of
flowsthat are two hops away from F.

Legend:
Access Point (AP) / Gateway

Relay Node (R)

°©0

Mobile Station (MS)

Fig. 1. Exampleof multi-hopcloudwithan AP, 6 relays, and
8MS.

Asanexample, thedownlink flow F4 (seeFig.1) iscon-
sidered. Rg has sent a RTSthat has been received by M S5,
M Sy, and R4. All these nodes prevent themselvesto get in-
volved in another communication beause of the virtual car-
rlerwsng Hence, Hz(F14) = {Fls, Fis, Fha, 11, P, Fg}

Now, H,(F") can be seen asthe set of contending flows
for F'. If we assume that the MAC protocol isfair, the prob-
ability for F' to access the channel should be proportional
to1/d(F), whered(F) = Card(Hz(F)) isthe cardina of
Hy(F), eg., d(Fi4) = 6. Thisresult isin compliance with
themain result of [9] that claimsthat the maximum probabil -
ity of a successful transmissionis upper bounded by 0.9278
/N, where N isthe average number of nodeswithinatrans-
mission range.

These considerationslead to thefollowing a gorithmfor
F™*. Direct communicationsbetween M Smay not beallowed.
Inthiscase, the corresponding flows, e.g., F¢, are not con-
sidered as contenders for the shared medium.

1L ©={Fr"}, T =E\{{F*}U{F|¥F;not alowed}}.

2. Foreach F inV, build Hy(F') and compute d(F') =
Card(Hy(F)).

3. T =T\ {HF")}.

4. WhileT' # @,

(8 Chooserandomly F; in 1" with probability
af/d(F;), aissuchthat o > 1/d(F;) = 1.
(b) © =0 U{F}.
(© T =T\{F}
(d T=T\{HF)}.
5. For each F in ©, F is considered to be uplink with
probability p 1, otherwiseit isadownlink.

6. I istheaggregate received power from all flows F' in
0.



2.3. Path Loss Model in Mixed (outdoor-indoor) Envi-
ronments

The path loss model is supposed to be alog-distance model
for the outdoor path towhich an extralossduetothe externa
wall attenuation and to theindoor propagationisadded. The
resulting model is continuous and describes the propagation
in amixed environment.

L(f) = a(f)+20log(1l + dout/din)
+201log(din) + adin + Wall 2
indoor attenuation
a(f) = 32.4+420log(f), (3)

where f isthe carrier frequency (2.412 GHZz), d,; and d;,,
are the total outdoor and indoor distances, « is a constant
used to model propagtion in an homogeneous indoor envi-
ronment, and W all isan additive constant which takes into
account the attenuation by an external wall. The received
power iscomputed fromlink budget cal cul ationswith an ad-
ditivelog-normal distribution modeling shadowing.

24. Link Adaptation

Thepolicy of link adaptation employed in our scheme isba
sed on PER metric and CIR switching thresholds. That mea-
nsthat PHY modes are chosen dueto both C (sensitivity im-
posed by the standard) and CIR measurements (with PER
congtraint). Thisstrategy has|ead to the definition of thefol -
lowing CIR thresholds (in dB): [0 3.8 5.7 6.7], that corre-
sponds respectively to PHY modes 1, 2, 5.5, and 11 dB.

2.5. Scenario Description

For our simulations, one of the buildingsof the Alcatel Re-
search Center in Marcoussis (France) has been considered
(see Fig.2). Thisbuilding is approximatley 50m and 150m
long. 20 nodes are assumed to be active. The AP and the
four relaysform astring topology. Other simulationsparam-
etersare shown in Tab.1.

It isclear that the AP location is not an optimal choice.
It has been deliberately placed at the extremity of the build-
ing to show that deep indoor coverage is possiblewith relay
nodes.

149 m
18m|APe® RO®e Rle R2e R3e

30m
30m U

Fig. 2. Anayzed building.

Table 1. Simulation Parameters

| Parameter | Value |
AP, relay, MS transmit power 15dBm
Transmit antennagains 0dBi
Recelve antennagain 0dBi
Recelver sensitivity threshold | —94dBm

Shadowing standard deviation 4dB

Thermal noise power —101dBm
Uplink traffic load 30%
Downlink traffic load 70%
Number of MS 20

3. SSMULATION RESULTS

3.1. Performance Metrics

Two metrics are introduced. The first one is a measure of
the coverage gain thanksto the deployement of relay nodes.
The reduction of non covered area (RNC) is the proportion
of non covered area with an AP alone that is now covered
thanksto the relay nodes:

RNC = (%NC —%NCR)/%NC, (4)

where % N C' is the proportion of indoor area non covered
by the APaoneand % N C' R isthe proportion of indoor area
not covered by the APwiththerelays. Notethat RNC = 1,
when the whole indoor areais covered.

The second metric refers to the capacity gain obtained
with link adaptation [10]. Thisis the cellular capacity in-
crease (CCI):

CCI = E[TLA]/E[TY, (5)

where E[T L A] and E[T] are the average surfacic through-
puts resp. with and without link adaptation.

3.2. Coverage Extension

In this section, we compare the percentage of not covered
areas if relaysare used or not. The software provides cover-
age maps (C or CIR) resulting from the statistical average of
the computations per snapshot. By applying thelink adapta-
tion mechanism to those average values, they are converted
in expectable PHY modes.

By comparing thePHY modes maps (Fig.3and Fig.4 are
an example of snapshot) resulting from the two cases, AP
aloneand AP with relays, the RNC brought by the added re-
lays is computed. In thisexample, RNC' = 0.95. More-
over theindoor covered areais tripled. Thisresult must be
counter balanced by the fact that the user throughput is re-
duced when multiplehopsare needed to reach the M S (down-
link) or the AP (uplink). However, the cost of installationis
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Fig. 3. PHY modes map, 1 AP without relay nodes.
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Fig. 4. PHY modes map, 1 AP and 4 relay nodes.

reduced because relays do not need to be connected to the
wired network and the deployement isvery flexible.

Not that high PHY modes are not present around there-
lay nodes. This phenomenon can be explained by the as-
sumed routing algorithm that chooses routes with the min-
imum number of hops. Indeed, a MS close to the first re-
lay istill inthe communication range of the AP, and so will
preferably be attached to the AP with alow PHY mode, ra-
ther than to the relay with ahigh PHY mode.

3.3. CIR Distribution and Célular Capacity Increase

Theestimated CCl iscomputed thanksto Eq.5. Throughputs
are averaged over al positionsof the analyzed grid and all
iterations of the Monte Carlo simulation. On this example,
CCI=6.4.

In order to study theimpact of thelink adaptation onthe
cell capacity, an analytical modelling has been tackled. The

first issueisto efficiently model the joint pdf related to both
received powersC (see Fig.5), and CIRsfor each PHY mode
(Fig.6). These pdf are approximated by generdized gamma
distributionswith parameters (a¢, S¢) (for C), (a1, 81) (for
Ry = 1Mbps), (az, f2) (for Ry = 2Mbps), (s, f3) (for
Rz = 5.5Mbps), and (a4, B4) (for Ry = 11Mbps). If
(¥r)k=1...4 represent theoccupancy probabilitiesof the PHY
modes ( Ry )x=1...4. EQ.5 can be written:

Eizl R ) (6)

I =
cc R

The parameters of the generalized gamma distributionsare
obtai ned thanks to the least square method:

ac =193,  Be = 6.70, ©)
a; =130, B = 8.25, (8)
az =155, By = 7.40, 9)
az =282, B3 =4.90, (10)
as=4.65,  Ba = 3.59. (11)

The explicit computation of the (¢ )r=1...4 iSexplained in
appendix. Finaly, analyticd resultsgiveaCCl equal t06.39
whichisagood approximation of the value obtained by sm-
ulations. This result also validates the proposed approach.
This framework allows also the study of the impact of dif-
ferent CIR thresholds on the CCI.

Received Power (C) pdf
T T T

"0

Fig. 5. Probability density function of C and approximation
by a generalized gamma distribution.

4. CONCLUSION

In this paper, a coverage extension of an |[EEE 802.11b cell
inanindoor environment has been proposed. Thisextension
usesrelay nodesabletorouteinformationfromandtoan AP
in a multi-hop fashion. Monte Carlo simulations prove the
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Fig. 6. Probability density functions of CIR and approxima-
tions by generaized gammadistributions.

benefit of such a solution in the practica case of a corpo-
rate building: deep indoor coverageispossiblethanksto low
cost and easily deployablerelay nodes. Thisgainisobtained
at the cost of a user throughput degradation due to the multi-
ple hops. At last, an analytical modelization based on these
results shows the cellular capacity increase induced by link
adaptation.
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Appendix

Let v be the generalized gamma distribution used to approx-
imate the considered pdf.

Y (xla, B) = Fﬁ(a)xa—le—ﬂm. (12)
Then, let us define the complementary incompl ete gamma
function:
Q= [ a9
T ) e -

with @(a,0) = 1 and Q(a, +o0) = 1. Now, the probabil -
ity to have a 11 Mbps PHY mode is the probability that C
is over the sensitivity threshold defined by the standard for
11 Mbps, Sy, and that the CIR isover the CIR threshold pro-
vided by thelink adaptation strategy, v4, given that the point
iscovered. This can bewritten:

P[C > Sq,7v > 74]

Vs = P[C > 54] (14)
P[C > S4]P[’}/ > ’}/4|C > 54]
Qac, foSa)Q(wa, farya)
Qoo ies) 1O

With similar arguments, it is straightforward to deduce the
other probabilitiesof occupancy.

Yo = Qlac, BcS2)Q(2, f272)
Qae, fe S

Q(ac, BoS3)Q(as, B37s)
Q(ac, foSt)

s = Qlac, fcS3)Q(as, f37s)
Q(ac, foSt)

Q(ac, BoSs)Q(aa, Paya)

Q(ac, BeSt)

(17)

(18)



