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Abstract - The IEEE 802.11a technology is rapidly being
deployed offering many advantages to users. However, the
MAC protocol suffers problems such as hidden nodes and
capture effects, leading to degraded performance. This article
investigates the impact of the users’ distribution (uniform
and micro-cluster) on the protocol fairness and performance.
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I. INTRODUCTION

In this paper, we exhibit by means of simulations that the
802.11a [1],[2] Medium Access Control (MAC) protocol is
highly sensitive to the cell topology, leading to a spatially
unfair system in terms of channel access, reservation and
transmission success. As a consequence, cell users experi-
ence very different performance from each other.

A. Related Work

In the Wireless Local Access Network (WLAN) literature
no analytical model of a single 802.11a cell with several
users can be found and incorporating the effects of: cell
topology, cell load and distribution, users’ transmit modes,
users’ data payload size, MAC protocol, radio parameters.
However, many simplified models have been developed.
Bianchi [3], assuming that all users always see the channel in
the same state, found that the system throughput expression
was almost independent from the cell load when using the
Request To Send (RTS) / Clear To Send (CTS) mechanism.
In [4], a link adaptation algorithm is detailed for a single
user, using an expression of the effective goodput. In [5],
Chhaya and Gupta have studied the protocol behavior under
realistic radio conditions such as hidden nodes, capture
effects, collisions, etc... They derived a simplified throughput
model resulting in a spatially unfair protocol in favor of users
close to the Access Point (AP). Many other articles [6],[7]
have pointed out the 802.11 MAC protocol unfairness and
tried to measure it with some metrics, sometimes resulting in
an enhanced MAC protocol. It is to be noted that our article
deals with the infrastructure mode, where there is always an
AP in the cell.

In this article, we highlight with several types of users’
distributions that the repartition of the resource over the users
is not spatially fair, due to the MAC protocol itself.

B. Organization

The rest of this paper is organized as follows. After intro-
ducing the context in section I, section Il will briefly present
the 802.11a system. Section Il contains the study context.
Then, section IV presents the simulation assumptions and
obtained results. Finally, we conclude and present the future
work.

I1. 802.11A MAC PROTOCOL UNDER DECENTRALIZED
COORDINATION FUNCTION (DCF)

Using the 802.11 MAC protocol, a data transmission
encompasses three main phases:

o Channel Access. After a null Backoff Counter (BC),

o Medium Reservation: RTS and CTS frames exchanges,

o Data Transmission: DATA and ACKnowledgement
(ACK) frames exchanges.

A spatially fair MAC protocol should be fair in all these
phases regardless of the users’ geographical locations.

All our simulations make use of the infrastructure mode
(always an AP) and the compulsory DCF mode. Thus, there
is no central point of coordination in the cell, instead the
coordination is distributed over all the STAtions (STAS)
causing collisions. A collision is said to occur when either
two nodes that are not hidden transmit simultaneously or
when two hidden nodes transmit overlapping frames in time,
resulting in none or only one packet being correctly decoded.
The Carrier Sensing Multiple Access / Collision Avoidance
(CSMA/CA) technique used by contending users is a random
access method. Thus, there is no pre-established transmission
schedule. Each STA delays its transmission start time by
some random BC value (generated according to a uniform
distribution) within a variable Contention Window (CW).
A failure to transmit exponentially increases the CW size
in order to reduce the probability that two users or more
draw the same BC value, and simultaneously transmit. This
minimizes collisions between multiple STAs by temporally
spreading their transmission start times. The duration of
these waiting periods is random, and depends on the number
of contending users and the medium state around each STA.

Each STA must regularly listen to the medium to deter-
mine its state (idle, busy). Due to each STA having limited
transmission range, the medium state perception is location-
dependent leading to two important types of configurations
with specific nodes:



o Hidden Node: A hidden node is within the range
of the intended destination but out of range of the
sender (increase in the number of collisions, significant
performance degradation, unfairness in accessing the
medium),

« Capture Effect: A receiver can receive clearly one trans-
mission out of two simultaneous transmissions, both
within its receiving range (unfair sharing of bandwidth).

To reduce the performance degradation due to hidden
terminals, a medium reservation technique based on a reserve
(RTS frame) and confirm (CTS frame) mechanism between
the source and the destination is proposed in DCF mode.
Once the medium is successfully reserved for a STA, the data
frame can be transmitted with a higher chance of success.
Also, when a collision occurs between several RTS frames,
far less bandwidth is wasted when compared with a larger
data frame collision. Thus, using the RTS/CTS mechanism
is recommended when many users are contending for the
medium to transmit large data frames.

I1l. PRESENTATION OF THE STUDY
A. General Presentation

We refer to cell topology” as the combination of AP and
users’ relative geographical locations. We modeled a fully
deterministic channel (no shadowing effect), so the Received
Signal Strength (RSS) is fully determined by the distance and
the transmission power. Thus, the only random parameters
are: users’ distribution and random BC values. As shown in
section 11, the MAC protocol suffers collisions in accessing
the shared medium due to: (1) distributed MAC scheduling
(causing users to transmit simultaneously), and (2) hidden
nodes.

Using the MAC protocol in DCF mode, several contending
users cannot avoid collisions even whitout any hidden nodes
or capture effects. A cell can only achieve maximum perfor-
mance with a single user. However, the system is still fair if
all the contending users equally suffer from the collisions.
We simulated a scenario where the users are all grouped in
a micro-cluster, to avoid hidden nodes between them.

Then, we investigated the effect of hidden nodes, capture
effects and radio propagation on the medium state perception
and thus on the spatial fairness of the MAC protocol. The
constraints for two Mobile Terminals (MTs) to be in the
same protocol state are:

1) Reach the AP with almost the same received signal
level,

2) Receive almost the same average signal level from all
the other users (excluding the AP).

As there is no power control in 802.11a, all the STAS use the
same transmit power. Constraint 1 means that all users must
be at the almost same distance from the AP, and constraint
2 means that all users must have almost the same average
inter-distance with each other. We tested two different users’
distributions: uniform distribution with various number of

users, and micro-cluster distribution with a fixed number
of users but a moving micro-cluster creating hidden nodes
and capture effects in the cell. The simulation results are
presented in section 1V.

B. Metrics

Goodput and fairness are widely used metrics to compare
MAC protocols.

1) Fairnesss A MAC protocol is fair if it does not
demonstrate preference for a particular user when multiple
users are contending for the channel. In a spatially fair
MAC protocol, all users, irrespective of their locations,
should have (1) the same opportunity to access the medium
(number of transmitted RTS frames), (2) the same level of
success in channel reservation (same value of received CTS
frames given the number of transmitted RTS frames) and
(3) data transmission (same number of received ACK frames
given the number of transmitted DATA frames). The fairness
should be independent from: the number of STAs in the
cell and their geographical locations, the user transmit mode,
data size and distance to AP. To estimate the fairness of a
topology we computed Jain’s fairness index Fr, the standard
traditional measure of network fairness. We used a single
window size (the entire simulation time) to allow every user
enough time to converge to a constant regime. We calculated
~; the ratio of successfully transmitted packets from STA i
over the entire simulation time, for N contending users in
the cell. We obtained the expression:
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We also studied the extreme dispersion of values by using

the %‘;ﬁ index, ratio of the user having the maximum value

by the user having the minimum value.

@

2) Goodput: The goodput is defined as the ratio of the de-
livered data payload to the total time necessary for transmis-
sion including all the protocol overheads (MAC/PHY over-
heads, backoff delay, inter-frame intervals, control frames,
potential frame retransmission times and other users sharing
the same channel). It is the effective performance offered on
the top of the MAC layer. All users arrive at the beginning
of the simulation and try to transmit data until the end of the
simulation. Thus, they all spend the same time in the system.
Also, all users transmit the same constant data payload of
L = 1500 octets. Accordingly, the goodput for STA i is:

Goodput;[Mbps] = _ 8L 2)
TSinLulation
where L; is the number of successful data octets sent by
STA i. Let us define by G the total aggregated goodput
expressed in Mbps as the sum of all the successful data sent
by all users during the entire simulation time.



In this article, we show that the 802.11 MAC protocol
is very sensitive to the cell topology leading to spatially
unfair situations in terms of channel access (expressed by the
number of transmitted RTS frames for each STA), channel
reservation and data transmission success (expressed by S):

Number of expected Rx ACK frames 3
Number of Tx RTS frames )

This unfairness combined with various transmit modes result
in different performance over all users.

S:

1V. SIMULATION MODEL AND RESULTS
A. Smulation model

Our simulations use a model close to the 802.11a [1],[2]
standard, with a single AP in DCF mode. Users always use
the RTS/CTS mechanism. During a simulation, the number
of users is constant and the simulation time is long enough
to give every STA a chance to transmit a sufficient amount
of data and to reach a fixed transmit mode.

All STAs are distributed within a 37.5m x 37.5m square
building. The AP is located at the building centre and the
users (always static) are distributed in the building. The
maximum AP-MT distance is 26.5m (mode 4). Only the
uplink is considered (from an MT to the AP), thus the AP
will not try to access the medium, it only acknowledges the
MTs operations. We use a saturated traffic model where all
MTs constantly try to transmit fixed 1500 octets packets size.

The propagation model used is based on a power law [8],
for class A scenarios referring to corporate indoor environ-
ments. No shadowing effect is included in order to capture
the MAC protocol influence under various topologies. Due to
the cell size, the air propagation time (< 1us) is neglected.

With the Link Adaptation (LA) algorithm implemented,
a STA always transmits using the highest achievable mode
of operation determined by its distance to the AP. Thus, a
cell is decomposed in "areas” of maximum modes around
the AP. All control frames are transmitted in mode 1.

Table 1 presents the main numerical values used in our
simulations.

Table 1
Simulation Parameters

Parameter Name Numerical value
MT data payload 1500 octets
Cell radio channel 5180 MHz
AP and MT Tx power 23 dBm
AP and MT antenna gain 0 dBi
Short Retry Counter (SRC) 7
Long Retry Counter (LRC) 4

All other MAC protocol values are found in [1] and [2].

B. Micro-cluster distribution

We simulated a total real time of 100s. Several scenarios
were investigated with a constant number of 6 users, to show
the impact of hidden nodes, capture effects and collisions

on the MAC protocol fairness. In a micro-cluster, several
users are closely grouped in a 2m radius circle, all using the
same transmit mode. For each series of 4 scenarios (1 to 4),
the micro-cluster centre is respectively located at Om, 7.5m,
17.5m and 22.5m from the AP.

o Scenarios G1 to G4: All 6 users are in the micro-cluster,

o Scenarios|C1to IC4: There is always 1 user at 5m from
the AP, and a micro-cluster of 5 users, diametrically
opposed,

o Scenarios IF1 to IF4: There is always 1 user at 25m
from the AP, and a micro-cluster of 5 users, diametri-
cally opposed.

Table 2
Micro-cluster distribution fairness and performance metrics

Scena- User Nb User S User DATA Gr
rios Tx RTS success [Mbps]
Max | FT Max | FT Max FT

Min Min Min
Gl 1.15 1.0 1.08 1.0 1.18 1.0 21.82
G2 1.15 1.0 1.04 1.0 1.18 1.0 21.82
G3 111 1.0 1.02 1.0 112 1.0 17.98
G4 1.13 1.0 1.03 1.0 1.16 1.0 14.26

IC1 1.15 1.0 1.08 1.0 1.18 1.0 22.40
I1C2 1.23 1.0 1.04 1.0 127 | 099 21.57
IC3 233 | 087 | 149 | 097 | 346 | 0.71 20.82
ICA 230 | 087 | 149 | 097 34 0.72 17.67

IF1 145 | 098 | 1.06 1.0 1.38 | 0.98 19.37
IF2 146 | 098 | 1.07 1.0 138 | 0.99 19.33
IF3 1.20 1.0 180 | 097 | 168 | 0.98 15.99
IF4 121 1.0 172 | 097 | 155 | 0.98 13.19

Scenarios G1 to G4 show fair situations, no matter the
distance between the micro-cluster and the AP, because
all users are always in the same state, and there is no
hidden node/capture effect. In scenarios IC1 and IC2, there
is no hidden node/capture effect, giving also a fair situation.
However, in scenarios IC3 and IC4 we have a capture effect
but no hidden node: any RTS attempt from a user in the
micro-cluster is always dominated by a simultaneous RTS
attempt from the user close to the AP (5m) because of its
much stronger RSS at the AP. Thus, he achieves almost
100% of reservation success leading to an unfair situation
(RTS packets fairness index = 0.87). Once the channel is
reserved, data is nearly transmitted with total fairness (0.97).
In scenarios IF1 and IF2, the capture effect is dominated by
the micro-cluster’s users leading to an RTS packet fairness
index of 0.98. Then the capture effect becomes a hidden
node problem in scenarios IF3 and IF4 because the micro-
cluster’s centre and the isolated user are too far apart (42.5m
and 47.5m respectively). The result is an unfair situation as
shown in Table 2.

As a conclusion, the MAC protocol is fair when all
users are always “synchronized” on the same channel and
protocol state and face the same number of collisions. This
is achieved when there is no hidden node nor capture effect.
Such situations are found for distributions of users locally



concentrated, such as users in the same small meeting room.
But, as soon as hidden nodes or capture effects appear, the
MAC protocol turns out to be unfair and in favor of the
very close users to the AP (whether isolated or grouped in
micro-cluster).

C. Uniform distribution

We simulated a total real time of 200s. We varied the
cell load from 5 up to 40 users. The users are uniformly
distributed in the building. Thus, when the number of users
increases, the proportions of users in each mode remain
almost constant. Table 3 shows the metrics used.

Table 3
Uniform distribution fairness and performance metrics

Nb of User Nb User DATA Gr

users Tx RTS success [Mbps]
Mo | Pr [ S [ Pro | Sem | Fr
5 1.36 0.99 111 10 1.37 0.99 18.02
10 2.24 0.96 1.49 0.99 3.34 0.92 18.51
15 214 0.97 1.88 0.98 4.04 0.90 18.48
20 2.71 0.92 2.00 0.97 4.66 0.77 18.56
25 238 [ 095 | 191 [ 097 | 374 | 0.84 18.38
30 282 [ 093 | 203 [ 097 | 479 | 0.80 17.67
35 323 [ 092 ] 210 | 097 | 592 | 0.77 17.44
40 321 0.91 219 0.97 6.01 0.77 17.49

User S

1) Distribution of BC values: Prior to data transmission,
each STA draws a BC value to determine its transmission
start time. The protocol retry philosophy is “"the more a STA
fails, the more it waits, whatever its mode and data packet
size”. Figure 1 shows the distribution of BC values versus
the distance to the AP. These values where obtained for a
cell load of 40 users.

Number of occurences
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Fig. 1
Number of times each BC value was drawn versus distance
to AP

In Figure 1, various "steps” are found along the BC value
axis, corresponding to the different values of CW. First, the
number of occurences of BC values rapidly decrease for
increasing BC values. The most significant ”steps” being
actually contained in the first two CWSs. In other words,
a success usually follows a collision. Second, the function
giving the successful transmit opportunities versus the dis-
tance to the AP is not a simple one. Even though the closest
users from the AP are the most favored ones, the farthest are
not necessarily the least favored as seen in Figure 1. This
is the impact of the cell topology. If all users were equal
regarding success and failure, they whould have drawn the
same number of times each BC value regardless of their
location in the cell. However, this is not verified by Figure
1, thus showing the spatial unfairness of the MAC protocol,
even with a fairly large cell load.

2) Opportunity of channel access, and success in chan-
nel reservation and data transmission: The profile of the
number of RTS frames per user versus the distance to the
AP follows the BC distribution (Figure 1). MTs having few
channel access opportunities are suffering a high percentage
of collisions and a high waiting time between two transmis-
sions, leading to poor performance. In Table 3, when the
number of contending users increases, the number of RTS
%‘;ﬁ values, over all users, also increases and reaches up to
3.2 and a fairness index of 0.92, for 40 contending users.
This indicates the spatial unfairness of the MAC protocol in
the channel access.

Figure 2 shows S versus cell load and the distance to the
AP.
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Fig. 2
Channel reservation and data transmission success (%)
versus cell load and distance to AP

The spatial unfairness of the protocol is obvious. The
assumption that all users have the same channel reserva-



tion and data transmission success conditions regardless of
their location is not verified. The importance of using the
RTS/CTS mechanism in presence of many users to minimize
the effect of the hidden nodes is highlighted. Indeed, the
average S value decreases for an increasing number of
contending users, due to an increasing number of hidden
nodes and thus of collisions. In Figure 2, the users having
the best S values are the ones located close to the AP. As
no power control is used in 802.11a, users close to the AP
exchange stronger radio signals with the AP than the ones
far from it. Thus, users at the cell border are disadvantaged
regarding the channel reservation efficiency compared to the
users at the centre. As cell load grows, some users become
more and more disadvantaged compared to others (up to 2
times), leading to an increasingly unfair protocol. In a larger
building (more hidden nodes), the users far from the AP
(mode 1) would have been even more disadvantaged.

3) Goodput: Figure 3 corresponds to a combination of
users operating in various transmit modes. First, the average
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Goodput versus cell load and distance to AP

goodput per user decreases for an increasing cell load, in
favour of the MTs close to the AP. Indeed, they already have
a better opportunity of channel access, medium reservation
success and data transmission success, and they also have a
better mode. Thus, for 40 contending users, the most favored
users send 6 times more successful data frames than the least
favored ones. Second, even under heavy load conditions,
the average cell goodput (considering an average mode for
all users) is almost inversely proportional to the cell load.
Table 3 shows that the aggregated goodput is almost constant
whatever the number of users. Thus, the user average time to
transmit a given data payload almost linearly increases with
the number of contending users, creating a greater delay, due
to the shared radio channel.

V. CONCLUSIONS AND FUTURE WORK

Our simulation results exhibit a spatially unfair 802.11
MAC protocol and the effects of hidden nodes and capture
effects. Even users transmitting the same amount of data
payload faced different opportunities to contend for the
channel, different level of success in channel reservation
and data transmission, depending on the cell topology. Cell
topology is thus a key parameter to consider, for example,
when triggering inter-cell handovers.

Other traffic profiles and user distributions should be in-
vestigated as a complement to this study. In addition, a more
realistic channel model could be implemented, including for
example the shadowing effect.

REFERENCES

[1] “IEEE 802.11. Wireless LAN Medium Access Control
(MAC) and Physical Layer (PHY) Specifications. Stan-
dard IEEE 802.11”, IEEE, 1999.

[2] “IEEE 802.11a. High Speed Physical Layer in the 5 GHz
band. Supplement to Standard IEEE 802.11”, IEEE,
New York, 1999.

[3] G. Bianchi, “Performance Analysis of the IEEE 802.11
Distributed Coordination Function”, |EEE Journal on
selected Areas in Communications, vol. XVIII, no. I,
March 2000.

[4] D. Qiao, S. Choi and K. Shin, “Goodput Analysis and
Link Adaptation for IEEE 802.11a Wireless LANS”,
|EEE Transactions on Mobile Computing, vol. I, no. 1V,
October-December 2002.

[5] H.S. Chhaya and S. Gupta, “Performance modeling of
asynchronous data transfer methods of IEEE 802.11
MAC protocol”, Wireless Networks, vol. IlI, pp. 217-
234, 1997.

[6] T. Nandagopal and X. Gao, “Achieving MAC layer
fairness in wireless packet networks”, in Proceedings
of Mobile Computing and Networking, pp. 87-98, 2000.

[7] C.L. Barrett and M.V. Marathe, “Analyzing the Short-
Term Fairness of IEEE 802.11 in Wireless Multi-hop
Radio Networks”, in Proceedings of MASCOTS pp. 137-
144, October 2002.

[8] J. Medbo and J.-E. Berg, “Simple and accurate path loss
modeling at 5 GHz in indoor environments with corri-
dors”, IEEE VTSFall VTC, vol. I, pp. 30-36, September
2000.



