IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 11, NO. 4, MAY 1993 631

Performance Evaluation of Forward Error
Correction in an ATM Environment

Ermnst W. Biersack, Member, IEEE

Abstract— If the packet loss rate in a network is higher
than the loss rate requested by an application, the transport
protocol must make up for the difference in loss rate. In high

bandwidth delay-product networks, the latency introduced by -

retransmission-based error recovery schemes may be too high for
applications with latency constraints. In this case, forward error
correction (FEC) can be used. FEC allows recovery from loss
without retransmission. The amount of loss recovered strongly
depends on the loss behavior of the network. FEC works best if
losses are dispersed in time.

We use simulation to study the loss behavior of an output
buffered cell multiplexer for three different traffic scenarios. Our
results show how the loss behavior of the multiplexer is affected
by the traffic mix and the statistics of the sources. The more
bursty the sources, the higher the loss rate and the higher the
probability that losses will occur in bursts. Based on simulation
results, we develop a mathematical model for the performance
of FEC, when applied to multiplexed traffic, and compute the
effectiveness of FEC for the three traffic scenarios. FEC is not
effective for the two homogeneous traffic scenarios. However,
FEC reduces the loss rate for the video sources by several orders
of magnitude for a heterogeneous traffic scenario consisting of
video and burst sources.

[. INTRODUCTION

HE asynchronous transfer mode (ATM) is the internation-
ally accepted transfer mode for broad-band networks [2].
ATM provides high-bandwidth, low-latency multiplexing and
switching [15]. The basic unit of multiplexing and switching
in ATM is called a cell. A cell has a fixed length of 53 bytes:
48 bytes of data ( payload) and 5 bytes of control information
such as virtual path identifier (VPY), virtual channel identifier
(VCD), and a cyclic redundancy check (CRC) for header error
control. One of the reasons for adopting ATM is for the inte-
gration of services. ATM will be used by different applications
that require services with widely varying quality of service
(QOS) requirements. One QOS requirement is reliability of the
transfer. An ATM-type network will experience three types of
errors: bit errors corrupting the data portion of a cell, switching
errors due to undetected corruption of the cell header, and
cell losses due to congestion. Losses due to congestion are
expected to be far more common than the other two types of
errors.
If the reliability provided by the network is lower than
the reliability requested by an application, the error control
system in the end nodes must make up for the difference.
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The two basic mechanisms available to improve reliability are
automatic repeat request (ARQ) and forward error correction
(FEC).

Automatic repeat request (ARQ) is a closed-loop technique
based on retransmission.of data that were not correctly re-
ceived by the receiver. ARQ requires the transmitter and
receiver to exchange state information about the status of
individual messages [20}. Each retransmission of a message
adds at least one round-trip time of latency. Therefore, ARQ
may not be applicable for transmitting data from applications
with low latency constraints. Low latency is necessary for
applications such as human interaction (voice, video), process
control, remote sensing, etc. If data do not arrive within a
certain time, they will be worthless for these applications.
Another disadvantage of ARQ-based schemes is the processing
overhead required to keep track of a potentially very large
number of outstanding messages.

Found error correction (FEC) is an alternative to ARQ.
It avoids the shortcomings of ARQ, and is well suited for
operation in high bandwidth—delay product networks, where
the ratio of the packet transmission time to the propagation
delay is large. FEC involves the transmission of redundant
information along with the original data so that if some of the
original data is lost, it can be reconstructed using the redundant
information. The amount of redundant information is typically
small, so that FEC remains efficient. In the past, FEC has
been used in computer memories [10] compact disks [23],
communication with deep space probes [4], and video coding
[11]. In data communications, the use of FEC is attractive for
providing reliability as needed without increasing the end-to-
end latency. FEC can make the operation of the network more
cost-effective by allowing it to operate with higher utilization.
Without FEC, the network must operate at a utilization level
where the loss rate of the network never exceeds the most
stringent loss rate required by any application. In this case,
all applications will receive this low loss rate, independent of
their actual need.

When FEC is used, there are two antagonistic effects at
work:

1) the redundant information due to FEC helps recover part
of the losses

2) the additional data due to FEC increase the overall load,
which makes the loss rate worse.

FEC is only effective if 1) prevails. The potential of FEC to
recover from losses depends very much on the loss behavior of
the network. If the losses are highly correlated, FEC will be far
less effective than when the losses are dispersed evenly. For
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this reason, we study the loss behavior of a cell multiplexer for
different traffic scenarios before we evaluate the performance
of FEC.

In the next section, we explain the operation of FEC.
Section III contains a description of our simulation model
and the assumptions made. For different traffic scenarios, we
study in Section IV the loss behavior of a multiplexer, and
evaluate in Section V the performance of FEC. Related work
is discussed in Section VI, and the results are summarized in
Section VII. The Appendix contains more results about the loss
behavior of the multiplexer and an algorithm for computing
the performance of FEC.

II. OPERATION OF FORWARD ERROR CORRECTION

Coding theory distinguishes two types of data corruption: an
error is defined as a bit with an unknown value in an unknown
location, whereas an erasure is a bit with an unknown value in
a known location. If the FEC decoder is able to take advantage
of erasure information, replacing an error with an erasure
approximately doubles the error correcting power of the code.
In ATM, 1 byte of the 5 byte header is a cyclic redundancy
check for header error control that can correct 1 b errors
and detect 2 b errors. For bit error rates smaller than 1079,
which are typical for fiber optics transmission systems, the
cell loss rate due to random bit errors is negligible. Therefore,
congestion losses are the dominant form of error on ATM
networks, and the network can be modeled as a well-behaved
erasure channel. The unit of loss is a cell. Congestion losses
may occur in bursts and affect consecutive cells of a single
connection. For FEC to be effective, it is important to recover
the loss of consecutive cells. Cells must contain a sequence
number to enable the receiver to detect missing cells that must
be reconstructed.

The FEC system we study in this paper uses a
Reed-Solomon based burst erasure correcting code, referred
to as RSE [14]. RSE takes k data cells as input and produces
h redundant cells as output. The k data and h redundant cells
are transmitted to the receiver. Any % of the k + h transmitted
cells are sufficient to recover the original k cells as long as
none of the received cells is corrupted by bit errors (erasures
only). A group of k cells from which the i redundant cells are
generated is referred to as a block. The h redundant cells are
referred to as overcode. A block is the unit of error detection
and loss recovery. A block that has at least one cell missing is
said to be corrupted. A block of k data cells and A redundant
cells is considered lost if more than h of the k + h cells are
missing. FEC is applied by individual sources. A source that
applies FEC is referred to as a FEC source; a source that does
not apply FEC is a non-FEC source. Non-FEC sources transmit
data blocks that consist of k data cells. FEC sources transmit
FEC blocks that consist of k data and h redundant cells.

Fig. 1 illustrates the operation of the RSE system for k& = 3
and h = 2 cells.! The RSE encoder at the transmitter produces
two redundant cells (FEC 1, FEC 2) for every block of three
data cells. In the example, one data cell (MSG 2) and one
redundant cell (FEC 1) get lost. The FEC decoder at the

Typically, the ratio k/h is much larger than in this example.
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Fig. 1. Operation of FEC.

receiver uses the redundant cell FEC 2 and the two correctly
received data cells to reconstruct the missing data cell (MSG
2). RSE can be implemented on a single chip, and achieves a
throughput of 400 Mb/s or 1 Gb/s, depending on the symbol
size used. Since RSE can only correct erasures but not errors,
its decoding algorithm is simplified and the same hardware can
be used for encoding and decoding, which reduces the overall
complexity. Thanks to the dramatic increase in chip integration
and speed, an implementation of RSE that runs at B-ISDN
rates is feasible. One of the advantages of RSE over other
Reed-Solomon codes [18] is that the original data cells are not
modified and can be transmitted in clear form immediately,
without waiting for the encoding process to complete. This
also implies that there is no decoding delay at the receiver
if all £ data cells are received. In general, the encoding and
decoding delays for the RSE chip are negligible compared
to the transmission delay. When operating at 400 MHz on
53 byte cells with a symbol size of m = 8 b on blocks of
k = 50 data and h = 10 redundant cells, the encoding delay
d is d = 8.005 us. The encoding delay is defined as the time
between the availability of & data cells at the encoder and
generation of the first redundant cell. When operating at 1
GHz with m = 32 b, the encoding delay for RSE is reduced
to d = 1ps. At the receiver, decoding is only necessary if
fewer than k data cells are received. The decoding must be
deferred by a waiting time w until k£ error-free cells (data and
redundant cells) of an FEC block are received. The time w
depends on the rate at which cells of an FEC block arrive and
on the number of cells missing. Since ATM does not reorder
cells, we have w < ( average cell interarrival time) x h. If we
choose k = 50 [cells], A = 10 [cells], and assume an average
cell interarrival time of 60 us, we get w < 60 * 10 us. After
the time w has elapsed, the decoding of the missing cells can
start. The time to decode the missing cells is the same as the
encoding delay d. Therefore, the total delay for encoding and
decoding introduced by FEC is d + (w + d). For the above
example, the total delay will be less than 616.010 us, which
is at least an order of magnitude smaller than the transmission
delay introduced in high bandwidth—delay product networks.

The buffer requirements when FEC is used are the same as
without FEC. If the receiver performs a reassembly of cells
into larger units, it must provide a reassembly buffer that
is large enough to hold one block of cells. If the receiver
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Fig. 2. Model of the output-buffered multiplexer.

operates in a “cut-through” manner and each cell contains
sufficient header information to determine its position within
an application data unit, an incoming cell can be put right
into application memory without the need for intermediate
buffering [6].

Our measure for the performance of FEC will be the effect
on the block loss rate. Since higher layers deal with blocks, the
block loss rate is a more meaningful measure of the network
performance than the cell loss rate. FEC. increases the total
amount of traffic in the network by the number of redundant
cells generated by the FEC encoder. If A is the aggregated load
generated by all sources, the effective load Mg in the network
consists of the aggregate load X and the load due to FEC. If
all sources apply FEC, deg = A (14 h/k). A and Aeg assume
values between O and 1, where a load of 1 means that cells are
generated at the same rate as the system can transmit them.

III. EXPERIMENTAL SETUP

We have built a discrete event simulator to study the loss be-
havior of an ATM network and to investigate the performance
of FEC. We model the ATM network as a multiplexer. Since
simulations are very CPU-intensive, it is currently impossible
to simulate a more detailed ATM environment consisting of,
for instance, several switches connected by high-speed links.
The multiplexer has N input ports and one output port, as
shown in Fig. 2. Cells are buffered at the output port in
a single shared buffer of finite capacity of B cells. The
multiplexer checks the inputs in a round-robin fashion, and
puts newly arriving cells in the output buffer, if there is any
space, and drops them otherwise. Each input port has one
source connected to it. Every source generates, on the average,
the same amount of traffic. The cells waiting in the output
buffer are served in FIFO order. The granularity of time in the
simulation is a cell time, which is equal to the service time
of a single cell.

An ATM network will carry traffic from different types of
applications with different statistics. In our simulation model,
we distinguish between two different types of sources: 1) burst
sources tepresenting applications such as bulk data transfer
or transactions, and 2) video sources representing variable
bit rate video sources such as entertainment video or video
conferences. A burst source is characterized by the interarrival
time among bursts, burst size, and separation of cells within
each burst. We assume that the burst interarrival time is
geometrically distributed, the number of cells per burst is a
constant, and the separation of cells within a burst is fixed. A
separation of z means that during the transmission of a burst,
a cell is transmitted every z cell times. For the burst sources,
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TABLE I
SIMULATION PARAMETERS
Parameter | Value
| Load A 0.3 - 0.99
Total number of sources N 32
Number of video sources v_sres | 0, 24, 32
Number of burst sources b_srcs | 0, 8, 32
Burst interarrival time geometric
distribution
Burst size 50 [cells
Block length k 50 [cells
Cell separation for video sources | equidistant over
frametime
Cell separation sep for 10 {cells]
burst sources
Size B of output buffer 100 [cells]

different values of A are obtained by changing the average
burst interarrival time. _

For video traffic, there are many encoding schemes (e.g.,
MPEG, JPEG, H.261, DVI [1], but very few acceptable
statistical models for variable bit rate video [8], [13], [9]. A
shortcoming of all these models is that they do not capture
the long-term correlation of variable bit rate video traffic [3].
We therefore do not use a statistical model to generate the
traffic for the video sources. Instead, the arrival statistics of
our video sources are derived from entertainment video. The
data set for the video sources has been generated by encoding
a 2 h-long action movie using an intraframe 8 x 8 discrete
cosine transform coding scheme with run-length and Huffman
encoding [7]. The data set contains the number of bytes per
frame produced by the encoder. The duration of one frame is
2—14~ s; the total number of frames is 171,000. The statistics for
the video data are

e maximum bit rate: 15.06 Mb/s

e mean bit rate: 5.34 Mb/s

e minimum bit rate: 1.79 Mb/s

e maximum /mean: 2.82.

In the simulator, the data for each frame are fragmented into
cells, and the transmission of the cells is spaced out equally
over the duration of the frame. The different video sources
are unsynchronized, ie., they start at different points in the
movie. Unsynchronized video sources represent a situation
where different people watch the same movie at different times
(video on demand). When FEC is applied to a video source, the
spacing between cells is adjusted such that the original cells
together with the redundant cells are spaced equidistantly over
the duration of one frame. Since the video sources have a fixed
bandwidth, the capacity of the multiplexer is altered to yield
different values for the load A. The simulation parameters are
listed in Table L

We use the following three scenarios.

e Scenario V32 has 32 video sources that are all unsynchro-
nized, buffer size 100, and block length of 50.

o Scenario B32 has 32 burst sources, block length 50, burst
length 50, cell separation 10, and buffer size of 100.
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e Scenario VB24-8 has 24 video sources and 8 burst sources,
block length 50, and a buffer of 100. The burst sources have
burst length 50 and cell separation 10.

We have also performed simulations with other values for
the parameters listed above. In particular, we varied the output
buffer size, block length, and burst size. While a change in any

“of these parameters affects the cell and block loss rates,? we
found that it did not affect the cumulative distribution function
Fei(z) of the percentage of cells lost in a corrupted block that
determines the effectiveness of FEC and will be defined below.
Considering the results obtained from all our simulations,
we believe that the results presented in the following are
representative for the three scenarios.

IV. CELL LOSS OF AN ATM MULTIPLEXER

The block loss rate and the cell loss pattern of a multiplexer
greatly affect the effectiveness of FEC. The block loss rate

Ppata(X) is defined as Ppat, (A) &f py (At least one cell is
lost in a data block | load = X), with Pp,ta(A) € [0,1]. FEC
is only effective if the FEC decoder recovers enough lost cells
to reduce the block loss rate after decoding to a level lower
than the block loss rate without FEC.

o Since the loss rate increases with load, FEC will increase
the block loss rate before decoding. As the transmission of
redundant cells increases the load from A to Aeg, the block
loss rate will increase from Ppata(A) t0 Ppata(Aefr)-

e Since FEC can recover only up to A missing cells in an
FEC block of k + h cells, it is particularly effective when cell
losses are spread uniformly and corrupted blocks have few
cells lost. FEC is not effective when bursts of cells are lost
and the corrupted blocks have a large number of cells lost. The
higher the percentage of corrupted blocks that have fewer than
h cells lost, the more corrupted blocks can be reconstructed,
i.e., the more effective is FEC.

In the following, we study the block loss rate and the loss
behavior of the multiplexer for the three different scenarios.
Fig. 3 shows the block loss rate as a function of the load A. For
B32, losses start to occur at loads as low as A = 0.3. For V32,
no losses were observed for A < 0.9, and for A > 0.9, the
losses increase steeply. As we will see later, this steep increase
will have a negative impact on the effectiveness of FEC for
scenario V32. The block loss rate of the burst sources and the
video sources in scenario V24-8 are almost identical, which
indicates that more than the statistics of the source itself, it
is the traffic mix entering the multiplexer that determines the
block loss rate.

The burst sources are on-off sources, and a source is
either idle or transmits at a rate of % of the capacity of the
multiplexer. The video sources continuously generate cells at
a rate that depends on the encoded frame.? The arrival pattern
for the video sources changes no more than every ﬁ s, which
is several orders less frequent than in the case of burst sources.
Fig. 4 depicts the distribution of the multiplexer buffer filling

2 An increase in the buffer size reduces the loss rates; an increase in the
burst size increases the loss rates.

3The mean bit rates for the video sources and the burst sources are
approximately the same.
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Fig. 4. Multiplexer buffer filling for the different scenarios, A = 0.7 (no
FEC is used).

for the different scenarios. We see that for B32, the probability
that the multiplexer buffer is between 90% and 100% full is
more than two orders of magnitude higher than for VB24-8.
On the other hand, for V32, the buffer is never loaded more
than 10%.

To capture the cell loss behavior, we measure the number
of cells lost in a data block. Let CL be a discrete random
variable that represents the percentage of cells lost in a
corrupted data block, ie., a block with at least one lost
cell. CL € [1,100]. For(z) % Pr(CL < 1) is the
curnulative distribution function of the percentage of cells
lost in a corrupted block. Fcr(r) = p means that with
probability p, the percentage of lost cells in a corrupted block
is < z. The larger the value of Foy(z) for a given z, the more
corrupted blocks have < z percent of the cells lost. Therefore,
the larger Fcp(z), the better FEC will perform because
the more corrupted blocks can be reconstructed. We also
consider the percentiles of CL. The « percentile of CL, 0 <
o < 100 is defined as the smallest integer z, for which
For(zs) > /100, ie., *d % min{z | For(z) > /100}.
The percentiles of C'L are indicators for the effectiveness of
FEC. The lower the value of a percentile, the more corrupted
blocks can be reconstructed by the FEC decoder with a certain
amount of overcode.

A necessary condition for the effectiveness of FEC is that
most of the corrupted blocks can be recovered, i.e., have fewer
cells lost than the FEC decoder can reconstruct. In Fig. S, we
see For(z) for the three different scenarios for A = 0.7 and
A = 0.9. For any value of z, Fcr(z) is highest for V32 and
lowest for B32, which implies that, on average, a corrupted
block loses more cells for scenario B32 than for scenario V32.
For scenario VB24-8, the values of For(z) are higher for
the video sources than for the burst sources and lie between
the ones for scenario V32 and scenario B32. These results
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Fig. 5. Fcr(z) for the different scenarios (no FEC is used).

TABLE I
PERCENTILES OF CL FOR ALL SCENARIOS, A = 0.9 (No FEC 1s USED)

Scenario 90.0 | 99.0] 999
Percentiles of CL

V32 4 6 6

~ B32_ 40| 72| 86

VB24-8, Video 81 18 26

VB24-8, Burst 14 4 54

indicate that the value of For(z) depends on the behavior
of a source—the smoother a source, the higher the value of
Fe1(z)—and on the traffic mix between the video sources and
the burst sources. Note also that for each scenario, as the load
increases, the value for For () decreases for a fixed . This
means that for increasing load, more overcode is necessary to
recover a certain percentage of corrupted blocks. More details
on the loss behavior are contained in [5].

In Table II, we magnify the region of Fgr(x) with
Fer(z) > 0.90 and give the 90.0, 99.0, and 99.9 percentiles
for A = 0.9. In the case of a video source, 99% of all corrupted
blocks* lose < 6% of their cells for V32 and < 18% of their
cells for VB24-8. For a burst source, the percentage of cells
lost by 99% of the corrupted blocks is higher, with up to
349 for VB24-8 and up to 72% for B32. Therefore, orders of
magnitude more corrupted blocks can be recovered if a certain
amount of overcode is applied by a video source as compared
to a burst source.

Section A of the Appendix contains further observations
about the loss behavior of the multiplexer.

V. PERFORMANCE OF FEC

A. Performance Measures

The transmission of redundant data increases the load from
) to e and affects the block loss rate of both FEC and non-
FEC sources. The data block loss rate for a non-FEC source
increases from Ppata()) to Ppata(Xeg). For FEC sources, the
FEC-block loss rate Prec(Aef) measures the block loss rate
after the FEC decoder tried to reconstruct the missing cells
of corrupted blocks. The FEC-block loss rate is defined as

Prec(Aest) df p, (At least h + 1 cells are lost in an FEC

41f the FEC decoder can recover 99% of all corrupted blocks, the block
loss rate will be reduced by two orders of magnitude.
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Fig. 6. Gain for scenario V32, A = 0.9.

block | load = Aeg). The reconstruction of an FEC block with
k + h cells will fail if more than A cells are missing.

To evaluate the performance of FEC, we define three
performance measures. The gain G for an FEC source is

defined as G def log;o (Ppata(A)/ Prec(Ae)). G measures
the reduction of the block loss rate in terms of orders of
magnitude. When FEC is used by a subset of the sources, the
non-FEC sources will always observe an increase in their block

loss rate. The penalty D for a non-FEC source expresses the

relative increase of the block loss rate. It is defined as D def

1og10 [Ppata(Aer)/ Ppata(A)]. Gain and penalty measure the
effect of FEC on an individual source. The aggregate gain
AG combines gain and penalty and expresses the effectiveness
of FEC from a systems point of view. The aggregate gain is

defined as AG def ( number of FEC sources) * gain — (number
of non-FEC sources) * penalty. The aggregate gain measures
the net orders of block loss rate reduction due to FEC. FEC
is effective if AG > 0.

For all three scenarios, we will plot three-dimensional
graphs that show the gain, penalty, and aggregate gain as a
function of overcode and number of FEC sources. The results
displayed in these graphs are obtained from a mathematical
model for the performance of FEC. The motivation for this
model and its derivation is given in the Appendix. We checked
the validity of the model by additional simulations.

B. Performance of FEB for Scenario V32

We first consider scenario V32, where all sources are video
sources. Fig. 6 shows the gain at load A = 0.9. For V32, most
corrupted blocks lose only very few cells (see Table II). Also,
the increase in load and in block loss rate is marginal when
only one source applies FEC. Therefore, if FEC is applied by
a single source, the gain is significant and increases steadily
with the amount of overcode. As the number of FEC sources
grows, the increase in load due to FEC causes a significant
increase of the block loss rate and completely cancels out the
reduction of the block loss rate due to the reconstruction of
corrupted blocks. As a consequence, the gain becomes zero
or even negative. The sensitivity of the block loss rate to
small increases in the load is reflected in the high values
for the penalty, which is shown in Fig. 7. Fig. 8 shows the
aggregate gain. The aggregate gain is never positive, which
means that the increase in block loss rate for the non-FEC
sources is higher than the reduction in block loss rate for the
FEC sources.

Overall, FEC is not effective for scenario V32. Instead of
using FEC to achieve a certain block loss rate, the aggregate
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Fig. 7. Penalty for scenario V32, A = 0.9.
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Fig. 8. Aggregate gain for scenario V32, A = 0.9.
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Fig. 9. Gain for scenario B32, A = 0.4.

load A must be reduced to meet the most stringent block loss
rate of any source.

C. Performance of FEC for Scenario B32

For scenario B32, we study the effectiveness of FEC at load
A =0.4 and load A = 0.7. If only part of the sources applies
FEC, their gain is positive (see Figs. 9 and 12). For instance , if
a single source applies FEC with an overcode of 40%, the gain
at A =041is G=23and at A = 0.7 is G = 1.65. The lower
gain for A = 0.7 is due to the fact that the average number of
lost cells per corrupted block increases with increasing load.
As the number of FEC sources increases, the gain decreases to
zero. This is due to the fact that the block loss rate increases
and cancels out the reduction in block loss rate by the FEC
decoder and makes. The penalty for B32, see Figs. 10 and
13, stays in about the same range as the gain for B32. The
aggregate gain for A = 0.4, as shown in Fig. 11, is positive
with values between 0 and 12 and increases as the number of
FEC sources or the amount of overcode increases. While the
aggregate gain is highest if a large number of sources applies
a very high overcode, the gain for an individual source in this
case is marginal (G < 1). The aggregate gain for A = 0.7 (see
Fig. 14) is never positive. For combinations where either the
overcode or the number of FEC sources is smaller than 10, the
aggregate gain is about zero. As the amount of overcode or
the number of FEC sources increases, the effective load A.g
approaches 1 and the aggregate gain grows negative.

40 20
Overcode (%]

Fig. 10. Penalty for scenario B32, A = 0.4.

Overcode [%]) 20

Fig. 11. Aggregate gain for scenario B32, A = 0.4.
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Fig. 12. Gain for scenario B32, A = 0.7.
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Fig. 13. Penalty for scenario B32, A = 0.7.
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Fig. 14. Aggregate gain for scenario B32, A = 0.7.

In general, FEC is not effective for scenario B32. The only
situation where the gain is noticeable is at load A = 04 if a
few sources apply a high amount of overcode. Therefore, ARQ
should be used if burst sources represent applications that can
tolerate the extra latency due to retransmissions. The ARQ-
based loss recovery scheme may retransmit only the messages
that are lost and make the most efficient use of the bandwidth.
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Fig. 15. Gain for video sources in scenario VB24-8, A = 0.7.
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Fig. 16. Penalty for video sources in scenario VB24-8, A = 0.7.
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Fig. 17. Aggregate gain for scenario VB24-8, A = 0.7.

D. Performance of FEC for Video Sources in Scenario VB24-8

The last scenario considered is VB24-8 with 24 video
sources and 8 burst sources. Because of space limitations, we
consider only the case where video sources apply FEC. Fig. 15
shows the gain for the video sources. For a small number of
FEC sources, the gain increases linearly with the overcode and
can become higher than 10. As the number of FEC sources
approaches the total number of video sources, increasing the
amount of overcode has less effect on the gain. Only up to an
overcode of about 20% does the gain increase. For overcodes
higher than 20%, the block loss rate grows at about the same
rate as the capability of FEC to recover corrupted blocks.
Therefore, increasing the amount of overcode beyond 20%
does not result in any further increase of the gain. Fig. 16
shows the penalty for the video sources, which assumes values
between 0 and 3. The penalty for the burst sources, which is
not shown here, is about the same.

For VB24-8, the aggregate gain is always positive, see Fig.
17, and its absolute values indicate that FEC is very effective.

We also studied configurations that are slightly different from-

the one presented here. We could observe a high aggregate gain
for other loads also and for other ratios between the number
of video sources and the number of burst sources. As the load
) increases or the ratio between the number of video sources
and the number of burst sources decreases, the aggregate gain
of FEC decreases.
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TABLE I
COMPARISON OF THE L0Ss BEHAVIOR FOR THE THREE SCENARIOS
Scenario
Values for V32 B32 VB24-8
%ﬁ’f{% high | medium | medium
Percentiles of CL || low | very high [ medium

0.1
le-05
le-10
P
Deta 1e-15 .- 0 % overcode
g -- 10 % overcode
le-204.. V2 - 20 % overcode
4 —  — 30 % overcode
1e-25 T T T T

0.5 0.6 07 08 0.9 1
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Fig. 18. Block loss rate Pp,y., for different degrees of overcode for scenario
VB24-8 with eight video sources applying FEC.

The fact that FEC is effective only for scenario VB24-8 can
be explained by the results that were contained in Fig. 3 and
Table II. We summarize the results in Table III.

We see the following.

¢ FEC is not effective for V32 because of the high value
for Ppata/Olead- The increase in load due to FEC results in
a significant increase of the block loss rate Ppata.

o FEC is not effective for B32 because of the very high
values for the percentiles of C'L. To recover a significant
portion of the corrupted blocks, a high amount of overcode is
necessary. The increase in load due to the use of FEC results in
a penalty for the non-FEC sources that makes FEC ineffective.

e FEC is effective for VB24-8 because of the moderate
values for the percentiles of CL and for 0Ppata/0load- A
small amount of overcode reduces the loss rate for the FEC
sources significantly and affects the loss rate of the non-FEC
sources only marginally.

Fig. 18 plots for scenario VB24-8 the block loss rate for
the video sources applying FEC. The load and the degree of
overcode vary; the number of video sources applying FEC is
fixed at eight. The higher the amount of overcode, the higher
is the reduction of the block loss rate. The block loss rate
reduction is highest for low loads. This is due to the fact that
the values of For(x) are decreasing with increasing load, see
Fig. 5. As the load approaches A = 1, the increase in load due
to FEC almost entirely cancels the loss reduction due to FEC.

Although maximizing the aggregate gain is attractive, it may
not always be possible because of other constraints that limit
the feasible combinations of overcode and number of FEC
sources. Such constraints are, for instance, upper bounds on the
block loss rates of the FEC sources and the non-FEC sources.
To compute the aggregate gain plotted in Fig. 19, two such
constraints are introduced: 1) the block loss rate for the FEC
sources must be less than 1076, and 2) the block loss rate
for the non-FEC sources must be less than 1073. The original
block loss rate without using FEC is 5.1 * 1073,
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Fig. 19. Modified aggregate gain for scenario VB24-8, A = 0.7.

All combinations of overcode and number of FEC sources
that violate at least one of these constraints have been assigned
the aggregate gain of zero. We see in Fig. 19 that there are two
regions that violate either one of the constraints. Small values
for the overcode are not sufficient to yield the required block
loss rate for the FEC sources. As the overcode increases, the
number of FEC sources must be reduced to meet the required
block loss rate for the non-FEC sources. This result suggests
that the number of FEC sources should be controlled to limit
the penalty for the non-FEC sources. The number of sources
with a block loss rate of less than 10~¢ is maximal for an
overcode of 14%.

VI. RELATED WORK

Loss recovery using FEC has been studied previously [19],
[17], [24]. Our work distinguishes itself in several ways.

e Our traffic model for the video sources is derived from
a real movie, while previous models used to evaluate the
performance of FEC assume that the interarrival times are
exponentially or hyperexponentially distributed.

e A modified Reed-Solomon burst erasure correcting code
(RSE) is used that leaves the data cells unmodified and can
correct about twice as many erasures (lost cells) as a standard
Reed-Solomon code. The RSE code is able to recover any h
cells lost out of k + h cells.

e We study the effect of FEC on both the FEC sources and
the non-FEC sources, while most of the other papers focus on
the performance for the FEC sources only.

Shacham and McKenny study the performance of FEC
based on the ex—OR operation to generate one or two redun-
dant cells in a block of & cells [19]. They conclude that a
mechanism that recovers at most one or two lost cells in a
block is not very effective because cells can get lost in bursts.
To alleviate the impact of consecutive losses and to improve
the performance of their FEC scheme, they suggest determin-
istic interleaving of cells from different streams or intelligent
dropping of cells when the buffer overflows. Interleaving,
however, increases the end-to-end delay.

Researchers from NTT Japan study the effectiveness of
a FEC scheme based on the ex-OR [17]. To improve the
effectiveness of their scheme, a sequence of cells is arranged
as a two-dimensional array (matrix) with the ex—OR operation
performed over each row and column. One redundant cell is
generated per row and column. If the number of columns is
h, the scheme can recover up to h consecutive cell losses.’

5The redundant cells generated over the rows are used for loss detection.

A simple model is developed to calculate the reduction of
the cell loss rate due to FEC. The results indicate that a
significant cell loss reduction of up to ten orders of magnitude
can be achieved. However, their model uses small p-values
p € [0.01,0.4].

Zhang [24] devises a Markov model to describe the cell loss
behavior for a switching node with a finite buffer and multiple
service priorities and computes the cell and block loss rate.
Reed-Solomon codes are used to generate the redundant cells.
The cell loss rate reductions achievable can be as high as 1015,
However, the model does not consider the load increase due
to FEC and assumes that the cell arrivals follow a Poisson
distribution.

VII. CONCLUSION

We have studied the loss behavior of a cell multiplexer and
the performance of FEC for three different traffic scenarios.
The loss behavior depends on the statistics of the source and
on the traffic scenario. From simulations, we observed that the
percentage of cells lost in a block is geometrically distributed.
Based on that observation, we can compute Fgp(z), the
cumulative distribution function of the percentage of cells
lost per block. In a hybrid approach, the results obtained
via simulation are used to compute the gain, penalty, and
aggregate gain of FEC.

FEC trades bandwidth for latency to improve the loss rate.
FEC should be used to support constrained latency applications
such as video sources that can tolerate some loss. For FEC to
be effective, it is necessary that most corrupted blocks lose
only a few cells. The gain for the FEC sources varies with
the load, the amount of overcode, and the relative number of
sources using FEC. For a fixed overcode, as the number of
FEC sources increases, the gain decreases and the penalty
increases. The aggregate gain is high for a heterogeneous
traffic scenario with FEC applied by the video sources. For the
two homogeneous traffic scenarios, the aggregate gain is small
or negative. Our results indicate that FEC is very effective for
the heterogeneous traffic scenario.

Our results obtained for the cell multiplexer demonstrate
that the FEC is a viable way to achieve the loss performance
required by video sources while operating the multiplexer
at high utilization. FEC has the advantage that it is solely
performed in the end systéem. For video, other techniques
have been suggested to achieved good picture quality when
transmitting video data over packet-switched networks. One
such technique is layered coding [22] in combination with
selective cell dropping by the switches [12]. The encoded
data are separated in layers of different importance.® The
high-frequency components of an image contribute less to
the overall quality of the picture. Cells carrying only high-
frequency components can be dropped in case of switch
overload. Such a scheme requires that each cell has a priority
field that allows a switch to discriminate cells. By discarding
low-priority cells, it is hoped that the high-priority cells
carrying the essential information can get transmitted without

6§ Layered encoding as compared to nonlayered encoding increases the
amount of data injected into the network.
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Fig. 20. Probability density function fcr,(7) of the cells lost in a corrupted
block for the different scenarios, A = 0.9 (no FEC is used).

loss. Layered coding relies on the support of priorities through
the switches. FEC, on the other hand, does not make any
assumption about particular features provided by the switches,
and is therefore more generally applicable. Considering the
proliferation of different switch architectures [21], [16], we
should not expect that in the future every switch will support
priorities. It is, however, conceivable that FEC is used in
connection with layered encoding to protect the high-priority
data that must not be lost, in case not every switch along the
transmission path supports priorities.

APPENDIX

A. Loss Behavior of Multiplexer

Fig. 20 shows the probability density function fcr(j) for
the percentage of cells lost in corrupted block.” The smaller
the gradient of a curve in Fig. 20, the higher the probability
that a block loses more than one cell.

When plotted on a linear/logarithmic scale, all the curves are
approximately straight lines.® Therefore, the random variable
CL is geometrically distributed with fcr,(j) = (1—-p) *xp7~ 1.
For a particular scenario and load, the cell loss behavior for
corrupted blocks is completely described by a single parameter
p, which will be referred to as the p-value. We will use this
observation in Section B to develop a mathematical model
for the effectiveness of FEC. fcr(1) can be obtained from
simulation, and we can compute the p-value as p = 1— for(1).

The p-value expresses the probability that in a corrupted
block, more than one cell is lost. The lower the p-value, the
higher the probability that a corrupted block can be recovered
with a certain amount of overcode. Fig. 21 shows the p-values
for the different scenarios and source types as a function of the
load. The p-values are highest for scenario B32. For the other
scenarios, the p-values are significantly smaller and change
more as the load increases.

B. Calculation of the Performance Measures

We use a hybrid approach to obtain quantitative results for
the three performance measures, gain, penalty, and aggregate
gain. The observation that fcr(j) can be approximated by

. . . def .
"Given fcr(j), For(z) is defined as Fer (z) = le fer ()

8The same observation was made in [17] for other source models while
measuring the number of consecutive cells lost.
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Fig. 21. p-values for the different scenarios (no FEC is used).

the geometric function allows us to compute Fcr(x) and
drastically reduces the number of simulation runs needed.
First, simulations are performed, where no FEC is applied,
to measure the block loss rates and the p-values. Second, the
block loss rates and the p-values are used to compute the
performance of FEC for an arbitrary combination of number
of FEC sources and degree of overcode. To compute for any
particular scenario the gain, penalty, and aggregate gain of
FEC as a function of the overcode, the number of FEC sources,
and the load, the following steps are executed.

1) Define a scenario by fixing the parameters: number of
video and burst sources, buffer size, burst length, block length,
and cell separation.

2) Perform a set of simulations for different loads
A1, --+, Ap to obtain a set B of block loss probabilities
B = {Pg(A\1), -+ ,Pe(Am)} and a set of p-values P =
{p/\n vp»\M}'

3) Compute the gain, penalty, and aggregate gain for FEC:

a) Fix the load ), the percentage of overcode ocode, and
the number of FEC sources f_srcs.

b) Compute Ao = A + (A * ocode/100 * f _srcs).

¢) Use B and P to calculate via interpolation Pg (Aeg) and
Phese: .

d) Compute Fcr(ocode) = Zji’fte (1 - pay) * P, and
Priec (Det) = Ppata (Aeft) * (1 — Fer(ocode)).

e) Compute the gain G = logyg (Ppata (A)/FPrEc (Aett)),
the penalty D = log; (Ppata (Aeff) Ppata (A)), and the ag-
gregate gain AG = f_srcs * G — (N — f_srcs) * D.
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