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Abstract

Low latency is crucial for the success of the WWW. Access topopular pages can lead to high latency
due to overloaded servers. In this paper we compare the delivery of popular and changing Web documents
through acaching hierarchy with the delivery of the same documents through a multicast distribution. We
have found that except for popular documents that change very fast,caching is preferable to multicast.
However, for hot and short-lived documents a multicast distribution reduces the latency to the receivers,
saves network bandwidth, and reduces the load on the original server. Therefore, a distribution scheme
for Web documents on the Internet should implement both solutions,caching and multicast.
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1 Introduction

The exponential growth of the Internet and the World Wide Web is causing a great demand for bandwidth
and server capacity. As a result the latency that receivers perceive is increasing. Scaling the Internet by
simply adding more resources (bandwidth and processing power) may not suffice and therefore incentive
schemes such as differential pricing may be necessary. On the other hand, there are other mechanisms
aimed at using available resources (server, bandwidth) more efficiently and reduce the latency to the
receivers:Caching and Multicast.

Caching and multicast are two different distribution methods. We find thateach of these distribution
methods is best suited for the delivery of different documents. As a result, we claim that both,caching
and multicast should be used together. For popular documents that do not change very often, acaching
hierarchy is the best way to reduce the latency to the receivers. Only the first request experiences a high
delay since the document must be fetched from the original server. Further requests find the document at
local caches which are connected to the receivers via high capacity networks.

In addition to popular documents that do not change very often, there also exists a large class of
documents such as news, stock market data, or auction data that, besides being of interest to a large
number of receivers, change frequently. We argue that these documents can be best delivered using a
continuous multicast push (CMP)[20].
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In this paper, we compare the latency perceived by a receiver delivering a document through acaching
hierarchy with that through a multicast distribution. We find that except for the case of highly popular,
rapidly changing documents, caching is preferable to CMP. For verypopular and fast changing docu-
ments, the time to obtain the first packet of the document is higher on a caching distribution than on a
multicast distribution (Section 4.1). Additionally, in the case of popula and fast-changing Web docu-
ments, the uppercaches get overloaded with many requests. This increases the completion time to obtain
the whole document on a caching hierarchy compared to that on a CMP distribution (Section 4.2).

Based on these results we view CMP as one of the three complementary delivery options integrated
on the World Wide Web:Caching, AMP, and CMP:

� Caching: Popular documents that do not rapidly change and documents that are rarely requested
are distributed via a caching hierarchy.

� Asynchronous Multicast Push (AMP) [6] [16]: This method can also be used for popular docu-
ments that do not frequently change. Requests for the same document are accumulated over a time
interval, and answered together via multicast. The drawback of this method is that the grouping
time increases the latency to the receivers. However, AMP saves a lot of bandwidth on the network.
If receivers can tolerate a certain delay (i.e. distribution of software during the nights) then, they
could benefit from lower tarifications due to the savings obtained on the network.

� Continuous Multicast Push (CMP): A document is continuously multicasted on the same multi-
cast address. This delivery method is used for very popular documents that change very frequently.
A Web server using CMP continuously multicasts the latest version of a popular Web document on
a multicast address (every document is assigned a different multicast address). Receivers tune into
the multicast group for the time required to reliably receive the document and then leave the group.
The CMP distribution works as follows:

1. A Web server monitors the number of requests for a document to decide which documents to
multicast. Only popular and frequently changing documents are sent via CMP.

2. The server takes the popular document and sends it cyclicly in a multicast address.
3. Receivers obtain a mapping of the document’s name (URL) into a multicast address and then

join the multicast group. Receivers stay in the multicast group until they have received the
Web document reliably.

4. The server keeps monitoring the number of requests and stops multicasting the document if
there are no more receivers.

2 Caching vs Continuous Multicast Push

2.1 Caching

Caching, reduces the bandwidth usage and latency to the receivers on the Internet. Caching takes place
at the application layer and allows for an incremental deployment of caches. Caching is already a fact
of life in much of the Internet [2]. MostISPs (Internet Service Providers)and organizations connected
to the Internet have been installingcaches to reduce the bandwidth and decrease the latency to their
users [2] [5] [4] [18] [13]. However, caching does not come for free and there are still open issues
relating to it.

� Installing acache requires additional resources such as computers, disks, software, etc.

� Caches need to cooperate together to increase the hit rate [5] [22] [21]. This creates additional
overhead.
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� Caches need to maintain document consistency and provide the user with the most recentupdate.

In fact, the effort of installing acaching hierarchy resembles the effort that was required to put in place
the first experimental multicast overlay network calledMBONE [10] [14]. A cache hierarchy is very
similar to a multicast distribution scheme but with “application hop”-by-“application hop” congestion
control and reliability. Documents are stored at the differentcaching levels based on the principle that
some other receivers may be interested on the same document at a later time assuming that the document
is still up-to-date.

When a cache receives a document the first time, it can start forwarding the document to the lower
cache levels without waiting for the reception of the whole document. Therefore, there is no such “store-
and-forward” delay on a caching hierarchy as there may be on a file system. However, going through a
caching hierarchy to obtain a document has several additional delays that a multicast distribution has not:

� Resolution delay: This delay accounts for the time to check if the document is kept by anycache at
that level (ICP queries [26], hashing function [21], routing [24]...)

� TCP delay: This delay is due to the slow start phase of the different TCP connections between every
cache level [17]. The slow start is more relevant when the completion time of the document is small.
The effect of this delay gets very reduced when persistent TCP connections are allowed [11].

� Queuing delay: This delay is due to queues on busy caches.

� Server delay: This delay is due to busy servers that need to deal with many requests for document
updates from several rootcaches.

The Harvest cache [5] and itspublic domain descendant Squid [25] are becoming the most popular
caching hierarchies on the Internet [2]. In this paper we compare a caching hierarchy with a multicast
distribution. Perhaps, more efficient caching schemes can be implemented that solve the limitations of
a caching hierarchy [23]. However, any caching scheme implemented will follow the same principle of
storing documents and deliver them to later receivers from closer caches. Forpopular and fast changing
documents it doesn’t seem to be a very good idea to store documents that expire instantaneously.

Some recent studies confirm the fact that even for infinite size caches the achieved hit rate in a caching
hierarchy is limited [23] [2]. A caching hierarchy is not able to satisfy all requests due to different kind
of misses:

� First-Access: Misses occurred when accessing documents the first time.

� Capacity: Misses occurred when accessing documents previously requested but discarded from the
cache to make space for other documents.

� Updates: Misses occurred when accessing documents previously requested but already expired.

� Uncacheable: Misses occurred when accessing documents that need to be delivered from the final
server.

First-access misses are much higher than any other kind of misses [23] and may account for the
20% of all requests. We expect capacity misses to be a secondary issue for large-scalecache architec-
tures because it is becoming verypopular to build sharedcaches with small number of capacity misses.
Therefore, we assume an infinity cache space. For the rest of the paper we do not consider Capacity or
Uncacheable misses and only consider Updates and First-Access misses.

Given that a cache keeps all previously requested documents:

� The first request for a document travels all the caching hierarchy until the original server accounting
for one First-Access miss.

� Later requests for the same document are delivered from the institutionalcache (assuming that
receivers’ local caches are disabled). When the document expires a new request needs to travel
again to the original server accounting for an Update miss.
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2.2 CMP

CMP takes place at the transport layer (of the OSI model) with reliability and congestion control ensured
by the end systems (server and clients). In the context of the Internet, CMP requires that the network
connecting a server with its clients is multicast capable: a single packet sent by a server will be forwarded
along the multicast tree (see Fig 1).

R1

R2 R3
Network
MC tree

Unicast Path

Source

Figure 1: Network topology with multicast tree.

Where the multicast tree forks off, the multicast router will replicate the packets and send a copy on
every outgoing branch of the multicast tree. Multicast routers on the Internet were first introduced via an
overlay network called MBONE consisting of computers that executed the multicast routing software and
that were connected via tunnels. While today the multicast routing software is part of any new router that
is installed, not all the existing routers have been enabled to be multicast capable. Therefore, multicast
routing on the Internet is not yet everywhere available.

A multicast distribution using CMP does not suffer problems of over-loaded servers or caches. The
multicast server does not deal directly with the receivers reducing the server complexity and scaling very
well. Receivers obtain at any moment the last availableupdate without incurring on the overhead of
checking for the updated document on all thecache levels.

On the other hand, a multicast distribution uses bandwidth efficiently by sharingall common paths
between the source and the receivers. In the current caching hierarchy, communication is generallydone
via unicast between the different cache levels (there have been a number of proposals to communicate
caches via multicast [26] [15]).

A continuous multicast push for popular documents that change frequently seems to be the best way
to deliver this kind of information. However, multicast distribution of Web documents on the Internet is
still in its infancy as a viable service; in fact, very few network providers offer it as a service [12]. A
continuous multicast distribution also requires some additional mechanisms:

� Session servers or a similar mechanism are needed to map the document’s name into a multicast
address.

� A Web server needs to monitor the number of document requests and their rate of change to decide
which documents to multicast and when to stop multicasting them.

� There is an overhead in the multicast capable routers to maintain state information for each active
multicast group.

� There is also an overhead due to the join and prune messages needed for the multicast tree to grow
and shrink depending on the location of the receivers.

� Multicast congestion control is still an open issue.

We claim that due to the varying nature of the different Web documents, there is a room for both
caching and continuous multicast distribution.
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3 Model

We model the network connecting the server and the receivers as a succession of network clouds at
different administrative levels (national, regional, and institutional) (Figure 2). The national network joins
the different regional networks inside one country. A regional network joins all institutional networks in
one region.
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Figure 2: Network topology

In order to have a common basis for the comparison of caching versus multicast we model the under-
lying network topology as a fullO-ary tree (Figure 3)

Multicast The nodes of theO-ary tree are multicast routers. Theoriginal server is connected to the
receivers via a multicast tree. In the following we assume the original server to be connected to the
receivers via a core based tree [3, 7]. The server sends to the core, which is the root for a shortest path
tree [8], where a receiver is connected to the core via a shortest path through the network.

Caching Caches are usually placed at the access points between two different networks to decrease
the expenses of traveling through a new network. Forcaching a 3-level cache hierarchy is modeled,
consisting of national, regional, and institutionalcaches. In one country there is one national network
with one national cache. There areOH regional networks and every one has a regional cache. There
areO2H local networks and every one has an institutionalcache. An institutionalcache is connected to
several receivers. Caches are placed on height1 of the tree (level1 in the cache hierarchy), heightH + 1
of the tree (level2 in the cache hierarchy) and height2H + 1 of the tree (level3 of the hierarchy). If a
requested document is not found in thecache hierarchy the national cache requests the document directly
from the server.

Receivers are only on the leaves of the tree and not on the intermediatenodes. Receivers’ local caches
are disabled.

Parameter Setting

� z: Number of links on theInternational Path . The International Path models the international link
joining the final server with the national cache or the final server with the core of the multicast tree.
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Figure 3: The tree model for Multicast and caching.

� S: the Web document size in kBytes.

� T : the period of change of the document in seconds.

� �LAN : the average aggregated request rate from all receivers in one LAN for the same document.
The inter-arrival time between requests� is exponentially distributed (the number of arrivalsX is
a Poisson distribution). The cumulative distribution function of� is given by:

F (�; �l) = 1� exp(��l � � )

�l = �LAN �Ol�1 ; 1 � l � 2H + 1

Going up the tree in Figure 3 requests from several LANs merge at the next level. Mergingm

Poisson processes with request rate� each, results again in a Poisson process with arrival ratem�.
Given the tree model in figure 3 the request rate�l refers to the aggregated request rate from all
LANs below the multicast tree rooted at levelL = l.

� �tot = �LANO
2H : The aggregated number of requests from all LANs for the same document.

� �
H;F
LAN : average aggregate request rate from one LAN foroneHot-Changing document.

� �
H;F
tot = �

H;F
LAN �O2H : average aggregate request rate from all LANs foroneHot-Changing docu-

ment.

� �LAN : The average aggregated request rate from all receivers in one LAN forall documents.

We classify all Web documents requested on one LAN as follows:

� Hot-Changing: Documents that are very popular and change every periodT . They account for
�
H;F
LAN req/sec. There areNH;F Hot-Changing documents.

�
H;F
LAN = �

H;F
LAN �NH;F
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� Hot-Stable: Documents that are very popular but never change. Theyaccount for�H;SLAN req/sec.

� Cold: Documents that are only requested once on a LAN. They are responsible for the First-Access
misses. They account for�CLAN req/sec.

�LAN = �
H;F
LAN + �

H;S
LAN + �CLAN

Recent studies [9] [23] have analyzed the percentage of requests that every document type accounts
for. Some indicative values are:�H;SLAN = 0:5�LAN , �H;FLAN = 0:15�LAN , �CLAN = 0:35�LAN .

� Hit(l): Hit rate for all documents at levelL = l [23] [1]. Hit(1) = 0:5, Hit(H + 1) = 0:6,
Hit(2H + 1) = 0:7.

� Hitc(l): Hit rate for Cold documents at levelL = l. Hitc(1) = 0, Hitc(H + 1) = 0:28,
Hitc(2H + 1) = 0:57

A country is modeled by the choice of the tree parameters as follows:

� O = 4 as nodal outdegree of the MC tree.

� H = 3 as the distance between cache hierarchy levels, yieldingOH = 64 regional caches and
O2H = 4096 institutionalcaches.

The document changes periodically everyT seconds and the document is delivered via an homoge-
neous network, either by multicast from the server, or by unicast from a 3-level caching hierarchy.

4 Latency

TheTotal Latency time Ttot can be divided in two parts:

� First-Packet TimeTf : The time between one receiver makes a request and the time the first packet
arrives at that receiver.

� Completion TimeTc: The time between the arrival of the first packet and the time that the receiver
completes the reception of the most up-to-date document version.

Ttot = Tf + Tc

4.1 First-Packet TimeTf

4.1.1 Multicast

The first-packet time is measured up to the point in time where the receiver gets the first bit of the
document. The following random variables are defined:

� L: The number of links a new request has to travel on the multicast tree or on the caching hierarchy
to meet the document.

� �cmp: The multicast transmission rate seen by a receiver. This rate fluctuates along the day de-
pending on the network congestion experienced at the different hours. We choose some average
representative values.

� d: The propagation and transmission delay on one link, homogeneous for all links. This delay does
not account for the transmission time of the whole document which is treated on section 4.2.
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The expected first-packet time for a multicast and a caching distribution is:

Ecmp[Tf ] = 2d �Ecmp[L]

Ecache[Tf ] = 4d �Ecache[L]

On a caching hierarchy a TCP connection is openned between every caching level before starting the
transmission of the Web document. On a multicast distribution the delivery is open-loop and there is no
previous connection between the receivers and the source. Therefore, when we calculateEcache[L] we
need to scale it by a factor2 due to the three-way handshake TCP protocol.

We have analyzed the average number of links traversed by a request on a multicast treeEcmp[L]
and on a caching hierarchyEcache[L] depending on the total number of requests for a document, the
document size and its rate of change [19]. In this paper we do not present the detailed analysis of the
completion time but we show some of the results obtained.
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Figure 4: Average number of traversed linksEcmp[L], Ecache[L] for different update periods and document
sizes depending on the total request rate.�cmp = 1 KB/sec.

Figure 4(a) showsEcmp[L] for different document sizes depending on the total request rate�tot. The
height of the tree is2H + 1 = 7. When the number of requests is very small, it is very probable that a
join has to travel all the way to the final server in order to meet the multicast tree. A new request can not
share any branch of the multicast tree built for past requests because it is already shrunk. However, if the
number of requests is high a new request will meet the multicast tree at a lower level.

For very small documents, the tree shrinks very fast reducing the probability of meeting the tree at
a low level. However, for big documents the probability of meeting the tree at a low level increases
reducing the average number of links traversed.

Figure 4(b) showsEcache[L] depending on�tot for different update periodsT . We see that if the
document is rarely requested, the average number of travelled links needed to meet a cache with an up-
to-date document increases. For high request rates, a new arriving request meets the up-to-date document
at a closer caching level. However, even if the request rate continuous increasing, there number of links
traversed decreases very slowly. This is due to the fact that every periodT the document expires and
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needs to be updated directly from the final server. If the document changes very fast, the number of links
traversed clearly increases.

Comparing Figures 4(a) and 4(b) we observe that the number of links traversed to find the most up-to-
date document version on a multicast distribution is smaller than on a caching distribution, specially when
the document is very popular and changes fast. Even if the document changes only every30 minutes the
number of links traversed on a multicast distribution is smaller than on a caching distribution.

However, the first-packet timeTf is only relevant for the total latency timeTtot if the document size
is very small. For document sizesS = 100 KB we have some results showing that the first-packet time
is one order of magnitude lower than the completion time and therefore has small influence on the total
latency time.

4.2 Completion TimeTc
The completion timeTc accounts for the time from the first-packet arrival until the time that the receiver
completes the reception of the document. We have taken some indicative values for the network capacities
at the different levels (Figure 5). We assume that there is no other kind of traffic more than Web traffic
going through these networks.

On the upper levels of the hierarchy the links are very utilized to deliver many Web documents while
the lower levels of the hierarchy are much less utilized. For example, the International network capac-
ity is shared between many document transmissions reducing the available capacity for one document
transmission. On the other hand, on a LAN the congestion problems are much lower and therefore the
available capacity for one document transmission is very high.
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Figure 5: Network and Caches topology

On the previous Section 4.1, we have considered the case of one single Web document with different
request and changing rates to calculate the First-Packet timeTf . For the completion timeTc, we need to
consider different types of Web documents which share the available capacity on the network (Section 3).
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We analyze three different scenarios:

1. Pure Multicast: There is no caching hierarchy. The Hot-Changing documents are delivered via
CMP. The rest of the documents are delivered directly from the original server sharing the available
bandwidth with the Hot-Changing documents.

2. CMP-Cache: The Hot-Changing documents are delivered via CMP. The Hot-Stable documents are
delivered to the receivers from the institutionalcaches. The Cold documents can not be delivered
from the institutionalcaches but there is a certain probability that a request for a Cold document is
hit at higher cache level.

3. Pure Cache: All documents are delivered via the caching hierarchy.

We assume the worst case for a multicast distribution: there is at least one interested receiver for all
NH;F Hot-Changing document at every moment on all LANs, even if the document does not change
every new transmission.

In this situation, a multicast distribution needs to continuously sent theNH;F documents from the
original source to all LANs while on a caching distribution theNH;F documents need to be delivered
only once every periodT and then they are forwarded locally. If receivers were time-synchronised a
multicast distribution would also need only one document transmission every periodT .

For the three scenarios we calculate the average completion timeE[Tc] for a Hot-Changing document
and assume that the original servers are placed beyond the International Path.

4.2.1 Pure Multicast

Multicasting is an“end-to-end” distribution. A document travels continuously all the way from the
final server to the receivers. A multicast distribution is limited by the minimum availiable capacity for a
document transmission on the path from the source to the receivers.

Given that there is no caching hierarchy dealing with some of the requests, the network capacity at
all levels is being shared by all document requests fromO2H LANs. The link with more traffic and the
lowest capacity is the International pathCap(2H + z + 1).

10
−4

10
−2

10
0

10
2

10
1

10
2

β
LAN

 (req/sec)

E
cm

p[T
c] (

se
c)

Figure 6: Pure Multicast completion time for a Hot-Changing document for different�LAN . NH;F = 100.
S = 100 KB. Cap(2H + z + 1) = 34 Mbps
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Therefore, the completion time for one Hot-Changing document is given by:

Ecmp[Tc] =
S �NH;F

Cap(2H + z + 1) � (�H;SLAN + �CLAN )O
2HS

Where(�H;SLAN + �CLAN ) � O2HS is the capacity needed to answer the Hot-Stable and Cold requests
from all LANs.

Figure 6 shows the completion time for a pure multicast distribution depending on the total number of
requests for a Hot-Changingdocument. When the total request rate in a LAN�LAN increases, the number
of requests for Cold and Hot-Stable documents increases in a proportional way, therefore reducing the
available bandwidth for Hot-Changing documents. When the demand rate exceeds the available capacity,
the completion time grows towards infinity.

4.2.2 CMP-Cache

Hot-Changing documents are continuously multicasted from the original server. Thecaching hierarchy
answers all requests for Hot-Stable documents from the institutionalcaches. Cold documents can be hit
on uppercaches. However, requests for Hot-Changing documents, and requests for Cold documents that
were not hit on the caching hierarchy travel all the way to the original server.

The completion timeEhybrid[Tc] for a Hot-Changing document that is multicasted from the original
server to the receivers is given by the maximum completion time at any hierarchy levelEl

hybrid[Tc].

� El
hybrid[Tc]: Completion time to transmit one Hot-Changing document from levell to level l � 1.

� Ehybrid[Tc] = maxl2f1;H+1;2H+1;2H+z+1gfE
l
hybrid[Tc]g

El
hybrid[Tc] =

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

Nh;c � S

Cap(1)� (�CLAN + �
H;S
LAN ) � S

; l = 1

Nh;c � S

Cap(H + 1)� �CLANO
H (1�Hitc(1)) � S

; l = H + 1

Nh;c � S

Cap(2H + 1)� �CLANO
2H(1�Hitc(H + 1)) � S

; l = 2H + 1

Nh;c � S

Cap(2H + z + 1)� �CLANO
2H(1�Hitc(2H + 1)) � S

; l = 2H + z + 1

Figure 7 shows the completion time at the regional, national and international networks. The maxi-
mum completion time for all levels is plot with a continuous line.

4.2.3 Pure Cache

All documents are delivered through thecaching hierarchy. A Hot-Changing document travels once every
periodT from the final server to the institutionalcaches and then requests are fulfilled directly from the
institutionalcaches.

Therefore, the average completion time is given by:

Ecache[Tc] = E1
cache[Tc] � (1� ) +maxl2f1;H+1;2H+1;2H+z+1gfE

l
cache[Tc]g � 
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Figure 7: CMP-Cache completion time at the different hierarchy levels for Hot-Changing documents for
different�LAN . The continuous line represents the maximum completion time at all levels.NH;F = 100.
S = 100 KB. Cap(H + 1) = 45 Mbps,Cap(H + 1) = 45 Mbps,Cap(2H + z + 1) = 34 Mbps.

� : Percentage of requests for a Hot-Changing document that see a document update. If every
document transmission is a new document update = 1. Recent studies showed that13% of all
requests for popular documents see a document update [9].

 =
1

�
H;F

LANT
; 0 <  � 1

In order to calculateEl
cache we proceed in a similar way as in previous sections. We calculate the

average request rate arriving to a cache at levell for all documents�(l). This request rate is filtered by
the hits for Hot-Changing and Cold documents at lower level caches. Then, we use a M/D/1 queue to
model the queuing delays on the institutional, regional and nationalcaches as the one on Figure 8.

β

Cache

i    Ci

Figure 8: Queuing model for the load on the caches.

When = 1 we consider that the completion time on the International network (L = 2H + z + 1)
for a caching distributionEcache[Tc] is equal to the completion time for a CMP-caching distribution
Ehybrid[Tc]. However, when the document does not expire very often, is small and the number of
document transmissions sent through the International network is smaller. This increases the available
capacity for Hot-Changing documents and reduces the completion time.

As a result, on figure 9 showsEl
cache[Tc] for the international, national and regional networks when

the document changes continuously ( = 1). The continuous line represents the maximum comple-
tion time at all levels. From the plot we observe that most of the time the maximum completion time
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Ecache[Tc] is given by the completion time at the international path. However, when the number of re-
quests is high, the queuing delays on the national cache start being significant increasing the completion
time at the national network over the completion time on the international network.
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Figure 9: Pure Cache completion time for a Hot-Changing document at the different hierarchy levels for
different�LAN . The document changes continuously = 1. The continuous line represents the maximum
completion time at all levels.NH;F = 100. S = 100 KB. Cap(H + 1) = 45 Mbps,Cap(H + 1) = 45
Mbps,Cap(2H + z + 1) = 34 Mbps.

On figure 10 we have plot together the completion time for a Hot-Changing document for the three
different scenarios: Pure Multicast, CMP+Cache, and Pure Cache. For the Pure Cache scheme we have
varied the percentage of requests that see a document update. Changing does not affect the completion
time of a Pure Multicast or a CMP-Cache distribution because the Hot-Changing documents are being
continuously pushed regardless of their changing rate. However, for a Pure Cache distribution when the
changing rate is small there are fewer document transmissions on the International network than if the
document changes faster, increasing the available capacity for one Hot-Changing document transmission.

We find that a Pure Multicast distribution has the worst completion time of the three different scenar-
ios. The completion time of a Pure Cache distribution is equal or higher than the completion time of a
CMP+Cache distribution when every document request sees a new document update ( = 1). In most
cases the completion time of a Pure Cache and a CMP+Cache are equal. However, when the request
rate increases over a certain value the queuing delays on the national cache become important and make
the completion time for the Pure Cache distribution increase over the completion time of a CMP+Cache
distribution.

When10% of all requests see a document update ( = 0:1) the90% remaining requests benefit from
very low completion times because the document is hit at the institutionalcache. Therefore, in most cases
a Pure Cache distributionhas a lower completion time than a CMP+Cache distribution. However, for high
request rates,10% of the requests experience high queuing delays on the national cache increasing the
completion time on a Pure Cache distribution to values similar to the ones of a CMP-Cache distribution.

When the Hot-Changing documents do not change ( = 0), all requests except those ones for Cold
documents are fulfilled from the institutionalcaches reducing considerably the completion time.
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Figure 10: Completion time for a Hot-Changing document on a Pure Multicast, CMP+Cache, and Pure
Cache scheme for different values of.NH;F = 100. S = 100 KB.Cap(H+1) = 45Mbps,Cap(H+1) =
45 Mbps,Cap(2H + z + 1) = 34 Mbps.

5 Caching and Multicast: Push Caching

In this section we propose a mechanism that combinescaching and multicast to reduce the latency to the
receivers.

There are several solutions to improve the completion time on a caching scheme:

1. Increase the bandwidth of the links. Increasing the bandwidth the problem disappears. However,
there can always be new applications with bigger documents that consume again the available
bandwidth. Sometimes the problem is not the bandwidth in the links but the cache processing
power. In this case more machines are needed to cooperate sharing the load to reduce the latency.

2. Reduce the request rate at every cache by distributing the documents over several caches. A hash
function can be used to locate the copy of a document. This changes the topology model from a
hierarchical topology to adistributedtopology [23].

3. Use bandwidth more efficiently. Multicasting updates for popular documents from onecache level
to the other saves bandwidth on the access links.

As we have seen on the previous sections, a multicast distribution is a very efficient way to distribute
documents to a high number of synchronised receivers, reducing the bandwidth consumption. On the
other hand, a caching distribution resembles a multicast distribution with memory capacity on each of
its nodes, allowing for fast local retransmissions. The ideal scenario would be the case where an origin
server could previously know which of the caches are interested in a document. Then, the document
could be multicasted from the origin server towards the interested caches. Knowing in advance which
documents are of interest for the caches is not an easy problem. However, this is an easier task in the case
of very popular documents.

Prefetching Hot-Changing documents in caches closer to receivers, the model changes from areceiver-
initiatedcaching scheme to apush-cachingscheme [13] [23]. Multicasting documents in advance to the
institutionalcaches i) reduces the bandwidth usage, ii) reduces the connection time to the time to connect
the institutionalcache, andiii) reduces the transmission time because the transmission rates at the low
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hierarchy levels are higher. Not only Hot-Changing documents can be pushed, however more aggressive
push schemes require that the available disk space in the cache is not a constraint.

A caching-multicast cooperation could work like this:

1. The origin Web server monitors the popularity of its documents and when they expire.

2. Every time that a popular document changes, the Web server can take the decision to multicast the
document update towards all the nationalcaches.

3. The national caches themselves forward the documentupdate to all regionalcaches.

4. The regional caches keep track of which documents arepopular for their children. Based on this
information the regional caches decide to keep the documentupdate or to remove it, performing a
geographical filtering.

5. The regional caches that have interested receivers in that documentupdate, will forward it towards
all institutionalcaches.

6. The institutionalcaches will do the same process as the regional caches.

The drawback of this approach is that some caches may receive a documentupdate for which they are
not interested. One possible solutionwould be to announce the document update previously on a signaling
multicast group. All interestedcaches would join the multicast group and receive the corresponding
document update leaving the group later.

6 Conclusions

Caches need additional resources and placement in the network. The placement of caches will eventually
happen because ISPs are very interested in saving network bandwidth and in reducing the latency to their
receivers. Caching is an applicationhop-by-application hop. When a document is stored at lower level
caches, further requests for the same document can benefit from higher network capacities. On the other
hand, multicast is still in its infancy. Multicast is an end-to-end solution and therefore is limited by the
most restricted bottleneck on the whole path from the source to the receivers.

In this paper we find that except for popular and fast-changing documents, acaching hierarchy has
the lowest latency delivery time. For fast-changing popular documents thecaches at the higher levels
become overloaded and the completion time experienced by the receivers is higher than using a multi-
cast distribution. Additionally, the time to obtain the first packet of a document is higher on a caching
distribution than on a multicast distribution.

Concerning the bandwidth, we have also some results not presented in this paper showing that for
very popular and fast-changing documents the bandwidth used on acaching distribution is higher than
on a multicast distribution, especially when the document size increases.

The use of caching and multicast together gives better performance results (latency, bandwidth) than
each of them alone. We claim that due to the varying nature of Web documents both caching and multicast
should be implemented on the distribution of Web documents on the Internet.
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