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ABSTRACT

In this paper we present a novel approach to fully auto-
matic video content modeling. We introduce the concept of
visual dictionary to describe visual video elements, called
words, which appear through video sequences. Their co-
occurrences in contexts, i.e. the main video entity to be
indexed (frame, shot, scene, ����� ), compose signatures us-
able for indexing and comparison. Latent Semantic Anal-
ysis (LSA) is naturally introduced to improve the robust-
ness to noise and discover the latent semantic. This new
representation along with its associated similarity measure,
has many applications including indexing, retrieval, sum-
marization or enhanced navigation, on single as well as mul-
tiple video sequences. Once the framework is presented, we
investigate three methods to efficiently exploit the informa-
tion provided by multiple features in order to improve the
video analysis. Promising results were obtained on the ob-
ject and frame retrieval tasks across a single video docu-
ment.

1. INTRODUCTION

Multimedia documents are becoming very popular and are
spreading over the entire world in many databases and the
web. Unfortunately, this increasing amount of available in-
formation emphasizes the lack of organization of such con-
tents and renders more difficult the usual tasks performed
over text documents. Montaigne’s remark “Mieux vaut une
tête bien faite que bien pleine” 1 is up to date and many
researchers are currently investigating methods to automat-
ically analyze, organize, index and retrieve video informa-
tion [1, 2]. This effort is further underlined by the emerg-
ing Mpeg-7 standard that provides a rich description tool of
multimedia contents.

This research was supported by the EU project Spation
1Choose a guide with a well-made rather than a well-filled head

Video analysis research is divided in several fields. Much
prior work has been conducted in temporal video segmenta-
tion [3]. In most cases shot segmentation tools are quite reli-
able whereas scene segmentation [4] algorithms still have to
be proven effective. Another popular field is the automatic
creation of video summaries that have raised the interest of
many researchers [5, 6] while solutions to semantic analysis
are only just emerging [7, 8].

In this article, we propose an original and flexible ap-
proach to automatic video content modeling while study-
ing the ways to use multiple features (color, texture, �����
). The main idea is to decompose video sequences into
contexts, like frames, shots, scenes or semantic concepts.
Then, a context is described by words belonging to one or
more dictionaries and the occurrence of words composes
the signature of context. The relationships between words
and contexts provide a very rich information captured and
enhanced by Latent Semantic Analysis (LSA) in a reduced
space, where a measure is derived to compare simultane-
ously both entities. This measure is then exploited for ad-
vanced video content analysis at the frame and object level.
In particular we investigate the potential of using multiple
dictionaries through three distinct methods, to improve the
overall performance.

Latent Semantic Analysis has been proven effective for
text document analysis, indexing and retrieval [9] and some
extensions to audio and image features were proposed [10,
11]. Here, we propose to extend its application to video
content modeling in order to reduce noise and enhance co-
occurrence information.

The rest of the paper is organized as follows: The next
section presents the framework in three parts, one related
to the decomposition of video sequences and the definition
of visual dictionary and context; the second to the analy-
sis via LSA and the last to the exploitation of multiple dic-
tionaries. Then, we present preliminary results to validate
the framework through an initial application. Experiments



have been conducted on the frame and object retrieval tasks
within single video documents. Applications are mainly
enhanced navigation and automatic summary creation. Fi-
nally, we conclude by summarizing our findings and pro-
viding research directions.

2. FRAMEWORK PRESENTATION

The major problem tackled in image or video analysis tools
is feature extraction since visual contents are extremely rich
and various. In many cases, due to shadows, highlights,
camera or object motions, deformations, ����� in images, vi-
sual features described in a high dimensional space, tend to
be extremely noisy. Despite the presence of noise, the rep-
etitions contained in this huge amount of information can
be used to extract important visual properties. We propose
a statistical method that takes advantage of the information
repetition, through co-occurrences, to partially eliminate the
noise in a robust video content model.

Video sequences are decomposed into two kinds of cate-
gories. On one hand stand elementary units (pixels, regions
or frames, ����� ) considered as words. They are mapped into
one or more visual dictionaries that capture local similari-
ties in video sequences. On the other hand stand word ag-
glomerations assimilated to contexts such as frames, shots,
scenes or semantic structures which are the main entities to
index and compare. Occurrences of words in contexts de-
fine a set of raw context signatures forming the co-occurrence
matrix word-context. The important relationships between
words and contexts provide very rich information that can
be used as it is (comparison of raw signatures) or further
enhanced by LSA (comparison of transformed signatures).

2.1. Visual Dictionary and Word Association

In our model, video sequences are described by small en-
tities, i.e. words, that compose the contexts on which op-
erations are accomplished. Thus an initial stage consists in
deciding what kind of words have to be extracted with re-
spect to the desired type of context. Diverse combinations
of word and context types are envisageable. One example
that is used later, is the couple (frame-region, frame) that
permits to analyze the frame content.

The key point of our approach is the modeling of video
documents in words belonging to one or multiple visual dic-
tionaries, i.e. sets of predefined words, to describe contexts.
In fact, words are described by some noisy high dimensional
features extracted from the video content. The dictionary
is then introduced to identify similar words in video se-
quences. While matching two textual words is rather straight-
forward, it is more difficult to effectively compare visual
features. Moreover, dictionaries naturally exist for text but
it is not the case for multimedia contents and they have to

be build. The creation of visual dictionaries is a challenging
task often related to data-mining problems. Nevertheless it
is not in the scope of this paper to discuss these techniques,
the reader can refer to [12] for a comprehensive survey. We
should just keep in mind that these partitioning operations
are often sensitive to noise or outliers and partitions are sub-
optimal in most cases. Additionally, the choice of the dic-
tionary size is far from obvious. One possible approach to
build a dictionary is to describe words by some features and
to cluster elements with the k-means algorithm. Finally, the
resulting centroids define the dictionary.

We can summarize the video structure for one dictio-
nary as follows. Let

�����	�
be the feature space where

elementary entities, i.e. words, of video sequences are mod-
eled. A dictionary of size N, denoted 
 , is defined by a set
of words 
 ��������� ����� ��� � ��� ����� to which is associated
a distance d between words. A word w matches a word of
the dictionary

��� if and only if
� �"!#%$'&)(+*-,.�%/10324��5�,76 � .

Finally a context is described by its raw signature defined
as a vector containing the occurrence of each word of the
dictionary. It is clear that the dictionary must contain good
representatives of the encountered words to efficiently rep-
resent the data cloud of raw features.

2.2. Latent Semantic Analysis

Once the video sequences are decomposed in context and
words, we take advantage of the LSA properties to induce
relationships between words and contexts depending on the
co-occurrences of words in contexts. These inductions im-
prove noise robustness from the dictionary while highlight-
ing synonyms.

Latent Semantic Analysis (LSA) is a theory and method
for extracting and representing the contextual-usage mean-
ing of words by statistical computations applied to a large
corpus of text. The underlying idea is that the aggregate
of all the word contexts in which a given word does and
does not appear provides a set of mutual constraints that
largely determines the similarity of meaning of words and
sets of words to each other. The adequacy of LSA’s reflec-
tion of human knowledge has been established in a vari-
ety of ways [13]. For example, its scores overlap those of
humans on standard vocabulary and subject matter tests; it
mimics human word sorting and category judgments; it sim-
ulates word-word and passage-word lexical priming data;
and it accurately estimates passage coherence, learnabil-
ity of passages by individual students, and the quality and
quantity of knowledge contained in an essay.

The previous part has introduced the notion of words
and contexts for video content, so that the LSA theory can
be applied to video documents. The following gives an
overview of the method. We construct the co-occurrence
matrix of words in contexts (raw signatures). The Singular
Value Decomposition (SVD) gives the transformation pa-



rameters to a new space were both words and contexts are
mapped and comparable. The dimension of the transformed
space is then reduced to enhanced words and contexts re-
lationships. The number of factors k to keep is crucial and
difficult to choose since we do not really want to reduce
the dimension for compression but to create induction rules
and improve the comparison task. This simplification pro-
vides a least squared approximation of the original matrix,
therefore it can be seen as a filter that removes the noisy
part of the co-occurrence matrix. A threshold has to be de-
fined to effectively remove noise while keeping the integrity
of word equivalences. Mathematical operations are finally
conducted in the following manner:
8 First the co-occurrence matrix is constructed:

Let A of size M by N be the co-occurrence matrix
of M words (defining a dictionary) into N contexts
(representing the video sequence). Its value at cell
(i, j) corresponds to the number of times the word i
appears in the context j.

8 Next, it is analyzed through LSA:
The SVD decomposition gives 9 �;:4<>= ? where

:7: ? �;=7= ? �A@B�DCE�F&)(�*G0IHJ� � 6
<LKA/M�N!M$O0IP1Q5� ��� ��PBR 6 �DP1QTSFPVU4S �+��� SFPVR

Then A is approximated by truncating U and V matri-
ces to keep k factors in S corresponding to the highest
singular values.W9 �J:>X.<YX�= ?X with

<ZX[�\/M�N!]$^0_P Q � ��� ��P1X 6
8 Finally, indexing of a context of A noted ` 0�a 6 and a

new context q is realized as follows:

bOc�d ,�e � row j of
=f<

bOg �Ah ? : X
8 And to retrieve the context q in a database containing

indexed contexts b , , the cosine measure i c is used to
compare elements.

i c 0 b , ��h 6 �
b g � b ,j bOg j � j b , j

The most similar elements to the query are those with
the highest value of i c .

2.3. Multiple Dictionaries

Combining various features like color, texture, shape, ����� is
a key step to improve video content analysis performance.
Our framework handles this consideration in three ways pre-
sented below.

2.3.1. Basic method

A direct approach consists in combining features before the
creation of a unique dictionary. However as we mentioned
earlier, dictionaries are not obvious to create and this task is
even more complex when the number of features is large.

To solve this problem, instead of merging different fea-
tures into a single vector, we propose to construct indepen-
dent dictionaries, for example based on color and then on
texture, and conjointly use them to improve the overall per-
formance of our framework. The next two methods merge
the information of both dictionaries. In merged dictionar-
ies method (MDM), LSA accomplishes this task when ap-
plied to merged co-occurrence matrices. In independent
dictionaries method (IDM), each co-occurrence matrix is
enhanced independently and the comparison measure is mod-
ified to take advantage of available features.

Let
� 
 � � Qlk � k1m be the set of available dictionaries.

2.3.2. Merged dictionaries

Contexts are now described by the concatenation of raw sig-
natures. They are represented by a vector containing the oc-
currence of words of all available dictionaries. Occurrence
values can be differently weighted in order to give more
importance to some features. Finally, the LSA is applied
to the co-occurrence matrix and comparison operations are
conducted as previously explained. This method is denoted
merged dictionaries.

2.3.3. Independent dictionaries

Dictionaries are used independently as presented in section
2.2. Thus for a query

h
and an indexed context b , we ob-

tain n similarity measure values i � c 0 b ��h 6 . We propose to
compute a unique similarity value as a weighted sum:

i c 0 b ��h 6 �
�+n mo
�+n QYp � i

� c 0 b ��h 6

For instance p � ��q
and the optimal weighting will be the

scope of a future work. This method is denoted independent
dictionaries.

MDM takes full advantage of co-occurrence informa-
tion whereas it is more rigid. Indeed the LSA has to be re-
conducted each time weights are modified or new features
are added. This is not the case of IDM that has the main
advantage of being adaptive.

MDM underlines the possibility to weight the co-occur-
rence matrix before applying LSA. This is a common and
effective approach for improving full-text retrieval perfor-
mance that consists on weighting the matrix values with
global and local weights [14]. Usually global weights indi-
cates the overall importance of a word while local weights



indicates its importance in a specific context. Nonetheless
this possibility will be the scope of another study and for
now we restrict our evaluation to unit weights in the same
way that p � �rq .

3. VIDEO NAVIGATION

We are interested in advanced navigation at the frame as
well as sub-frame level. The user can interactively navigate
through a video sequence by querying for similar frames
or frames containing a selected group of regions. There-
fore words are equivalent to frame regions and contexts are
equivalent to frames as detailed in the next part. It allows
creating a query with a set of words representing either an
object, background or frame. The work presented here was
lead on 1000 frames of Docon’s Production donation to the
mpeg-7 data collection, where 7 characters were manually
selected to represent the set of four animated cartoons and
evaluate the performances.

3.1. Dictionary Design

The generality of the framework offers many possibilities
that may behave differently. We restricted our study to the
specific case of frame and sub-frame queries inside a sin-
gle video sequence for the purpose of enhanced navigation.
One approach is to use histograms and directly compare
them (in that case words are pixels and dictionary words are
bins). However histograms are not adapted when the dimen-
sion of the feature space is high; furthermore spatial infor-
mation is lost in the process. To overcome these drawbacks,
we introduce a codebook, i.e. dictionary created with data
mining techniques, computed on frame regions. Regions
permits to capture the local information and the codebook
permits to include many features of high dimension. A nat-
ural idea is to adapt regions to the frame content by using
a segmentation algorithm. The choice of the algorithm is
not fundamental as far as it provides homogeneous regions
and favors over-segmentation (to avoid the exhausting of co-
occurrence information).

3.2. Dictionaries

Video frames are automatically segmented thanks to the al-
gorithm proposed by Felzenszwalb and Huttenlocher [15].
Then regions are modeled by two types of features proven
effective in their category [16] for content-based image re-
trieval:

1. Color. It is described by a Hue (H) and Saturation (S)
histogram with 8 bins for H and 4 for S,

2. Texture. We use 24 Gabor’s filters at 4 scales and
6 orientations to capture the texture characteristics in

0

5e+09

1e+10

1.5e+10

2e+10

2.5e+10

3e+10

0 500 1000 1500 2000 2500 3000

 V
al

id
at

io
n 

in
de

x 
SD

 

 Number of clusters 

Quality Measure 

(a) Clustering on HS histograms

4e+06

6e+06

8e+06

1e+07

1.2e+07

1.4e+07

1.6e+07

0 500 1000 1500 2000 2500 3000

 V
al

id
at

io
n 

in
de

x 
SD

 

 Number of clusters 

Quality Measure 

(b) Clustering on Gabor energies

2e+06

3e+06

4e+06

5e+06

6e+06

7e+06

8e+06

0 500 1000 1500 2000 2500 3000

 V
al

id
at

io
n 

in
de

x 
SD

 

 Number of clusters 

Quality Measure 

(c) Clustering on color and texture features

Fig. 1. Measure of clustering validity for three feature vec-
tors, to choose the optimal number of clusters with respect
to SD index in the range [100..3000]. The optimal number
of clusters is the global minimum.

frequency and direction. The feature vector is com-
posed of the output energy of each filter.

These features are used either independently or conjoint-
ly to form three visual dictionaries. Each of them results
from the k-means algorithm that provides a set of k-centroids
that define dictionaries. Frame regions are then associated



to one element of each dictionary in order to build the ap-
propriate co-occurrence matrix region-frame.

Since the clustering process is unsupervised, the final
clusters require some kind of validation. This procedure
has tackled difficult problems that can be qualitatively ex-
pressed as i. quality of clusters, ii. degree to which clus-
tering scheme fits to a specific dataset, iii. optimal number
of clusters in a partitioning. Many methods have been pro-
posed in the literature [17] and we have opted for a recent
and fast quality index (SD) presented in [18] to choose the
optimal number of cluster for crisp clustering. The SD in-
dex measures the average scattering of clusters and the total
separation between clusters. It has the property to result in
a local minimum when computed in the range � `�s � m^� `ts	ulv �
for the number of clusters that we considered. This min-
imum corresponds to an optimal number of clusters with
respect to the SD index, to partition data. Experiments con-
ducted by Halkidi in [18] shown that this optimal number is
only slightly influenced by ` s	ulv . The figure 1 represents the
evolution of the index with respect to the number of clusters
when color features are used 1(a), then texture features 1(b)
and finally color and texture features 1(c). Minima present
respectively at 1250, 750 and 1000 are the optimal numbers
of clusters that we retain with respect to SD index and the
number of clusters range [100..3000].

3.3. Object and Frame Retrieval

We place our work in the particular context of object and
frame retrieval across a video sequence for the purpose of
enhanced video navigation. The user while looking at the
video is able to select a part of the frame and ask to find
similar objects in the video sequence. This situation is ap-
propriate to evaluate our framework since it entirely relies
on it. To evaluate the retrieval, we use the available object
annotations: a retrieved frame is declared relevant if it con-
tains the query object and in the case of frame retrieval at
least one common object with the query. Then, we draw
the average precision versus recall curves to illustrate the
performances. These curves are obtained by computing the
precision for all possible queries over an object at standard
recall values, i.e. 0.1, 0.2, ����� , 1.0, and then taking the
mean values. Average over all objects is then computed to
give the overall performance.

Three types of experiments were conducted. The first
set consists in evaluating the interest of LSA on individ-
ual dictionaries: color, texture and both. Then we evaluate
the improvement obtained by combining color and texture
dictionaries; on one hand by merging co-occurrences matri-
ces with MDM, on the other hand by combining similarity
measures with IDM. All experiments involves two types of
queries, one over whole frames and the other over isolated
objects.

3.3.1. Single dictionaries

Figures 2 illustrate the performance of our method in its ba-
sic form, i.e.: unique dictionary, for frame queries. They
emphasize the effect of LSA compared to direct processing.
We explored several values for k the number of factors kept
in LSA and 25 is the optimal number for all cases. Figure
2(a) shows the evolution of precision and recall curves with
respect to k. The behavior is almost the same for all experi-
ments. 25 five factors give the best result, closely followed
by 50 factors. Then starting at 200, performance are similar
and close to direct processing.

HS histogram performs well while texture features alone
give poor results. This is mainly due to the weak texture
information contained in cartoons.

Figures 3 illustrate the performance of our method for
object queries. They lead to the same conclusions while the
effect of LSA is more visible. The optimal factor found is
still 25 for object queries and figure 3(a) shows a similar
behavior as 2(a) with respect to k.

Of course performances are less impressive, this is main-
ly due to the weak occurrence information available in small
parts of frames. It reveals the need to include more informa-
tion via multiple dictionaries.

3.3.2. Twin dictionaries

Using multiple features at a later stage of the process slightly
increases the performances as shown in figures 4 and 5.
Both methods are comparable with a light improvement for
MDM that entirely exploits co-occurrence information.

Figures 6 and 7 illustrate what is returned to the user for two
queries on isolated part of a frame. One query is the shark
present in the second part of the video, the other is the dog
present in the last part of the video (fourth part).

4. CONCLUSION

In this paper, we have presented a new model to represent
video sequences through visual dictionaries and co-occur-
rences of words in contexts. Latent Semantic Analysis was
then naturally included to improve robustness to the inher-
ent noise present in data. It reduces the effect of noise while
finding synonyms. This flexible model is a starting point to
advanced video analysis tools, like shot detection, indexing
and semantic analysis. We have shown interesting prelim-
inary results to object and frame retrieval within a single
video sequence that confirmed the potential of our novel
model. In addition, we have tackled the problem of effi-
ciently combining features through three solutions. Perfor-
mances are summarized in figures 8. Frame retrieval per-
forms very well when compared to object retrieval, which
obtains only average results. This underlines the importance
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Fig. 2. Performance evaluation of frame queries. Mean precision at standard recall values over all possible frame queries for
7 objects.
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Fig. 3. Performance evaluation of object queries. Mean precision at standard recall values over all possible object queries for
7 objects.

of the co-occurrence information that is weak for isolated
parts of the frame.

Future works will concern the enhancement and evalua-
tion of the model for other applications. More specifically,
investigations will focus on the creation and evaluation of
optimal dictionaries. We will also envisage to integrate in
the framework multi-modal dictionaries (visual, text and au-
dio) to enrich the information available. Additionally, the
co-occurrence analysis can be improved by pre-processing
data as for text documents and/or using continuous values
like a function of the distance to root words instead of just
counting occurrences.
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Fig. 6. First samples of retrieved images for one query on
the shark. The first picture is the query.

Fig. 7. First samples of retrieved images for one query on
the dog. The first picture is the query.
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(a) Frame queries
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(b) Object queries

Fig. 8. Summary of the performances. Mean precision at
standard recall values over all possible object queries for 7
objects with a LSA factor of 100.


