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I further wish to thank Professor Rahim Tafazolli from the CCSR, Surrey University,
England, with whom I had many stimulating discussions during my visit at CCSR. This
collaboration was a pleasure which I hope will continue in the future.

I am also thankful to all the jury members of my thesis for their comments which
helped me to improve the quality of my thesis.

Thanks to the other coauthors and people I have worked with during these years: Paolo
Penna, Neda Nikaein, Sergio Loureiro, Shiyi Wu, Pietro Michiardi, Nadeem Akhtar,
and Ashish Rastogi.

I am grateful to all of my friends that during these years helped me to develop myself
as a person: Neda Nikaein, Amir-Hossein Falah, Payam Talebi, Afshin Aman-Zadeh,
Sergio Loureiro, Paolo Penna, Alejandro Ribes Cortes, Nilofar Emami-Shahri, David
Turner, Maxime Guillaud, David Mary, Nicolas de Saint Aubert, and Carine Aud é.
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Summary

An architecture that separates topology management from route determination is pro-
posed for quality of service routing in mobile ad hoc network. In this architecture,
topology management adjusts the network topology as nodes move and environment
changes; while route determination generates and selects path(s), and forwards user
traffic between source and destination. This architecture optimizes network and routing
performances according to two criteria: network quality and application requirements.
Topology management forms a logical structure between nodes with respect to the net-
work quality in order to optimize network performance. Route determination, on the
other hand, finds the most suitable path on the top of the logical structure according to
the application requirements so as to optimize routing performance.
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CHAPTER I

Introduction

THE growth of wireless communications coupled with high-speed broadband tech-
nology has led to a new era in telecommunications. In third generation mobile

networks, efforts are undertaken to merge many technologies and systems to support
a wide range of traffic types with various quality-of-service requirements. As wireless
communication channels are highly affected by unpredictable temporal/spatial factors
like co-channel interference, adjacent channel interference, propagation path loss and
multipath fading; it is necessary to embed various adaptive mechanisms making these
systems self-adaptive and more efficient, satisfying application best requirements and
mitigating bad effects of wireless channels. Broadly, there are two major architectures
for wireless networking: single-hop and multi-hop. The single-hop model is based on
the cellular model, provides one-hop wireless connectivity between mobile hosts and
static nodes known as base station. This type of networks relies on a fixed backbone
infrastructure that interconnects all base stations by means of high-speed wired links.
Typically, a certain number of base stations are located on a geographical region in
order to obtain a coverage of such region, so whatever the position of the user(s) is,
there always exists a base station that connects that user to the network. The multi-
hop model, on the other hand, requires neither a fixed and/or wired infrastructure nor
a predefined interconnectivity. One of the most popular type of multi-hop networks is
called mobile ad hoc networks (Manet) [1]. They consist of a collection of wireless
mobile nodes forming dynamic autonomous networks through a fully mobile infras-
tructure. This means that nodes communicate with each other without the intervention
of centralized access points or base stations, and hence they are not relying on any fixed
infrastructure. In such networks, each node acts as a host, and may act as a router if it
volunteers to carry traffic. Combined with the lack of fixed infrastructure, the limited
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transmission range of wireless network interfaces indicates the need for multihop rout-
ing (i.e. store-and-forward packets) to exchange data between nodes in the networks
[2]. This is why the literature sometimes uses the term multihop networks for Manets.
Indeed, the merits of having multihop networks were discovered in the early 1970s,
and were first referred to as packet radio networks [3]. Recognizing the advantages
of packet switching in a mobile wireless environment, research efforts were initiated
to develop packet radio networks providing an efficient means of sharing a broadcast
radio channel as well as coping with changing and incomplete connectivity [4]. Of
course, Manet will neither be a replacement nor an alternative to current and future
infrastructure-based networks. Instead, they will complement these infrastructures in
cases where cost, constraints, or environment require infrastructure-less solutions [5].

One of the original motivation for Manet is found in the military need for battlefield
survivability [6]. Indeed, a fully mobile platform provides a fluid network where each
entity moves about freely without any of restrictions imposed by a fixed platform. Also,
the military cannot rely on access to a fixed, pre-placed communication infrastructure
in battlefield environment. In some regions, such as the desert or in space, there is
no terrestrial communication infrastructure. In other regions, access is unavailable
or unreliable because of the destruction of the local infrastructure or eavesdropping
of the information. Therefore, a rapidly and easily deployable mobile infrastructure
seems very promising in such situations. Another motivation factor is derived from the
inability of frequencies much higher than

�����
MHz to propagate beyond line of sight

(LOS). Terrain and man-made obstacles can also prevent LOS connectivity. Thus,
multihop routing is required to exchange messages between users that are not within
LOS of each other.

Manet are viewed as suitable systems which can support some specific applications
such as personal area network (PAN) and group area network (GAN). PAN enables
the communication associated with a single person through different type of devices
such as cell phones, laptops, PDA, watch, and etc; as well as virtual reality devices.
These devices need to communicate with each other while interacting with their users’
activities. The idea of GAN is to create a network between a group of users and/or
devices. For instance, communication set-up in exhibitions, conferences, presentations,
meetings, lectures, and home; or in military, emergency, and discovery situations.

Many critical issues need to be addressed in Manet including routing (unicasting, mul-
ticasting, and broadcasting), mobility management, quality of service support, radio
interface, power management, security. This dissertation tackles the problem of topol-
ogy management, unicast routing, and quality-of-service (QoS) support for mobile ad
hoc networks.

A MOTIVATIONS AND OBJECTIVES

Mobile ad hoc networking Manet is a challenging task due to frequent changes in net-
work topology as well as the wireless nature of the network interface. The frequent
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changes in network topology implies a limited lifetime for the topology information as
a function of mobility rate. Such information has to be periodically updated in order
to remain valid. Thus, the more frequent the information becomes updated, the better
the node mobility may be managed. On the other hand, wireless nature of the interface
implies the limited bandwidth capacity in the network. This interface experiences high
collision probability due to its broadcasting nature, as well as high bit error rate in a
radio transmission. Therefore, mobile and wireless environments exhibit opposite re-
quirements. Indeed, the mobility requires more information to be send to keep track of
the network changes, while the wireless medium has low capacity and hence cannot be
used for additional control traffic that is needed to continually update stale information.
Furthermore, there exists some critical factors and parameters that affect the overall
performance of mobile ad hoc networks including: network size and connectivity, mo-
bility models, mobility rate, traffic patterns, traffic load, and terrestrial limitations [6].
These factors and parameters along with inherent characteristics of wireless mobile
ad hoc networks may result in unpredictable variations in the network performance.
Recently, Gupta and Kumar demonstrated that for � fixed nodes with random traffic
pattern forming a wireless network, the per-node capacity is

��� ����� �	� 
��
��� [7]. This
means that the throughput per node decreases at

����� � ��� . Therefore in a wireless en-
vironment, the total efficiency benefits from the number of nodes, but the performance
per node decreases with the number of nodes. Jinyang Li et al. examined the effect
of different traffic patterns on per node capacity. They showed that random choice of
destination causes a tendency for more packets to be routed through the center of the
network than along the edges, which limits the capacity of the network. The authors
concluded that the less local the traffic pattern is, the faster per node capacity degrade
with the size of network. Grossglauser and Tse studied the effect of mobility on the
capacity of ad hoc networks, and showed that capacity improvement can be achieved
in the presence of mobility [8]. Camp et al. have provided valuable simulation results
that demonstrate the performance of an ad hoc network protocol can vary significantly
with different mobility models [9]. They also observed that the choice of mobility
model may require a specific traffic pattern which significantly influence protocol per-
formance. D. D. Perkins et al. evaluated the impact of mobility rate, network size, and
traffic load on the protocol performance [10]. They observed that the number of traffic
sources has the strongest impact on the protocol performance followed by the mobil-
ity rate and network size. Also, they noticed that increasing the rate of traffic load and
increasing the number of traffic sources may not produce the same performance results.

Routing protocols for mobile ad hoc networks have the twin design goals of low route
delay and low control overhead. The former is important because it indicates the end-
to-end delay experienced by data packets. The control overhead is very critical as far
as efficient utilization of network resources is concerned. In the ad hoc networking
scenario, it is difficult to minimize both the delay and the overhead simultaneously and
therefore, some degree of trade-off is always required. Proactive routing has low route
acquisition delay but significantly large control signaling is needed to maintain exhaus-
tive routing tables. Reactive protocols try to reduce control overhead by discovering
routes on-demand at the expense of an increase in route acquisition delay.
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Our primary goal is to provide an optimal trade-off between overhead and end-to-end
delay of a routing protocol while maximizing the network resource utilization. Further-
more, mobile ad hoc networks experience link failure more often. This is because first
wireless mobile ad hoc networks potentially have less resources than wired networks
and second mobility together with multihop routing may result in link failure, which
in turn in a broken path. Hence, a routing protocol that supports quality of service
for mobile ad hoc networks should consider the reasons for link failure to improve its
performance. Link failure stems from node mobility and lack of network resources.
Therefore it is essential to capture the aforesaid characteristics to identify the quality
of connectivity (QoC) between nodes. Our next goal is to identify the quality of con-
nectivity and use it to improve the overall routing performance. To achieve these goals,
a new architecture that separates topology management from route determination is
proposed. In this architecture, topology management adjusts the network topology as
nodes move and environment changes; while route determination generates and selects
path(s), and forwards user traffic between source and destination. This architecture op-
timizes network and routing performances according to two criteria: network quality
and application requirements. Topology management forms a logical structure between
nodes with respect to the network quality in order to optimize network performance.
Route determination, on the other hand, finds the most suitable path on the top of the
logical structure according to the application requirements so as to optimize routing
performance. It is demonstrated that this architecture achieves an optimal trade-off
between routing overhead and delay experienced by routing protocols, and it does im-
prove routing performance. Furthermore, this architecture succeeds to provide load
balancing in the network.

With the introduction of real-time audio and video applications, specifically two-way
voice communications (i.e. telephony) into mobile ad hoc networks, the communi-
cation path that is selected between the nodes has to meet additional constraints (i.e.
delay). In addition to the destination node, the application must also supply the con-
straint parameters (i.e. its QoS parameters) to the routing protocol so that a suitable
path can be found. The routing protocols that support QoS must be adaptive to cope
with the time-varying topology and time-varying network resources. For instance, it
is possible that a route that was earlier found to meet certain QoS requirements no
longer does so due to the dynamic nature of the topology. In such a case, it is impor-
tant that the network intelligently adapts the session to its new and changed conditions.
Many of the candidate protocols establish an end-to-end connection between network
applications regardless of the quality between intermediate nodes. Thus, for these ap-
plications it would be difficult to determine whether any particular application band-
width or delay requirements can be supported by the communication path. We believe
that the quality of service that an application requires depends strictly on the quality
of network. Therefore, our last but not least goal is to propose a cross-layer quality
of service model, which takes into account the quality of the communication path for
the path selection procedure. To achieve this goal, we suggest network metrics and
application metrics as the additional constraints to the conventional ones to determine
paths between source and destination. Network metrics avoid unbalanced network uti-
lization while minimizing the resource consumption in the network; while application
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metrics selects a path to meet application requirements. The simulation results will
show that the QoS routing improves significantly the delay performance in various net-
work conditions, while keeping the same and sometime better packet delivery fraction.
The results confirm that first the model takes the advantage of edge routes in addition
to core routes in the network, and second considers the quality of the communication
path for supporting application requirements.

B OUTLINE OF THESIS

This thesis focuses on the problem of routing with quality of service support for mobile
ad hoc networks. Routing is divided into two sub problems: topology management and
route determination, where both of them supports quality of service.

Chapter II provides an overview of some routing protocols proposed for Manet. The
major design challenges of a routing protocol are also described. We also present our
contribution and compare it with the current IETF routing protocols, namely OLSR,
TBRPF, DSR, and AODV.

Chapter III describes the topology management strategy. We introduce the concept of
quality of connectivity over time so as to adapt our algorithm to the quality of net-
work. We characterize the behavior of the algorithm under various network density.
We demonstrate that the topology management strategy significantly improves routing
performance under various traffic load and mobility rate.

In chapter IV, we describe the design of our hybrid ad hoc routing protocol (HARP)
and its interaction with topology management strategy, and provide its performance
comparison under various traffic load and mobility rate. We demonstrate that our rout-
ing protocol together with the topology management strategy succeeds to achieve load
balancing in the network.

Chapter V presents the proposed cross-layer quality of service model, which considers
the quality of communication path during routing process. We evaluate the perfor-
mance of our QoS routing with the shortest path routing. The simulation results show
that the proposed QoS scheme considerably improves the routing performance, espe-
cially in terms of delay, over the standard shortest path routing scheme.

Finally in chapter VI, we draw concluding remarks and summaries of our work and
contribution. We discuss the general lessons learned about routing in mobile ad hoc
networks, and outline some directions for future research.
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CHAPTER II

Related Work

S INCE the advent of Defense Advanced Research Projects Agency (DARPA) packet
radio networks in the early 1970s [3], numerous routing protocols have been de-

veloped for ad hoc mobile networks. Such protocols have to deal with some important
factors as the following:

� frequent changes in the network topology— since nodes are free to move in an ar-
bitrary manner, the network topology may change randomly and rapidly over
time. This causes the network resources to become time varying. As a result,
such networks experience link failure more often.

� wireless communication— which implies limited bandwidth capacity in compar-
ison with wired communication, and differs by the fact that electromagnetic
waves propagate in free air of instead if inside cables. Many issues emerge from
this fact such as multipath, pathloss, attenuation, shadowing, noise and interfer-
ence on the channel, making the radio channel a hostile medium whose behavior
is difficult to predict [11]. Therefore, wireless communication potentially has
low capacity, high collision probability, and high bit error rate.

� lack of fixed infrastructure— there is no fixed backbone infrastructure for network
protocols. Therefore, mobile nodes become the potential network infrastructure
and they must act cooperatively to handle network functions.

� limited nodes’ resources— which includes energy, processing capacity, and mem-
ory, which are relatively abundant in the wired networks, but may be limited
in ad hoc networks and must be preserved. For instance, limited power of the
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mobile nodes and lack of fixed infrastructure restrict the transmission range, and
create the need for effective multihop routing in mobile ad hoc networks.

These factors and their associated challenges make the protocol design for such envi-
ronment a very difficult task in the mobile ad hoc networks.

A THE DESIGN CHALLENGES OF AD HOC ROUTING

Routing is defined as a mechanism by which user traffic is directed and transported
through the network from the source node to the destination node [12]. The primary
goal of routing for mobile ad hoc network is correct and efficient route establishment
between nodes. Route construction should be done with a minimum of overhead and
bandwidth consumption. It is desirable that a routing protocol to be loop-free, dis-
tributed, adaptive, and dynamic. The main routing functionalities are listed below:

1. Path generation— which generates paths according to the assembled and dis-
tributed state information of the network and the application. Note that, proactive
protocols mainly use link-state or distance-vector algorithm for the path genera-
tion; while the reactive protocols apply route discovery procedure.

2. Path selection— which selects appropriate paths based on network and applica-
tion state information. Path selection procedure in proactive protocols is done
based on shortest path algorithms, such as Dijkstra [13] algorithm for the link-
state routing and Distributed Bellman-Ford (DBF) [14] for the distance-vector.
Reactive protocols basically compute a metric such as number of hops during
the route discovery procedure and select the path whose metric is the best.

3. Data forwarding— which forwards user traffic along the selected path.

Designing a new routing algorithm may necessitate examining the main strengths and
weaknesses of each approach and comparing the different existing approaches [15, 16,
17, 18]. In the literature related to routing protocols used in mobile ad hoc networks,
there exist two main design choices: (i) proactive vs. reactive vs. hybrid strategy; (ii)
flat vs. hierarchical network architecture.

� proactive vs. reactive vs. hybrid strategy— One of the most critical design chal-
lenges for routing in ad hoc networks concerns whether nodes should keep track
of routes to all possible destinations, or instead keep track of only those destina-
tions that are of immediate interest. A node in an ad hoc network does not need
a route to a destination until that destination is to be the recipient of packets sent
by the node, either as the actual source of the packet or as an intermediate node
along a path from the source to the destination [2]. Protocols that keep track of
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routes for all destinations in the ad hoc networks have the advantage that com-
munications with arbitrary destinations experience minimal initial delay from
the point of view of the application. When the application starts, a route can be
immediately selected from the routing table. Such protocols are called proac-
tive because they store route information even before it is needed. They are also
called table driven because routes are available as part of a well-maintained ta-
ble. These protocols are based on either link-state or distance-vector algorithm
[19, 12]. In this strategy, the trade-off is made between the cost of full-update
against no-search strategies. To overcome the wasted work in maintaining un-
required routes, on-demand, or reactive protocols have been designed. In these
protocols, routing information is acquired only when it is actually needed. Re-
active routing protocols save the overhead of maintaining unused routes at each
node, but the latency for many applications will drastically increase. Most ap-
plications are likely to suffer a long delay when they start because a route to
the destination will have to be acquired before the communication can begin.
In this approach, full-search strategy is used at the expense of no-update strat-
egy. Hybrid routing protocols aggregate a set of nodes into zones in the network
topology. Then, the network is partitioned into zones and proactive approach
is used within each zone to maintain routing information. To route packets be-
tween different zones, the reactive approach is used. Consequently, in hybrid
schemes, a route to a destination that is in the same zone is established without
delay, while a route discovery and a route maintenance procedure is required for
destinations that are in other zones. As a result, there is trade-off between the
search and update strategies. This trade-off is subject to the size of a zone and
the dynamics of a zone.

� flat vs. hierarchical architecture— Another important design challenge in ad hoc
routing concerns whether all nodes should have a uniform responsibility in the
network or not. In flat architecture, all nodes carry the same responsibility. Flat
architectures do not optimize bandwidth resource utilization in large networks
because control messages have to be transmitted globally throughout the net-
work, but they are appropriate for highly dynamic network topology. The scala-
bility decreases significantly when the number of nodes increases. On the con-
trary, in hierarchical architectures, aggregating nodes into clusters and clusters
into super-clusters conceals the details of the network topology. Some nodes,
such as cluster heads and gateway nodes have a higher computation communica-
tion load than other nodes. Hence, the mobility management becomes complex.
The network reliability may also be affected due to single points of failure asso-
ciated with the defined critical nodes. However, control messages may only have
to be propagated within a cluster. Thus, the multilevel hierarchy reduces the stor-
age requirement and the communication overhead of large wireless networks by
providing a mechanism for localizing each node. In addition, hierarchical archi-
tectures are more suitable for low mobility case. To summarize, flat architectures
are more flexible and simpler than hierarchical, but hierarchical architectures are
more scalable.
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B CONVENTIONAL ROUTING PROTOCOLS

There exists two main approaches: link state and distance vector [19]. OSPF is a link
state routing protocol used for the wired Internet [20], which employs shortest path al-
gorithms such as Dijkstra to compute routes as needed between source and destination
for which the link state information is available [13][12]. Experiments have shown
that OSPF can consume a very substantial percentage of the available bandwidth in
order to maintain the link information [21]. Routing in multihop packet radio networks
was based on shortest path routing algorithm [6], such as the Distributed Bellman-Ford
(DBF) routing algorithm [14, 22]. DBF algorithms are also known as distance vector
algorithm because the route table entry for a destination contains a metric, which is
often the distance from the node to the destination and the next hop for this destination.
These algorithm are easy to program and requires much less storage space compared
to link state algorithm. However, they can suffer from very slow convergence (count to
infinity problem), and also from short-lived and long-lived loops [23]. Because mobile
ad hoc networks constitute a distributed multi-hop network characterized by a time-
varying topology and resources, limited bandwidth and limited power, conventional
routing protocols may not be appropriate to use.

C CURRENT AD HOC ROUTING PROTOCOLS

Certain proactive routing protocols include dynamic destination sequenced distance
vector (DSDV) [24], wireless routing protocol (WRP) [25], global state routing (GSR)
[26], clusterhead gateway switch routing (CGSR) [27], fisheye state routing (FSR) and
hierarchical state routing (HSR) [28], landmark routing (LANMAR) [29], optimized
link state routing (OLSR) [30], topology dissemination based on reverse path for-
warding (TBRPF) [31], distance routing effect algorithm for mobility (DREAM) [32].
Among them, DSDV, CGSR, WRP, and DREAM belong to the family of distance-
vector routing. Routing performed in DSDV and WRP is based on a flat architecture.
The overhead of the route update in GSR, CGSR, LANMAR, TBRPF and FSR-HSR
is reduced because of the hierarchical architecture used in these protocols. TBRPF
reduces the route update overhead by maintaining and sharing a tree for update broad-
cast. In FSH-HSR and LANMAR, nodes slow down the update rate as their distances
from destinations or landmark nodes increase, respectively. OLSR uses multipoint re-
lay flooding which significantly reduce the overhead of route update by selecting only
some of the neighbor nodes as relays [33]. Among them, DREAM is based on loca-
tion information, and builds location tables by flooding position updates throughout
the network. The frequency at which DREAM sends position updates is related to both
mobility rate, and distance between nodes. Examples of reactive protocols are ad hoc
on demand distance vector (AODV) [34], dynamic source routing (DSR) [35], tempo-
rally ordered routing algorithm (TORA) [36][37], associativity based routing (ABR)
[38], signal stability routing (SSR) [39], relative distance microdiscovery ad hoc rout-
ing (RDMAR) [40], and location-aided routing (LAR) [41]. All of them are based
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on a flat architecture. DSR and AODV apply expanding-ring search methods during
route discovery in order to reduce the overhead of full search strategy. RDMAR, on
the other hand, estimate the relative distance between the source and destination nodes,
and avoids flooding by using query localization to limit the scope of the discovery.
LAR is based on location information, and floods location requests instead of route
requests which intend to limit the overhead of full search to the requested zone. The
zone routing protocol (ZRP) [42], zone-based hierarchical link state (ZHLS) routing
protocol [43], cluster based routing protocol (CBRP) [44] are three hybrid routing ap-
proaches. All of them partition the network into a set of zones. ZHLS decreases the
overhead on full-search outside of a zone by maintaining the zone connectivity of the
whole networks. In CBRP, the overhead of full search is reduced to a set of clusterhead.
ZRP and ZHLS employ link state routing protocol within zones.

D DISCUSSION

Proactive protocols suffer from the disadvantage of additional control traffic that is
needed to continually update stale route entries. Since the network topology is dy-
namic, when a link goes down, all paths that use that link are broken and have to be
repaired. If no applications are using these paths, then the effort that went in to repair
may be considered wasted. This wasted effort results in inefficient use of scarce band-
width resources and cause further congestion at intermediate network points. Such
protocols are scalable in relation to the frequency of end-to-end connections. Although
proactive protocols are not scalable with respect to the total number of nodes, they can
be made scalable if a hierarchical architecture is used. Finally, proactive protocols are
not scalable in relation to the frequency of topology change. As a result, this strategy
is more appropriate for a network with low mobility and high end-to-end connectivi-
ties. Reactive protocols may not be optimal in terms of bandwidth utilization because
of flooding of the route discovery request, but they remain scalable with respect to the
frequency of topology change. Such protocols are not scalable in the number of nodes,
however, they can be made scalable if a hierarchical architecture is used. Further, re-
active protocols are not scalable in the number of flows. Thus reactive strategies are
more suitable for networks with high mobility and relatively small number of flows.
Hybrid approaches try to provide a compromise on scalability issue in relation to the
frequency of end-to-end connection, the total number of nodes, and the frequency of
topology change.

One of the challenges in ad hoc routing is related to the underlying broadcasting
technique or a derivative of it used to perform the routing functionalities. Most of
the protocols both proactive and reactive employ the simplistic form of broadcasting
called flooding, in which each node retransmits the unique received packet exactly once
[45, 46]. This potentially generates high overhead in the network. One of the problems
related to the flooding is the broadcast storm problem [47], where a node receives the
same message from multiple neighboring nodes at about the same time. Observations
in [47] reveal that serious redundancy, contention, and collision could exist if flooding
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is done blindly. Some methods are required to damp the process of packet generation
and duplication at each node. The idea is to select a subset of the set of neighboring
nodes to forward a packet (i.e. selective flooding), which in turn reduces the over-
head of redundant rebroadcasting. There are four algorithms for selective flooding
[45]: simple flooding [46], probability based methods [47], area based methods [47],
and neighbor knowledge methods [33, 48]. Simple flooding requires each node to re-
broadcast all packets. Probability based methods use some basic understanding of the
network topology to assign a probability to a node to rebroadcast. Area based methods
assume nodes have a common transmission distance; a node will rebroadcast if the re-
broadcast will reach sufficient additional coverage area. Neighbor knowledge methods
maintain state of their neighborhood, using periodical hello message, which is used in
the decision-making of rebroadcast. Camp et al. provide an exhaustive performance
comparison between a subset of each family [45]. Another important problem in this
regard is related to the scope of flooding, which in general is the diameter of the net-
work. Among proactive protocols, only FSH-HSR, LANMAR, and DREAM control
the scope of flooding. FSR-HSR and its descendant LANMAR limit the scope of flood-
ing to the fisheye scope, which means to maintain accurate routing information about
the immediate neighborhood of a node with progressively less detail as the distance
increases, i.e. fisheye scope. DREAM also limits the scope of flooding due to the so
called distance effect, i.e. the farther two nodes separate, the slower they seem to be
moving with respect to each other. There exist several techniques to limit the scope of
flooding for reactive approach including relative distance estimation used in RDMAR
[40], request zone estimation used in LAR [41], expanding ring search used in DSR
[49] and AODV [50], and query localization [51]. The RDMAR estimation is arrived
at on the basis of the previously known value of the distance between the source and
destination nodes and the time elapsed since this value was recorded. The expanding
ring search strategy initially broadcasts the request to a small area and if the destination
lies within that region, the query is successful. If it lies beyond the expected region, a
retry is made with increased time-to-live (TTL). LAR technique uses location informa-
tion (e.g. by means of global positioning system GPS) to estimate the zone in which
the destination might be located. Query localization techniques use prior routing his-
tory to estimate a small region in the network with the high probability of finding the
destination node.

E CURRENT IETF ROUTING PROTOCOLS

The Internet engineering task force (IETF) has formed a working group named Manet
in the area of mobile ad hoc networking [1]. The purpose of this working group is
to standardize IP routing protocol functionality suitable for wireless routing applica-
tion within both static and dynamic topologies. The fundamental design issues are that
the wireless link interfaces have some unique routing interface characteristics and that
node topologies within a wireless routing region may experience increased dynamics,
due to motion or other factors. The WG currently operates under a reduced scope by
targeting the promotion of a number of core routing protocol specifications to EXPER-
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IMENTAL RFC status namely AODV, DSR, OLSR and TBRPF. Some maturity of
understanding and implementation exists with each of these protocols, yet more opera-
tional experimentation experience is seen as desirable. Overall, these protocols provide
a basic set of Manet capabilities covering both reactive and proactive design spaces.

F CONTRIBUTIONS

A new architecture that separates topology management from route determination is
proposed [52]. In this architecture, topology management adjusts the network topol-
ogy as nodes move and environment changes; while route determination generates and
selects path(s), and forwards user traffic between source and destination. This archi-
tecture optimizes network and routing performances according to two criteria: qual-
ity of connectivity and quality of service; where quality of connectivity characterizes
the quality of network, and quality of service identifies the application requirements.
Topology management forms a logical structure between nodes with respect to the cur-
rent quality of connectivity to optimize network performance. Route determination, on
the other hand, finds the most suitable path on the top of the logical structure according
to desired quality of service so as to optimize routing performance.

Our research presented in this dissertation is composed of three complementary chap-
ters tackling the problem of topology management, routing, and quality of service in
the mobile ad hoc networks; respectively.

F.1 Topology Management

In the proposed topology management strategy [53, 54], each node selects a neighbor
called preferred neighbor according to the degree of connectivity, so as to construct a
preferred link. The set of preferred links in each neighborhood forms a set of preferred
paths in the network, which will be used for routing. We will prove that whatever the
network topology is, connecting each node to its preferred neighbor always yield to a
forest. As a result, a forest of nodes with a high degree of connectivity is constructed
from the network topology. This is done in a distributed fashion using only periodic
message exchanges between nodes and their neighbors. The constructed forest reduces
the broadcasting overhead by selecting a subset of the set of neighboring nodes for
forwarding a packet. Each tree of the constructed forest forms a zone, and each zone
is maintained proactively. This is desirable because it improves the delay performance
within zones. In this way, the network is partitioned into set of non-overlapping dy-
namic zones. Zones are connected to each other via the nodes that are not in the same
zone but are in the direct transmission range of each other. So, the network can be seen
as a set of connected zones. A node maintains routing information only to those nodes
that are within its zone, and information regarding only its neighboring zones. Hence,
the reactive behavior between zones. To sum up, our algorithm combines two main
notions: zone and forest. Zones are used to reduce the delay due to routing process
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and to reach high scalability. Forest reduces the broadcasting overhead by selecting a
subset of the set of neighboring nodes for forwarding a packet. Chapter III presents in
details our topology management strategy.

As the degree of connectivity does not fully characterize the quality of connectivity,
we suggest a mechanism to describe the quality of connectivity for extracting the links
connecting the pair of best nodes over time from the network point of view, and use
this quality as the criteria for preferred neighbor election [55]. This is because the
performance of ad hoc routing strictly depends on the quality of each individual node.
Indeed, this quality should not only reflect the available resources in a node but also the
stability of such resources because of two reasons: first, mobile ad hoc networks poten-
tially have less resources than wired networks and second, mobility may result in link
failure. Therefore, more criteria are required in order to capture the quality of connec-
tivity between nodes. We identify three metrics to represent the quality of connectivity
from the network point of view: power lifetime, unallocated buffer, and stability level.
By changing the criteria of preferred neighbor election from degree of connectivity to
quality of connectivity, we construct a forest of nodes with the high quality links. This
is desirable because the subset of the set of forwarding nodes belongs to the nodes with
the high quality, which in turn improves routing performance. This constructed forest
is then dynamic and adaptive because the quality of nodes change over time according
to the network behavior. This issue is also addressed in chapter III.

F.2 Route Determination

We propose a hybrid ad hoc routing protocol (HARP) which combines proactive be-
havior within a zone and reactive behavior between zones [56]. HARP functions at
two levels: zone and node depending on whether the topology management is present.
By the zone level routing, we mean to conceal the zone details and look upon them as
nodes. The aim here would be to establish a connection from the source node’s zone
to the destination node’s zone. A link that connects nodes belonging to different zones
is called a bridge. Hence, in this case, we are looking for a path of bridge edges that
connect the zone of the source node to the zone of the destination node. Routing is
performed on two phases: intra-zone and inter-zone, depending on whether the desti-
nation belongs to the same zone as the forwarding node. Intra-zone routing relies on an
existing proactive mechanism inherited from the topology management algorithm and
therefore, there is no route acquisition delay. Intra-zone routing is done based on the
intra-zone table. Inter-zone routing, on the other hand, is reactive and applies the path
discovery procedure to find the shortest path to the destination. The overhead related
to flooding nature of this procedure is noticeably reduced by the forest structure since
a subset of the set of neighboring nodes forwards the unique received packet. Dis-
tance estimation mechanism is also invoked to find a distance from the source to the
destination, which in turn limits the scope of flooding. During the inter-zone routing
procedure, each forwarding node applies the intra-zone routing as soon as it finds out
that the destination node belongs to its zone. Chapter IV) presents how our routing pro-
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tocol functions and takes the advantage from the presence of the topology management
strategy.

F.3 Quality of Service Support

The quality of service that an application requires depends strictly on the quality of
the network. Therefore, we define network metrics and application metrics as addi-
tional constraints to the conventional ones to determine paths between a source and a
destination [57, 58]. Network metrics are used to determine the quality of a path to
route the data traffic using the quality of individual node in that path. We define three
network metrics: hop count, path buffer, and path stability. Hop count corresponds
to the number of hops required for a packet to reach its destination. The two other
metrics, path buffer and path stability, determine the buffer level and stability level
used to describe the quality of connectivity for a path. The main objective of network
metrics is to provide a trade-off between load balancing and resource conservation.
Hop count minimizes the network resource consumption while path buffer and path
stability avoid unbalanced utilization of the resources. In this sense, the network met-
rics are primary metrics and support the network since they are used to generate paths
between source and destination. We define three application metrics including delay,
throughput, and enhanced best-effort to meet specific application requirements. In or-
der to be able to compute these metrics, a reasonable combination of network metrics
is mapped onto the application metrics. Once the quality of paths is determined by the
network metrics, the application metrics select exactly one path in order to meet the
desired requirements. In this sense, the application metrics become secondary metrics
and support applications. Chapter V will further elaborate our quality of service model,
and its integration with our architecture.

F.4 Summary

From the technical point of view, the novelty of the contribution is that it develops
and combines the notions of forest, zone, quality of connectivity, and relative distance
estimation. Forest reduces the broadcasting overhead by selecting a subset of the set
of neighboring nodes for forwarding a packet. Zones are used in order to reduce the
delay due to routing process and to reach high scalability. The quality of connectivity
extracts the links connecting the pair of best nodes for the purpose of routing. Relative
distance estimation localizes route searching and limits the search area, and thus reduce
the control overhead.
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G COMPARISON

Table II-1 summarizes and compares the results from the qualitative analyzes of our
routing protocol HARP with the current IETF routing protocols, namely AODV, DSR,
OLSR, and TBRPF. The properties of each protocol is shown. Neither of the proto-
cols support power aware routing nor security. However, the work in these areas is in
progress and will probably be added to the protocols.

TABLE II-1. COMPARISON OF HARP WITH THE IETF ROUTING PROTOCOLS

Parameters vs. RP OLSR TBRPF DSR AODV HARP
Routing Strategy Proactive LS Proactive LS Reactive Reactive Hybrid
Net. Architecture Flat Hier. Tree Flat Flat Hier. Zone
Beaconing Yes Yes No Yes Yes
Periodic Update Yes Yes No No No
Ctrl Flooding OH Yes Yes No No Yes
Ctrl Flooding Scope No No Yes Yes Yes
QoS Support No No No No Yes
Multicast Support Yes Yes No Yes Yes [59]
Power Management No No No No No
Security support No No No No No
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Abstract— An architecture that separates topology management from route determination is
proposed. In this architecture, topology management adjusts the network topology as nodes
move and environment changes; While route determination generates and selects path(s), and
forwards user traffic between source and destination. This architecture optimizes network and
routing performances according to two criteria: quality of connectivity and quality of service;
where quality of connectivity characterizes network quality, and quality of service identifies ap-
plication requirements. Topology management forms a logical structure between nodes with
respect to the current quality of connectivity. Route determination, on the other hand, finds the
most suitable path according to the desired quality of service. We first characterize the behav-
ior of the proposed topology management strategy under various network density. A detailed
simulation model is used to study the effect of our topology management on the performance
of routing. We demonstrate that this architecture provides an optimal trade-off between routing
overhead and delay experienced by routing protocols, and it does improve routing performance.

Keywords—Mobile ad hoc networks, architecture, routing, topology management, forest, zone,
quality of connectivity, simulation, performance evaluation.

A MOTIVATION

MOBILE ad hoc networking Manet is a challenging task due to frequent changes
in network topology as well as the wireless nature of the network interface. The

frequent changes in network topology imply a limited lifetime for the topology infor-
mation as a function of mobility rate. Such information has to be periodically updated
in order to remain valid. Thus, the more frequent the information is updated, the better
the node mobility can be managed. On the other hand, the wireless nature of the in-
terface implies limited bandwidth capacity in the network. Furthermore, wireless links
experience high collision probability due to their broadcast nature, as well as high bit
error rate. Therefore, the mobile and the wireless environments exhibit opposite re-
quirements. Indeed, the mobility requires more information to be send to keep track of
the network changes, while the wireless medium has low capacity and hence can not be
used for additional control traffic that is needed to continually update stale information.

Routing protocols for mobile ad hoc networks have the twin design goals of low route
delay and low control overhead. The former is important because it contributes to the
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delay encountered by data packets. The control overhead is very critical as far as effi-
cient utilization of network resources is concerned. In the ad hoc networking scenario,
it is difficult to minimize both the delay and the overhead simultaneously and therefore,
some degree of trade-off is always required. Proactive routing has low delay but sig-
nificantly large control signaling is needed to maintain exhaustive routing tables [30].
Reactive protocols try to reduce control overhead by discovering routes on-demand but
the discovery procedure increases the delay [35, 34]. Our primary goal is to provide
a trade-off between overhead and delay of a routing protocol while maximizing the
network resource utilization. In order to achieve a trade-off between routing overhead
and delay while maximizing network resource utilization, we apply an architecture
that benefits from the separation between topology management from route determi-
nation. This is desirable because topology management dynamically structures the
network topology as a function of node mobility and network traffic load; and route
determination finds the most suitable path on this structure according to application re-
quirements. In this chapter, we only address the topology management strategy and its
effect on routing. Therefore, we aim at achieving that trade-off rather than maximizing
the network resource utilization.

Mobile ad hoc networks experience link failure more often because of node mobility
and multihop nature of routing as well as lack of resources in the network. Hence, a
routing protocol should consider the reasons for link failure to improve its performance.
Link failure stems from node mobility and lack of resources. Therefore it is essential
to capture the aforesaid characteristics to identify the quality of connectivity between
nodes so as to decrease the probability of such failures. Thus, our second goal is to
characterize the quality of connectivity and use this to improve routing performance.

The rest of this chapter is organized as follows. In the following sections, we highlight
the basic idea of our approach. Then, we outline the necessary preliminary definitions
to describe the algorithm. Afterward, we present in detail the seven phases of our
topology management strategy and its correctness. The pseudo code of the algorithm
shows how the algorithm works. We introduce the concept of quality of connectivity
over time so as to adapt our algorithm to the quality of network. We characterize the
behavior of the algorithm under various network densities. A detailed simulation model
is used to study the effect of our topology management on routing. Finally, we draw
concluding remarks and highlight some future work.

B BASIC IDEA

In our algorithm [53], each node selects a neighbor called preferred neighbor according
to the highest degree of connectivity (a unique criteria ) so as to construct a preferred
link. The set of preferred links in each neighborhood generates a set of preferred paths
in the networks, which will be used for routing. We will prove that whatever the net-
work topology is, connecting each node to its preferred neighbor always yield a forest
(c.f. section E). As a result, a forest of nodes with the high degree of connectivity is
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constructed from the network topology. This is done in a distributed fashion using only
periodic message exchanges between nodes and their neighbors known as beacon. The
constructed forest reduces the broadcasting overhead by selecting a subset of the set of
neighboring nodes for forwarding a packet. Each tree of the constructed forest forms
a zone, and each zone is maintained proactively. This is desirable because it improves
the delay performance within zones. In this way, the network is partitioned into set of
non-overlapping dynamic zones. Zones are connected to each other via the nodes that
are not in the same zone but are in the direct transmission range of each other. So, the
network can be seen as a set of connected zones. A node maintains routing information
only to those nodes that are within its zone, and information regarding only its neigh-
boring zones. This algorithm is denoted by DDR which stands for distributed dynamic
routing.

The novelty of the algorithm is the combination of two classical notions: forest and
zone. Forest was previously used in DST - distributed spanning trees for routing in
mobile ad hoc networks [60]. The concept of zone was also used in zone routing pro-
tocol (ZRP) [42] [61], and zone-based hierarchical link state (ZHLS) routing protocol
[43]. Although DDR benefits from classical concepts like zone and forest, unlike pre-
vious solutions it achieves several goals at the same time. Firstly, it provides different
mechanisms to drastically reduce routing complexity and improve delay performance.
Secondly, it dynamically adapts to the network conditions, i.e. network load, mobility,
and resources. Finally, it is infrastructure-less in a strong sense: it does not even require
a physical location information.

C PRELIMINARY DEFINITIONS

A Manet topology is represented by an arbitrary undirected graph
��� ������� � , where�

is the set of mobile nodes (MN), and
�

is the set of edges. An edge exists if and only
if the distance between two MNs is less or equal than a fixed radius 	 . This 	 represents
the radio transmission range which depends on the transmission power. Accordingly,
the neighborhood of a node 
 is defined by the set of nodes that are inside a circle
with center at 
 and radius 	 , and it is denoted by �
� � 
 � � ��� ��� ����� � � 
 � �������
	 ����������� � � � � ! , where 
 is an arbitrary node in graph

�
. We assume that nodes

are moving in a two-dimensional plane. The degree of node 
 in
�

is the number
of edges which are connected to 
 , and it is equal to ��"$# � 
 � � � �
� � 
 �$� . The graph��� ������� � is called a tree % if and only if

�
is connected and contains no cycles.

A node becomes a leaf node in the tree % if its degree is equal to
�
. A forest & is

a graph whose connected components are trees. We assume that each mobile node 

generates periodically a message, known as the beacon ' , to the neighboring nodes
that are within its direct radio transmission range. The beacon is used to construct a
forest in a distributed way. There are five fields in a beacon: Zone ID number (ZID),
Node ID number (NID), degree of NID (NID DEG), is this neighbor my preferred
neighbor (MY PN) and the ID of the preferred neighbor(s) (PN ID). The beacon ' of
node 
 is shown in Fig. III-1, and it is denoted by '(� .
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ZID NID NID DEG MY PN PN ID

Fig. III-1. Fields of a beacon

The ZID is the ID of a tree. Each node initiates its ZID to its NID. The ZID is deter-
mined depending on the ID numbers of some selected nodes in a tree. The way in which
these nodes are selected, will be explained in section D.5. The ZID is also used to dis-
tinguish the nodes that are not in the same tree but are in the direct transmission range
of each other. These nodes are called gateway nodes, and the edge that connects two
gateway nodes is called bridge. A node is in non-router mode, if it is a non-gateway
leaf node. Each MN is identified by a unique ID number called NID. The NID DEG
is the degree of the NID in graph

�
. Each node calculates its degree by counting the

number of different received beacons during a period, that is ��"$# � 
 � � � '������ ��� � . The
MY PN flag distinguishes two different modes: PN election mode and PN forward
mode. The PN election mode indicates whether the preferred neighbor is determined
by 
 ; in this case this flag is set to

�
. The PN forward mode indicates that node 
 no-

tifies the nodes belonging to its tree about new or removed member(s); in this case the
flag is set to

�
. The preferred neighbor of 
 is the node with the maximum connectivity

in the neighborhood. Each node selects only one preferred neighbor (PN) and can be
chosen as the preferred neighbor of many nodes. The way in which a PN is chosen will
be explained in section D.1.

Each node in the network maintains three tables: neighboring table, intra-zone table,
and inter-zone table. Basically, neighboring table is the table through which node 

detects changes to its neighborhood. It has three fields: node ID number (NID), and
node degree (DEG), and last update time (LUT). The NID represents the ID number of
the neighbor, and the DEG represents its degree of connectivity in the neighborhood.
Such information is considered valid for a limited period of time due to node mobility,
and must be refreshed periodically to remain valid. The LUT represents the last update
time of the NID, and it is used to purge the expired neighbor from the table. Note that,
we assume each node periodically sends a beacon to its neighborhood indicating its
presence and its degree of connectivity. Table III-1 represents the neighboring table of
node 
 : � % � .

TABLE III-1. NEIGHBORING TABLE

NID DEG LUT

Intra-zone table keeps the information regarding the nodes belonging to the same
tree. It contains three fields: node ID number (NID), learned preferred neighbors
(Learned PN), and last update time (LUT). The NID represents the ID number of a
neighbor that holds a direct tree edge with node 
 . So, a node becomes a leaf node if it
has only one entry in this table. The Learned PN represents the nodes that are learned
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by their corresponding NID and are reachable through them. The LUT is used to purge
the expired entry corresponding to NID from the table. The intra-zone table of node

 is shown in Table III-2, and it is denoted by ����� 	�� � % � . The ����� 	�� � % � gives the
current view of node 
 about its tree, and it is updated upon receiving beacons.

TABLE III-2. INTRA-ZONE TABLE

NID Learned PN LUT

On the contrary, inter-zone table keeps the information concerning neighboring zones
of the zone to which node 
 belongs. Each entry in this table contains the ID number
of gateway nodes (GNID), the zone ID of such gateway nodes, i.e. neighboring ZID
(NZID), and neighboring zones stability regarding node 
 (Zone Stability), and the
last update time (LUT) of this entry which is used as in the intra-zone table. A node
is a gateway node if its inter-zone table contains at least one node. The Zone Stability
field represents the stability of the neighboring zones regarding node 
 , and it is update
upon receiving a beacon. The inter-zone table of node 
 is shown in Table III-3, and it
is denoted by ����� " 	 � % � .

TABLE III-3. INTER-ZONE TABLE

GNID NZID Zone Stability LUT

D DDR – DISTRIBUTED DYNAMIC ROUTING ALGORITHM

The DDR - algorithm consists of seven cyclic time-ordered phases: (1) preferred neigh-
bor election, (2) forest construction, (3) intra-zone clustering, (4) inter-zone clustering,
(5) zone naming, (6) zone partitioning, and (7) zone maintenance which are executed
based on the information provided by beacons. A beacon is a periodic message ex-
changed only between a node and its neighboring nodes. The content of a beacon is
primitive at the beginning, and it will be enriched during subsequent phases of the al-
gorithm. During the beaconing process, each node gathers the information describing
its neighborhood in its neighboring table. Then, each node in the network topology
chooses a neighbor whose degree of connectivity is equal to the maximum neighbor-
hood degree. This neighbor is called preferred neighbor, and it is used to construct a
preferred link between nodes for the purpose of routing. Then, a forest is constructed
by connecting each node to its preferred neighbor and vice versa. We prove in section E
that whatever is the network topology, connecting each node to its preferred neighbor
always yields a forest, i.e. we have no cycle. Afterward, the intra-zone clustering
algorithm develops an appropriate structure from each tree, and builds the intra-zone
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routing table. The inter-zone clustering algorithm provides the inter-zones connections
which are kept in the inter-zone routing table. Since the forest is abstracted into a set
of non-overlapping zones, hence the network is partitioned. Finally, the zone mainte-
nance phase updates the forest and the zones according to the preferred neighbor elec-
tion phase algorithm. It has to be mentioned that the algorithm only uses beacons to
perform every seven phases of the algorithm. Therefore, it avoids global broadcasting
throughout the network. Fig. III-2 shows the different phases of the algorithm.

Bx

Bx

Bx
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3. Intra−Zone Clustering 4. Inter−Zone Clustering

7. Zone Maintenance

5. Zone Naming 6. Zone Partitioning

2. Forest Construction

1. Preferred Neighbor Election
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Network Topology
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Fig. III-2. Diagram illustrating the different phases of the algorithm DDR

D.1 Preferred Neighbor Election

Let 
 and � be a node of the graph
� � ������� � . We assume that each node transmits

a periodical beacon to its neighborhood indicating its degree and its ID; and upon
receiving beacons, each node stores their information in the neighboring table. Fig. III-
3 shows an arbitrary graph, where each circle represents a node with its ID number
and its degree, and each dotted lines represents an edge (or a link) between two nodes
in the transmission range of each other. Table III-4 gives a view of neighboring table
of node � in this figure. Based on the neighboring information, node 
 determines
its preferred neighbor (PN). For this purpose, node 
 computes a set of nodes whose
degrees are equal to maximum neighborhood degree. This set is denoted by �(� � �� � � � � ����� ��"$# � � � �����
	 � ��"$# � ��� � � ! . We distinguish three cases.
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� No PN— if the set is empty, then node 
 has no PN which means it has no
neighbors. In Fig. III-3, node � has no neighbor and consequently no PN;

� Single PN— if �(��� has only one member, then this member is the elected PN.
For example, in Fig. III-3, node � has four neighbors: � ��� � � � � , but the set �(���
only includes � ;

� Multiple PN— the set �(��� can have more than one member which is the case for
node � , since �(��� � � � � ��! . This means that there are more than one neighbor
with the maximum neighborhood degree. In this case, we assume that node 

elects a node with the greatest ID number. So, node � elects node � since its ID
number is greater than node � (regarding to the alphabetical order).

Therefore, each node selects a neighbor that has maximum connectivity in the neigh-
borhood. For nodes that evaluate two identical degree of connectivity, we break ties
by setting the convention that nodes with higher IDs are preferred. We say that node
� is the preferred neighbor of node 
 , if � is in the neighborhood of 
 and has the
maximum connectivity among its neighbors. In this manner, each node in the network
can only choose one preferred neighbor, and can be chosen as a preferred neighbor of
many nodes. Section H.1 introduces alternative criteria for preferred neighbor election
algorithm, which incorporate link quality.
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Fig. III-3. Each node in the graph is characterized by its degree and a letter which
represents its ID number, and we assume that each node knows the ID numbers and the
degrees of its neighboring nodes
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TABLE III-4. NEIGHBORING TABLE OF NODE �
NID DEG LUT
� 5 � ��

4 � �
� 4 � �
� 4 ���

D.2 Forest Construction

The forest is constructed by connecting each node to its PN, as shown in Fig. III-
4. In section E, we will prove that, whatever is the network topology, this approach
always yields a forest (i.e. no cycle). This is because of the way in which a node is
elected follows a monotonic increasing function depending on the degree and on the
ID number. In the Fig. III-4, the solid lines represent tree edges, and the dashed lines
represent the edges that connect nodes belonging to different trees (see Fig. III-3(b)).
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Fig. III-4. Constructed forest

In order to construct preferred links and consequently the forest, each node generates
a table called intra-zone table. This table maintains the tree members, and is updated
periodically upon receiving beacons. Indeed, as soon as node 
 determines its PN
� , it must notify its neighboring nodes, especially � , of its decision. Therefore, node

 sets its beacon to ' � � �

� � � � 
 � ��"$# � 
 � � � � � � , and updates its intra-zone table
regarding � . This beacon indicates that node 
 from zone ���	� with the degree ��"$# � 
 �
is electing 
 ���

node � as its PN, and we call it a beacon in election mode. It has
to be mentioned that the beacons in election mode are transmitted periodically. Upon
receiving 
 ’s beacon, node � verifies whether it has been chosen as the PN of 
 . If
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so, it also updates its intra-zone table regarding 
 . This means that a tree edge is built
between node 
 and its preferred neighbor � , and thus node 
 and � belong to the same
tree. Therefore, this edge becomes a preferred link, and the set of preferred links in
each neighborhood generates the set of preferred paths in the networks.

For example in Fig. III-4, node � elects node � as its PN due to � ’s highest degree in
� ’s neighborhood. Then it generates the beacon ' � � �

� �
� � � ��� � � � � � in election

mode, and inserts node � into the NID field of its intra-zone table. Upon receiving � ’s
beacon, node � inserts node � into its intra-zone table ����� 	�� � % � . Therefore, the link
between node � and � becomes a preferred link. Node

�
and � will elect node � as

their PN because of � ’s highest ID in
�

and � ’s neighborhood. The node � ��� ��� � and
� elect node � as their PN. Note that, node � chooses node � as it PN but it has been
chosen as the PN of � ��� � � ��� and � . Table III-5 shows intra-zone tables of node � and
� . Note that, at this stage there is no learned PN because nodes are in the early stage
of the algorithm, i.e. PN election phases.

TABLE III-5. INTRA-ZONE TABLE OF NODES � AND � REGARDING FIG. III-4

NID Learned PN LUT
� - � �� � � - � � � ���

(a) �	��

�	� �����

NID Learned PN LUT
� - ���
� - � �� �
�
���

- ���
�
���
�
���

(b) �	��

�	� �����

Indeed, this forest can be tuned via the criteria of the preferred neighbor election in
order to achieve the desired requirements. For instance in the algorithm, we may also
benefit from minimum neighborhood connectivity or maximum neighborhood stabil-
ity in conjunction with maximum neighborhood connectivity, as a second criteria for
preferred neighbor election, which in turn provides other alternative routes to the des-
tination node. These alternative routes can potentially balance the load in the network.
Hence, by changing or by adding a new criteria to the preferred neighbor election algo-
rithm (c.f. Fig. III-2), one can construct an alternative forest. In section H, we introduce
a novel combined criteria to adapt the forest to the quality of network. Fig. III-5 shows
the forest constructed by the minimum neighborhood connectivity.

D.3 Intra-zone Clustering

In this phase, nodes attempt to expand their own view about the tree they belong to
by completing their intra-zone table. For this purpose, each node locally advertises
the new PN learned during the forest construction phase by means of a new type of
beacon called beacon in forward mode. Upon receiving this beacon, each tree member
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Fig. III-5. Constructed forest with minimum neighborhood degree

determines the new PNs learned from that neighbor and re-advertises to their neighbors
if they are not leave nodes. Recall from the previous sections that, node � is chosen to
be the PN of 
 , and 
 has sent a beacon to inform its neighborhood of its elected PN.
Among the neighboring nodes of 
 , the PN � forwards 
 ’s decision to nodes that hold
a tree edge with � 1 by setting its beacon to ' � � �

� � � � � � ��"$# � � � � � � 
 � . If node �
is chosen as the PN of many nodes through a period, then � forwards their decisions
encapsulated in PN field in the beacon, that is ' � � �

� � � � � � ��"$# � � � � � � 
�� 
 � �

 � � ��� � � � . This beacon indicates that node � from zone ���	� with the degree ��"$# � � � is
forwarding 
 � �

the new learned PNs or tree members 
�
�� 
 � � 
 � � ��� � � � to the rest
of tree, and we call it a beacon in forward mode. A beacon in forward mode reflects
that the information carried by that beacon is a propagation of some information that
the sender of the beacon has just received. This beacon is a non-periodical beacon.
Other neighboring nodes of 
 add � to the Learned PN field corresponding to 
 in
their intra-zone tables if they belong the same tree as node 
 (i.e node 
 already exists
in their tables). In this way, we say that � is learned to be the PN of 
 . Note that
node 
 is also learned by the neighboring nodes of � . Node 
 forms a beacon in the
PN forward mode if the set of PN learned by 
 is non-empty. This set is denoted by� " ��	 � " � �(��� . Node 
 forwards the

� " ��	 � " � �(� � , if it is not a leaf node. Hence,
the intra-zone table is only updated if the information is originated by the PN members
and not by the Learned PN members or by a normal neighbor.

For example in Fig. III-4, node � elects node � as its PN. So, node � can be learned
by nodes

� � � . Upon receiving � ’s beacon, node � updates the information regarding
node � in ����� 	�� � % � . Since nodes

� �
�
��� � � � � choose node � as their PN, node �

must forward their decisions encapsulated in PN-field by setting its beacon to ' � �� � �	� � � ��� � �
�
�
���
� � � . Therefore, nodes

� �
�
��� � � are learned by node � , i.e.� " ��	 � " � �(� � � � �

�
��� � � . So, the set of

� " ��	 � " � �(��� will be learned by the nodes

1These nodes reside in the first column of intra-zone table of node � , i.e. �	��

�	� ���
��� � ��� .
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�
& � as well. But, nodes

� � � do not forward their learned PN, since they are leaf
nodes. Note that, nodes � and

�
are in the non-router mode, because they are non-

gateway leave nodes. Table III-6 illustrates intra-zone tables of nodes � and � , when
their tree is established.

TABLE III-6. INTRA-ZONE TABLE OF NODES � AND � REGARDING FIG. III-4

� � � � " ��	 � " � �(� LUT
� �

��� ��� � � � � � 
 � �� � � - � � � ���
(a) �	��

�	� �����

� � � � " ��	 � " � �(� LUT
� 
 � � ���
� � � � � �� �
�
���

- ���
�
���
�
���

(b) �	��

�	� �����

As shown in Table IV-2, the view of node 
 about its tree consists of two levels: � � � ,� " ��	 � " � �(� . The � � � level contains the nodes holding tree-edges with node 
 , i.e.
node 
 can reach them directly. The second level

� " ��	 � " � �(� contains the nodes that
are learned by the � � � level. In fact, node 
 can reach them via their corresponding
� � � . Therefore, node 
 only knows the next hop for its second level nodes. Actually,
each entry in ����� 	�� � % � can be seen as a branch of 
 , that is � � ��� � " ��	 � " � �(� .
Thus, each node obtains a partial view of its tree in the sense that it does not know
the detailed structure of its tree. For example in Fig. III-4, consider the scenario where
node � wants to communicate to one of the nodes belonging to its tree. According to
its intra-zone table (see Table IV-2), node � can reach the nodes �

��� ��� � � � � � 
 through
node � , while other nodes � ��� � � are directly reachable. So, regarding the ����� 	�� � % � ,
the next hop to reach the nodes �

��� ��� � � � � � 
 is the node � and not
� � � . Fig. III-6 shows

the view of node � on its tree.
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Fig. III-6. View of node � on its tree

D.4 Inter-zone Clustering

Node 
 encounters two cases during the construction of its tree. Either it can succeed to
add some nodes to its tree and updates its intra-zone table; or node 
 puts the remaining
nodes in its inter-zone table. These nodes are considered as gateway nodes and they
will be moved from the inter-zone table to intra-zone table whenever they can join the
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tree. For example in Fig. III-4, node
�

belongs to the inter-zone table of node � until
node � is informed about the existence of

�
in the tree. After that, node � moves node�

from its inter-zone table to its intra-zone table. Table III-7 shows the inter-zone table
of node � , when the zone is fully established (see Fig. III-7). The Zone Stability field
represents the stability of the neighboring zone regarding node 
 , and it is incremented
if the currently received � �

�
of that gateway node is similar to the old one. Indeed,

the stability of a zone depends directly on the ZID number. Section D.5 provides a
detailed explanation of how a node determines its � �

�
and when it increments the

Zone Stability of its neighboring zone.

TABLE III-7. INTER-ZONE TABLE OF NODE �
GNID NZID Zone Stability
	 ��� ++
# ��� ++

D.5 Zone Naming

Zone naming phase enables each node to determine a unique ID for the zone without
any communications. In fact, each zone member computes its own zone ID indepen-
dently, and each of them arrives at nearly the same � � � . The zone ID should depend
on some characteristics of nodes belonging to the zone such as node ID number, de-
gree and/or stability during their life time in the zone. The choice of ID number is
much simpler and does not require maintaining other information in intra-zone table.
However, node degree and node stability are more pertinent than ID number regarding
zone characteristics. Moreover, the zone name should not vary so often as nodes move.
For this purpose, node 
 selects a subset � of the set of nodes in its intra-zone table
for assigning a name or more precisely an ID number to the zone. Therefore, node 

selects

�
nodes with the highest ID numbers in the zone, and sorts them in ascending

order. Then, node 
 computes a hash function on the ID number of each selected node
separately. A hash function projects a value from a set ��� with many (or even an in-
finite number of) members to a value from a set �	� with a fixed number of (or fewer)
members. Afterward, it concatenates all the hashed ID numbers together. The outcome
of this concatenation gives the � � � , and can be formally represented as:

���	� ��
�� 
 � �$� 
�� 
 �
��� �$� � � � � 
�� 
�� � ����
 " 	 " 
 � � 
 �
���
����� � ��� �(��� �

�
�

(III-1)

where � denotes concatenation, � is the number of bits used to represent the ID numbers
and � is the compression degree of the hash function. The compression degree of a hash
function is the ratio of � ��� � to � ����� , that is � ����� �����

� � ���
�
. If the cardinality of a zone (the
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number of nodes in that zone) is less than
�

then the selected nodes use a well-known
mask instead, or simply reuse the selected ID numbers respectively. Clearly, each zone
will change its ID number over time. If we denote � �

� �
��� � the ZID at time � � and

the � �
� �

� � � the ZID at time � � where � � 
 � � , then a node uses a similarity function
based on Hamming Distance to update the value of ��� � " � � � ��� � � � � . This is defined as
the number of hashed IDs which differ between two zone IDs. If the distance between
two ZIDs is far from a predefined critical distance � � ��� 	
� � , the node sets the value of
��� � " � � � ��� � � � � to

�
, otherwise, this value is incremented. This function is called� �

� � � � � " , and determines the distance between two zone IDs as follows

����
�� ����������� ����� ���! " � � �#�%$&����
�'�� � ���	� � �)(�� � ���	� � �)* � � � � � ��� 	
� �
�,+ � 
 " 	 ��� � " (III-2)

-/. ��0�� �#�%$&����
�'�� � ���	� � �)( � � ���	� � �)*�� � � �
1��2
� 3 � � ���	�54

� �)( ��6 ���	�54 � �)* � � (III-3)

In both cases a node updates the ZID. So, we can conclude that the zone stability
is strictly related to the ZID number. Indeed, ZID determination is based on some
randomly chosen NIDs in a tree. It therefore identifies the zone and it can simply
reflect the zone stability. Fig. IV-1 shows the situation where each node assigns a name
to its tree.
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Fig. III-7. Zone naming

For example in Fig. III-7, if we assume that the � � �87
and � �:9

then
�(� �

, so node
� selects the following four nodes � � 
 � � ��� . Notice that, node 
 sorts these nodes in



D DDR – Distributed Dynamic Routing Algorithm 35

ascending order (here they are sorted in alphabetical order). Node � determines its ZID
by computing


�� � �$� 
�� 
 �$� 
�� � �$� 
�� � � . Note that in this way, we obtain the same number
of bits in ZID as in NID.

D.6 Zone Partitioning

The forest associated to the network contains a set of trees, % � � %��
�
� � �
� % � , where each

tree form a zone and becomes an independent entity. This is because each zone is
maintained proactively and is assigned with a name. Therefore, the network is parti-
tioned into a set of non-overlapping dynamic zones, � �

�
���
�
� � �
�
��� , which are connected

via gateway nodes. Fig. III-8 shows the reduced graph obtained from the network
topology under the algorithm.

3Z

1Z

2Z

Z7

Z6

Z5

Z4

Fig. III-8. Zone partitioning (reduced graph)

Indeed, we conceal the zones’ details and look upon them as nodes. The aim here would
be to establish a connection from the source node’s zone to the destination node’s zone.
A link that connects nodes belonging to different zones is called a bridge. Therefore,
in this case, we are looking a path of bridge edges that connect the zone of the source
node to the zone of the destination node.

D.7 Zone Maintenance

The topology information provided by the algorithm is strictly related to the preferred
neighbor election algorithm. Such information may change as the preferred neighbor
changes. There exist two cases where the topology changes: (i) the current PNs are
expired, and (ii) a new PN is determined.

To handle the former case, node 
 periodically determines the expired PNs; and once
a PN expires, say � , the entire entry expires with the PN, i.e. � � � " ��	 � " � �(� ,
and hence they are removed from the table. If node 
 succeeds to remove one or
several PNs and yet it is not a leaf node, then it generates a remove beacon to notify the
remained tree members about the removed members. A remove beacon encapsulates
the removed entries in the PN field of a beacon. For this purpose, node 
 sets its
beacon to ' � � � 6 � � 
 � ��"$# � 
 � � � � � � � " ��	 � " � �(� � , where ���	� � �

means that
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each node has to remove the expired PNs and recalculate the ZID. Upon receiving 
 ’s
beacon, each neighbor updates its intra-zone table accordingly; and generate a new
remove beacon if they are not leaf nodes.

In the latter case, once node 
 determines its new PN � � , it verifies as to whether it
has been chosen as the PN of � . If so, i.e. �(� � �(� 
 ; no remove beacon is sent
and the PN � remains in the intra zone table of node 
 since node 
 is the preferred
neighbor of node � . Then, node 
 sends a beacon in election mode as it is explained
in section D.2, and the new PN of node 
 will be learned by the zone and specially by
the node � . Otherwise, if node 
 has not been chosen as the PN of � , then 
 removes
the entire branch corresponding to its old PN � , i.e. � � � " ��	 � " � �(� , and notify
the remained members of its tree about the removed members as in the former case.
Afterward, node 
 sends a PN election beacon for its new PN. We recall that each node
periodically performs the preferred neighbor election.

For example in Fig. III-7, if the link between nodes � and � is broken, then node �
removes node � and its learned PNs � � � �

�
�
�
� � � � � 
 from its intra-zone table

(see Table IV-2). Then, node � forwards the beacon ' � � � 6 � � � ��9 � � � � � � �
�
�
�
�

� � � � 
 � to the remained nodes
�

and � in the � � � field of its intra-zone table. The
nodes

�
and � do not forward the beacon, since they are leaf nodes. Also, node � cuts

the branch corresponding to � � �
��� , and notifies the

� �
�
��� � � about cut branch, and

so on.

D.8 Summary

The algorithm maintains information regarding the network topology by means of three
tables: neighboring table, intra-zone table and inter-zone table. The neighboring table
contains the set of nodes with which there exist a direct link over which data may be
transmitted (in either or both directions). The intra-zone table of a particular node
carries information regarding all the nodes that are belonging to the same zone as the
node. So, all nodes in the same zone have readily established paths to each other. The
inter-zone table of a particular nodes contains information regarding the neighboring
zones. To sum up, our algorithm combines two main notions: zone and forest. Zones
are used in order to reduce the delay due to routing process and to reach high scalability.
Forest reduces the broadcasting overhead by selecting a subset of the set of neighboring
nodes for forwarding a packet.

E CORRECTNESS

Theorem 1: For any graph
�

(i.e. network topology), let
� �

be the subgraph obtained
by connecting each node to its PN. Then

� �
is a forest.
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Proof: Let
� � ������� � be the original graph and let

� � � ������� � � be the graph
obtained by executing the algorithm in Fig. III-4 for each node 
 ��� . We first recall
that the main idea of the algorithm is to select, for each node 
 in

�
, a neighbor that

has maximum degree. Moreover, if more than one neighbor has maximum degree (i.e.
� �(��� � � �

) then we select the one with maximum ID number. In order to prove that� �
does not contain any cycle, we consider the function:

�
�
� " � � 
 � � ���
	

����� ���
� ��"$# � � �$� � � � !

where � represents concatenation. We prove that
� �

cannot contain any cycle
� �


��
�
�����
� 
 � � 
�� . Suppose the contrary, and let 
�� be the vertex of

�
with the smallest

value of
�
�
� " � �	� � . Note that such a vertex is unique.

x

i-1 i+1

i-2

i

x

x
x

Fig. III-9. The proof of Theorem 1

Let us consider the two vertices of 
�� ��� and 
�� 
 � adjacent to 
�� in
�

(see Fig. III-9).
Without loss of generality, assume that the algorithm chooses an adjacent vertex 
 � 
 �
(if neither 
�� ��� nor 
�� 
 � are chosen, then

�
is not a cycle). Consider now the execution

of the algorithm on 
�� ��� . We show that such a node will not choose 
 � , thus implying
that

�
is not a cycle. Indeed, by the choice of 
 � , the vertex 
�� � � adjacent to 
�� ���

satisfies one of the following two conditions:

1. ��"$# � 
�� � � � � ��"$# � 
�� � . In this case 
����� �(����
�� �
2. ��"$# � 
�� � � � � ��"$# � 
�� � and � � � � 
�� � � � � � � � � 
�� � . If 
�� � �(����
�� � , then

also 
�� � �
� �(����
�� � (otherwise 
�� is not selected as neighbor of 
�� ��� ). Since

� �
� " � � 
�� � 
 � � � " � � 
�� � � � , � � � � 
�� � 
 � � � � 
�� � � � holds. So, vertex 
�� ��� will

select 
�� � � .

This proves the theorem.

F PSEUDO CODE AND FLOW CHART

The outline of the DDR-algorithm used to construct the forest and zones is formally
stated in Pseudocode 1). This algorithm is executed at each node in the network. A
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beacon in election mode is an announcement being made by the sender about its elec-
tion of a (new) preferred neighbor. This beacon is a periodical beacon. The complete
flowchart for processing a beacon arriving in PN Elect mode is given in Fig. III-10.
The complete flowchart for processing a beacon arriving in PN Forward mode is given
in Fig. III-11.

G MATHEMATICAL ANALYSIS

It is important to compare the communication complexity of the algorithm for topol-
ogy creation [62]. The communication complexity describes the average number of
messages required to perform a protocol operation. Note that this comparison does
not include the complexity of path determination. This issue will be covered in the
next chapter. We have selected three related protocols: LSR, OLSR and ZHLS and we
have compared their complexity with DDR. Consider a network with � nodes. Let �
be the rate of topology control generation, and � be the period of beaconing or hello
transmission.

In LSR, each node will generate one link state packet (LSP), and every other node has
to forward it once. Therefore, the total amount of communication overhead generated
by LSR

�������
is

��������� � � �	� "	��� � # "	� (III-4)

The OLSR also requires the hello messages to be exchanged between a node and its
neighboring nodes, and thus this amount is��
�������� ���  �
� � � � "	��� � # "	� � � ��� � (III-5)

, where � � is the average number of retransmission in an MPR flooding [33].

However in ZHLS, the network is partitioned into � zones, and each zone will have
� � � nodes. The amount of communication overhead for a node becomes

� � � � � �
messages per zone, or � � � � � � � � � � � � in the network. As each zone generates
one zone message and every node has to forward all zone messages once, the amount
of communication overhead for a zone becomes ��� . So, the total amount of commu-
nication overhead generated by ZHLS for creating topology is��������� � � � � � � �  ��� � � "	��� � # "	� (III-6)

Similar to ZHLS, in DDR the network is partitioned into � zones, and each zone will
have � � � nodes. DDR requires periodical beacons to build and maintain the forest.
The amount of communication overhead to build the forest is � since upon sending
a PN election beacon a forest edge will be constructed. To construct the zones, each
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Pseudocode 1 execution of DDR at node 

Let
� � ������� � be a graph.

Let 
 be any node of
�

.
Let � be the old preferred neighbor of 
 .
Let � � be the new preferred neighbor of 
 .
Let ' � be the beacon of node 
 .
Let ��� represents the set of neighboring nodes of 
 .
Let ' ��� represents a set of beacons received by 
 from �
� .
Let �(��� be the set of nodes with

���
	 � ��"$# � � � � � .
Let �(� � � � be the preferred neighbor of � ’.
Let � % � be the neighboring table of 
 .
Let ��� � " % � � � "	� � represents the intra- and inter-zone table of node 
 .
Let � � � be the zone ID number of node 
 , initialized to 
 .
� % � � 
 " � � % � � "8��� � � � � � � ;
� " � � � ����� 	�� � % � � 
 " � � % � � "8��� � � � � � � ;
if � " � � �� �

then
' � � � 6 � � 
 � ��"$# � 
 � � � � � " � � � ;

end if
� % � ��� ��� � � " � % � ' ��� � ;
��"$# � 
 � � � � % � � ;�����
	 � � ������0�� ��
�� ��� � ��
�	 � ;
if � �� � � then

if
��� � ��� ���� then
� � � � � " � ��� " ����� 	�� � % � � � � ;
' � � � 6 � � 
 � ��"$# � 
 � � � � � � � � ;

end if
end if
� � � � ;� " ��	 � " � �(��� ��� ��� � � " ����� 	�� � % � � ' ��� � � � � ;� ��� � � " ����� " 	 � % � � ' ��� ���
� � � � ��� � " � � � " � ����� 	�� � % ��� ;
' � � �

� � � � 
 � ��"$# � 
 � � � � � � � ; //election modes
if
� " ��	 � " � �(��� �� �

then
' � � �

� � � � 
 � ��"$# � 
 � � � � � " ��	 � " � �(����� // forward mode
end if
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node generates
� �/6 � � beacons to forward the learned PN or removed PN, where �

is the hop-wise zone diameter. In section I, we will find an upper bound for the zone
diameter which is � hops. Therefore each zone generates

� �56 � � � � � beacons. Since
there exists � zones in the network, the overall generated forward beacons becomes� � 6 � � � . In conclusion, the total amount of communication overhead for creating
topology

� % produced by DDR is

����� � � ���  � � � 6 � � � � "	��� � # "	� � ��
 " 	 " � 
�� (III-7)

It can be shown that the complexity of DDR is always smaller than LSR, OLSR, and
ZHLS. In OLSR, � � is proportional to the number of nodes, whereas in DDR, � ini-
tially grows with number of nodes and stabilizes after certain threshold (see section I).
Similar to LSR, in ZHLS the complexity is of the order of

7
while in DDR is of the

order
�
.

H NEW CRITERIA FOR PREFERRED NEIGHBOR ELECTION

As the degree of connectivity does not characterize the cause of link failure, we suggest
a mechanism to describe the quality of connectivity for extracting the links connecting
the pair of best nodes over time from the network point of view, and use this quality
as the criteria for preferred neighbor election. This is because the performance of ad
hoc routing strictly depends on the quality of each individual node. Indeed, this quality
should not only reflect the available resources but also the stability of such resources;
because first mobile ad hoc networks potentially have less resources than wired net-
works, and second mobility may result in link failure which in turn may result in a
broken path. Therefore, more criteria are required in order to capture the quality of the
links between nodes. We identify three metrics to represent the quality of connectivity
from the network point of view: power lifetime, available unallocated buffer, and sta-
bility level. By changing the criteria of preferred neighbor election from degree of con-
nectivity to quality of connectivity, we construct a forest of nodes with the high quality
links. This is desirable because the subset of the set of forwarding nodes belongs to the
nodes with the high quality, which in turn improves routing performance. This con-
structed forest is then dynamic and adaptive because the quality of nodes change over
time according to the network conditions, i.e. network load, mobility, and available
resources.

H.1 Quality of Connectivity at the Network Layer

We define quality of connectivity (QoC) as the power level, buffer level, and stability
level of a node to represent the “quality” of nodes [57, 55]. For the sake of simplic-
ity, we only consider symmetric environment where all nodes have similar capabilities
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such as transmission range and buffer capacity. Note that the quality of connectivity
is internal to a node and it is periodically evaluated by each node. The quality of con-
nectivity of a particular node reveals whether the node is forced to be selfish or not. In
the selfish mode, a node ceases to be a router and acts only as a host. We assume that
each node periodically broadcasts its presence and its QoC in the form of a beacon to
its neighboring nodes.

� Power Level— the power level represents the current battery life time. It repre-
sents a node’s internal state, and we assume that a node is capable of determining
its state. It is translated into a two-bit code that indicates the QoC of a node in
terms of battery life time. We classify the QoC in terms of battery life time into
high, medium, low and selfish states corresponding to each of the four two-bit
codes. For example, a high QoC may be indicated if the battery life time is
between 75% and 100% of its actual life time, and a node may exhibit selfish
behavior in case its life time is lower than 25%. Intermediate battery levels may
be classified into medium and low states.

� Buffer Level— which stands for the available unallocated buffer. Note that if the
buffer level of a particular node is low, then this implies that a large number of
packets are queued up for forwarding, which in turn implies that a packet routed
through this node would have to experience high queuing delays. This metric
is translated into a two-bit code which indicates the QoC of a node in terms of
available buffer. This two-bit code is used to indicate high, medium, low and
selfish QoC in terms of the buffer level. A high QoC indicates that the corre-
sponding node no packets queued up for forwarding, while selfish QoC shows
that the available buffer is less than 25 percent of its size. Since there is a slight
delay between the broadcast of this metric and its use, instantaneous buffer-level
may be misleading. Hence, a node should maintain an average buffer-level such
as the exponentially weighted moving average (EWMA).

� Stability Level— we define the connectivity variance of a node with respect to its
neighboring nodes over time as the stability of that node. This metric is used to
avoid unstable nodes to relay packets. We estimate the stability of a node 
 as:

� � �
��� 
 � � � �#	�� � �#	 � �� �#	���� �#	 � � (III-8)

�#	 � and �#	�� represent the nodes in the neighborhood of 
 at times ��� and � �
respectively. Note that, �
� 6 � � denotes the time period in which nodes exchange
beacons. A node is unstable if a large number of its neighbors change. Further, if
most (or all) of the neighbors remain the same at two times ��� and � � , then we call
this node stable. Note that � 	 � � �#	�� (the numerator of � � �

��� 
 � ) denotes the set of
nodes that have remained in the neighborhood of 
 between times � � and � � . The
denominator of � � �

��� 
 � is a normalization term. A node has high stability if none
of its neighbors change ( � 	 � � �#	�� ) , in this case we have � � �

��� 
 � � �
. A node



44 Chapter III. Topology Management in Mobile Ad Hoc Networks

is unstable (no stability), if all its neighbors change ( � 	 � � �#	�� ��� ), in this case
we have � � �

��� 
 � � �
. We say that a node has low stability if

� 
 � � �
��� 
 � � �

�
�

and that it has medium stability if
�
�
� 
 � � �

��� 
 � 
 �
. A two-bit code maps

the stability to four QoC of high, medium, low and no stability. For the sake of
conformity with the other metrics, if a node has no stability, we say that it has
selfish stability.

In order to facilitate the notion of QoC, we need to map the QoC onto a single weighted
metric which can be compared and whose best can be chosen. Suppose � ,

�
, and �

denote the stability, buffer and power levels of a particular node. Note that �
��� � � �� � ��9 ! since we are using a two bit code to capture these metrics. One way to estimate

the QoC of node 
 is

� � � � 
 � � � � � ��� � � � ��� �
�  �� � �  �� � (III-9)

The weights
�

, � , and � denote the relative importance of stability, buffer, and power
level amongst themselves. For the sake of simplicity, we only consider stability and
buffer level to determine the QoC of a node. Since we desire stability to be the most
important followed by the buffer level. we propose

� � 7
and � � �

. Hence, given
two nodes, we are always in a position to select the better one. For example, if node �
has �

� 9
,
� �:9

then its QoC is: � . On the other hand node � with �
� 9

,
� � 7

has a
QoC value of � . Hence, in our scheme, node � is a “better” node than node � .

H.2 Forest of High Quality Nodes

By changing the criteria of preferred neighbor election from degree of connectivity to
the quality of connectivity, each node selects a neighbor whose QoC is the maximum
in the neighborhood. Therefore, each node determines the set of high quality PN in the
neighborhood as �(� � � � � � � � � � � � � ���
	 �	� � � � ��� � � ! , where ��� is the neigh-
boring nodes of node 
 . Similarly, the forest is constructed by connecting each node
to its preferred neighbor. This forest is dynamic and adaptive because the quality of
connectivity change over time according to the network traffic load (affect the buffer
level), network mobility (affect the stability level), and node available resources (affect
the buffer and the power level).

I BEHAVIORAL RESULTS ON TOPOLOGY MANAGEMENT STRAT-
EGY

We have studied the behavior of the DDR algorithm with parameters such as zone di-
ameter, average number of nodes in a zone, average number of zones in the network,
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and the ratio of path length to the optimal length under various network density. The
following results were obtained by implementing the static DDR algorithm for forest
construction and for zone partitioning in C++ and measuring the metrics after the pop-
ulation of mobile nodes was distributed uniformly on a grid of

7 ����� ��� 7 ����� � with
each node having a transmission range of 250m. The key aspect of these measure-
ments is that they depict how DDR behaves with an increasing number of nodes in
the network. We consider two cases: variable density where the network is sparse at
the beginning and becomes highly dense, and constant density where the area covered
by the ad hoc network increases as the number of nodes increases. The problems of
desirable number of neighbors and the optimal transmission range to have a connected
(or k-connected) network were addressed in [63, 64, 65, 66].

Fig. III-12(b) shows the forest constructed by DDR from an arbitrary graph of
7 � �

nodes illustrated in Fig. III-12(a). In this figure, the solid edges represent the tree
edges, the dashed edges denote the bridges, and the dash-doted lines show the zone
partitioning. There are 7 zones (

� 6 � ). For example zone
7

is connected to zone
� ��9 ���

and
�

via several gateway nodes. So, if a node wishes to communicate with another
node that is not in its zone, then a route discovery procedure is only performed along
tree edges and bridges. Remember that we call the nodes that form the bridge edges
gateway nodes. Note that the DDR algorithm does not necessarily select the min-hop
path within a zone. The graphs in Fig. III-12(c) & III-12(d) show the number of edges
in the network topology and the number of edges in the forest versus the number of
nodes. There is a theoretical fact that the number of edges in a tree is of the order of
the number of nodes. For a tree with � nodes, the number of edges is � 6 �

. Further,
a forest has strictly lesser edges than a tree spanning all the nodes. Therefore, the
number of edges in the forest as reflected by the figures is

+ � ��� . This graph reflects to
what extent the overhead of flooding can be reduced if the forest structure is used. The
algorithm attempts to dynamically adapt the network topology by extracting the high
quality links from the network for the purpose of routing, and eliminating nodes with
poor quality. Indeed, the algorithm detects low quality links, and adjust the network
topology accordingly so as to reduce the probability of link failure.

The graph in Fig. III-13(a) shows the number of zones versus the number of nodes in
the forest generated by DDR for a constant and a variable density zone partitioning.
In a constant density zone partitioning method, the number of zones increases linearly
as the number of nodes in the network increases. This means that the communication
overhead within a zone remains constant as the number of nodes in the network in-
creases at the expense of an extra overhead for the communication outside of the zone.
However, the average number of nodes in a zone stays constant as it can be noticed in
Fig. III-13(b). In a variable density case, we observe that the more sparse the network
is (below

7 ���
nodes on a grid of 2000m � 2000m), the more partitioned the network

becomes and hence the more number of zones the algorithm produces. As we increase
the network density (from

7 ���
up to

� ���
) with the same size of the network, the num-

ber of zones remains constant and it tends to
�
. This indicates that increasing network

density has no effect on the number of zones but on the number of nodes in each zone
as shown in Fig. III-13(b). Therefore, in contrast to the former case, the communica-
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tion overhead within zones linearly increases as the number of nodes increases but the
communication overhead outside of zones remains constant.

The graph in Fig. III-13(c) shows the diameter of a zone versus the number of nodes
in the network. As stated before, the diameter of a zone is defined as the length of the
path that has the longest hop count. If the zone diameter is fixed, then we can place an
upper bound on the end to end delay for a connection between two nodes belonging to
the same zone. For this reason, it is preferable to maintain the zone diameter as low as
possible even if the number of nodes increases. From Fig. III-13(c) it can be inferred
that even though the zone diameter increases initially as the number of nodes increases,
it stabilizes for number of nodes greater than 200. From another point of view, the zone
diameter determines the degree of trade-off between routing overhead and delay. The
longer the zone diameter becomes, the more proactive the protocol is and vice versa.
As a result, when the zone diameter increases, the route acquisition delay within the
zone decreases (it tends to zero) but the overhead of the zone increases.

The graph in Fig. III-13(d) measures the ratio of the tree hop count length to the optimal
(shortest) hop count. This measurement is important since if the hop count of source,
destination pairs in a forest is higher than that of the shortest hop path, then our protocol
may suffer from consuming high network resources and incurring high delays. The
ratio is measured using an average. That is to say that the measurement is averaged
over all possible source, destination nodes belonging to the same zone. Hence, if �
and � are two mobile nodes belonging to the same zone in the tree % � , and Tree Length�
�
� ��� denotes the number of hops on the path between � and � using the tree edges, and

Optimal Length
�
�
� ��� denotes the shortest number of hops, then the average measures:

�
��� � ��� 
 Tree Length � ��� � �

Optimal Length � ��� � ��
��� � ��� 
 � (III-10)

As is observed from Fig. III-13(d), we can deduce that on the average, the tree-length
is no worse than twice the optimal shortest hop path for up to 400 mobile nodes in the
topology. Furthermore, the trend of the graph suggests that this ratio is stable. This is
a desirable result because the construction of the forest does not consider optimal hop
count as a route determination metric to generate the forest.

J PROTOCOL MODEL

In order to study the effect of our topology management strategy on routing protocols,
we use a hybrid routing protocol denoted as Hybrid Ad Hoc Routing Protocol (HARP).
HARP combines a proactive behavior within a zone with a reactive behavior between
zones. In fact, routing is performed on two levels: intra-zone and inter-zone, depending
on whether the destination belongs to the same zone as the forwarding node [56]. Intra-
zone routing relies on the proactive mechanism of our topology management strategy
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DDR. It is important to note that intra-zone routing does not have any route acquisition
delay thanks to the zone partitioning algorithm of DDR. Inter-zone routing, on the other
hand, applies the path discovery procedure to find the shortest path to the destination’s
zone. In inter-zone routing, we try to conceal the zone details and to look upon them
as nodes. The aim here is to establish a connection from the source node’s zone to
the destination node’s zone. As stated before, a link that connects nodes belonging
to different zones is called a bridge. Hence, in inter-zone routing, we are looking
for a path of bridge edges that connect the zone of the source node to the zone of
the destination node. During the process of path discovery, intermediate zones/nodes
record the routing information in their routing table so as to establish the reverse and
forward path. HARP will be explained in detail in chapter IV.

K SIMULATION MODEL

We use a simulation model based on ns-2 in our performance evaluation. ns is a discrete
event simulator developed by the university of California at Berkeley and the VINT
project [67]. Recently, this simulator has been extended by the Monarch research group
for supporting simulations in wireless mobile ad hoc environments. A comparison of
ns with other popular simulators such as OPNET and GloMoSim (QualNet) can be
found in [68, 69].

Our protocol maintains a transmission buffer of � � packets. It contains all data packets
waiting to be transmitted including packets for which route discovery has been started,
but no reply has arrived yet. In order to prevent indefinite buffering of packets, packets
are dropped if they wait in the transmission buffer for more that

���
simulated seconds.

The beaconing period is
���

simulated seconds. We use traffic and mobility models sim-
ilar to those previously reported using the same simulator [17, 70, 71]. Traffic sources
are CBR (constant bit rate). The packet size is

� �87
bytes and the packet rate is

�
pack-

ets/second. The mobility model uses the random way point model in a rectangular field
of

� � ��� � � 9 ��� � . This model was first used by Johnson and Maltz in the evaluation
of DSR [35], and was later refined by the same research group. In this model, each
node begins the simulation by remaining stationary for a pause time. It then selects
a random destination in the

� � ��� � � 9 ��� � space and moves to that destination at a
random speed uniformly chosen from

� � � ��� � ��� , where
���

� � is the maximum speed of
the simulation. This model is expected to maintain this average speed as the simulation
progresses. Simulations are run for � ��� simulated seconds for

� �
nodes. The selected

pause times, which affect the relative speeds of the mobile, are
� ��9 � � � � � � � � ��9 ��� � � ��� �

and � ��� seconds. For each pause time, we randomly generate
���

different mobility
scenarios. So, each data point in the performance results represents an average of

���

runs.
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L PERFORMANCE RESULTS

In the following, we compare the performance of the flat version of our routing pro-
tocol HARP (without any topology management strategy), with the ones that employ
the topology management strategy. In the latter case, we vary the criteria for pre-
ferred neighbor election from degree of connectivity to quality of connectivity. In the
following figures, these cases are distinguished by: Flat Routing, Routing+TM(Deg),
and Routing+TM(QoC) with its � ��� confidence interval CI for Routing+TM(QoC)
to differentiate each case. Three key performance metrics including packet delivery
fraction, average end-to end delay, and routing overhead are evaluated under various
traffic load, and various mobility rate.

L.1 Packet Delivery Fraction

Packet delivery fraction is defined as the ratio of the data packets delivered to the desti-
nation to those generated by the CBR sources. Fig. III-14 compares this metric for the
Flat Routing, Routing+TM(Deg), and Routing+TM(QoC). In the low traffic load (

���

sources), the Flat Routing has a slightly better packet delivery fraction than the two oth-
ers (Fig. III-14(a)). This is due to the shorter path length used in the Flat Routing and
the fact that the network is not congested. Note that, in two other cases the average path
length is no larger than

7
times of the optimal path length (c.f. section I). However, the

Routing+TM strategies outperform the Flat Routing by about
�

percent at lower pause
time (high mobility) for the medium traffic load, and up to

7 �
percent as the pause time

decreases for the high traffic load. This is because routing based on the minimum hop
count metric always biases the same class of routes. As a results those routes become
congested as the traffic load increases in the network. A similar phenomenon was also
observed in [72]. However in the Routing+TM, this bias is reduced due to the dynamic
nature of the forest and hybrid behavior of routing leading to the load balancing in
the network (Fig. III-14(b) & III-14(c)). Furthermore, the Routing+TM (QoC) out-
performs the Routing+TM (Deg) in the high traffic load. This is because of the high
quality links used during the routing process. Note that the high quality links (or nodes)
reduce the probability of link failure specially in the high mobility, and hence improve
routing performance.

L.2 Average end-to-end delay of data packets

The average end-to-end delay includes all possible delays caused by buffering dur-
ing route discovery latency, queuing at the interface queue, retransmission delays at
the MAC, propagation and transfer times. As it is illustrated in Fig. III-15, the Rout-
ing+TM approaches have always lower delay than Flat Routing. Indeed with medium
and high traffic load, they improve the delay performance up to

� �
percent for lower

pause times. Again, this is due to the hybrid behavior of routing and the dynamic na-
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Fig. III-14. Packet delivery fraction for the 50 nodes with various number of sources
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ture of the forest. Furthermore, Routing+TM (QoC) has even a better end-to-end delay
since all forwarding nodes maintain high quality links. One interesting observation is
that the delay increases with high traffic load with very low mobility rate. This is due
to a high level of congestion and multiple access interfaces at certain regions of the net-
work. Therefore, there is a need for a load balancing mechanism to distribute evenly
the traffic when the network is congested. This phenomenon is less visible with higher
mobility where traffic automatically gets more evenly distributed due to source move-
ments. Note that both degree and quality of connectivity criteria for forest construction
vary as a function of node mobility. Recall that in case of TM (QoC, we biased the
weight of stability by

��� 7
against the buffer by � � �

(c.f. equation III-9). A similar
observation was also reported in [71, 70].

L.3 Routing overhead

Routing overhead is measured as total number of bytes and packets used for routing
process during the simulation. Only overhead stemming from the IP layer is included.
The packet and byte overhead are shown in Fig. III-16 & Fig. III-17. Both Routing+TM
protocols (Deg and QoC) have higher overhead than Flat Routing in low traffic load.
This is due to the beaconing process used in these two approaches. Indeed, this pro-
cess attempts to detect and react to link failures before its occurrence by adjusting the
network topology specially in the Routing+TM (QoC) protocol. However in medium
and high traffic load, the overhead for Routing+TM and Flat Routing are very simi-
lar specially in lower pause time. The reason is that the forest structure reduces the
broadcasting overhead by selecting a subset of the neighboring nodes for forwarding a
packet. We have also examined the overhead of TM(Deg) algorithm in terms of number
of transmitted packets, and average transmitted data over the wireless interface under
various mobility rate where no data traffic is present in the network (Fig. III-17(d)
& III-16(d)). Obviously TM(QoC) generates more packets at the situation in the net-
work becomes more stressful (c.f. equation III-9). From the results we have obtained
so far, we deduce that the Routing+TM significantly improves the routing performance
in comparison with the flat routing for all network conditions.

M ARCHITECTURE

The main objective of our topology management strategy is to offer a flexible infras-
tructure on which several reactive routing protocols can be used according to desired
requirements. Therefore, the reactive behavior between zones can be performed by
any standard reactive topology-based routing protocols such as DSR [35], AODV [34],
or RDMAR [40]; as well as by any reactive position-based routing such as TERMIN-
ODES [73], LAR [41], or GPSR [74]. These protocols can also implement the zone-
level routing in addition to their standard node-level routing. Furthermore, the forest
can be tuned by changing the criteria of the preferred neighbor election to achieve the
desired requirements. For instance, we can set the criteria for the preferred neighbor
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Fig. III-15. Average data packet delay for the 50 nodes with various number of sources
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election to the minimum neighborhood degree instead of maximum neighborhood de-
gree, which in turn provides other alternative routes to the destination node. These
alternative routes can potentially balance the load of network. Moreover, some phases
of the algorithm can be skipped regarding the requirements, for example the entire zone
formation/construction or only the zone naming phase (see Fig. III-2).

Fig. III-18 represents the architecture of DDR and its interactions with routing proto-
cols. As it is shown in the figure, the message from Mac layer is send to a classifier
which is in charge of classifying the received message. A message can either be a
beacon or a routing message. If beacon, then the classifier sends this message to the
DDR box. Otherwise, the message is a routing message and has to be sent to the cor-
responding routing protocol. Notice that, each packet belonging to a routing protocol
has its own header in order to be distinguished from packets of other routing protocols.
DDR receives beacon messages from the classifier and sends beacon messages directly
to the Mac layer without the intervention of routing protocols. DDR contains three
tables: NB: neighboring table, ITA: intra-zone table, and ITE: inter-zone table. These
tables have some local routing information that may be used by routing protocols to
improve their performance. DDR provides an interface for the routing protocols to
access these tables.

Mac Layer

Beacon

Protocol 1

1 3

2 3 4

5

RT 1 RT 2

Interface

DDR

2 ITA

Routing ...Routing
Protocol 2

Classifier

ITENB

Fig. III-18. DDR Architecture
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N CONCLUSION

We have proposed a new architecture that separates topology management from routing
protocol. Topology management is a process to adjust the network topology as nodes
move and environment changes so as to achieve better performance; While routing
protocol is a process of generating and selecting paths, and forwarding user traffic
between source and destination. That is why we believe that mobility management is
different from routing. This architecture optimizes routing performance according to
two criteria: quality of network and application requirements. Topology management
generates a logical structure with respect to the quality of network, and the routing
protocol generates, selects, and maintains paths to satisfy application requirements.

In our algorithm, we have combined three main concepts: forest, zone, and quality of
connectivity. Zones were used in order to reduce the delay due to routing process and
to reach high scalability. Forest have reduced the broadcasting overhead by selecting
a subset of the set of neighboring nodes for forwarding a packet. The quality of con-
nectivity is used to extract the links connecting the pair of best nodes for the purpose
of routing. Furthermore, by changing the criteria of preferred neighbor election from
degree of connectivity to quality of connectivity, we have constructed a forest of nodes
with high quality links, which in turn improved routing performance.

We have shown that the performance of routing can be improved with the help of
topology management. In particular, the principle for this improvement stems from
the separation we made between topology management and route determination due
to their different natures and functionalities. We have observed that routing protocols
require a load balancing mechanism in order to evenly distribute the data traffic in
the network. This can be achieved through both topology management strategy and
quality of service routing. We have noticed the misbehavior of both criteria of preferred
neighbor election as they fail to provide load balancing in the network when the rate of
mobility is low.

The work presented herein is the first series of simulation studies in this area. We aim
to study the effect of different and possibly multiple criteria for forest construction in
order to achieve the load balancing in all network conditions. Indeed, we intend to tune
the criteria of preferred neighbor election so that the constructed forest always achieve
an evenly distribution of the traffic load in the network.
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Abstract— A hybrid routing protocol which combines proactive behavior within a zone and
reactive behavior between zones is proposed. Routing is performed on two phases: intra-zone
and inter-zone, depending on whether the destination belongs to the same zone as the forwarding
node. Intra-zone routing relies on an existing proactive mechanism inherited from the topology
management strategy, and as a result routing is done without any route acquisition delay. Inter-
zone routing, on the other hand, applies the path discovery procedure to find the shortest path to
the destination’s zone . The overhead related to flooding nature of this procedure is noticeably
reduced due to the combination of forest and query localization techniques. The forest structure
reduces the broadcast storm problem by selecting a subset of neighboring nodes to forward a
packet, while query localization limits the scope of path discovery.

A detailed simulation model is used to study the performance of our approach. We evaluate and
compare the performance of our routing protocol with DSR, AODV, and OLSR routing protocols
under various network load and mobility. The obtained results show that our hybrid protocol
outperforms other protocols. It is demonstrated that our routing protocol together with the tuned
topology management strategy succeed to achieve load balancing in the network. We also ob-
serve that network load and mobility affect the absolute performance of the protocols, and that
their impact on different protocols is non-uniform.

Keywords— Mobile ad hoc networks, routing, zone, flooding, query localization, simulation,
performance evaluation.

THE hybrid ad hoc routing protocol (HARP) is a simple and efficient routing pro-
tocol designed for mobile ad hoc environments [56, 75]. HARP maintains some

short routes between nodes within a local neighborhood, and discovers long routes
on-demand otherwise. Its goal is to achieve an optimal trade-off between routing over-
head and delay while maximizing the network resource utilization. Using HARP, the
network is fully autonomous and self-organized, and requires no fixed infrastructure.
HARP functions at two levels: zone and node depending on whether the topology man-
agement is present. By the zone level routing, we mean to conceal the zone details and
look upon them as nodes. Initially, each node knows its own ID; and after the network
is established, each node knows the connectivity within its zone and the connectivity
with the neighboring zones. The aim here is to establish a connection from the source
node’s zone to the destination node’s zone. As stated before, a link that connects nodes
belonging to different zones is called a bridge. In this case, we are looking for a path
of bridge edges that connect the zone of the source node to the zone of the destination
node. HARP avoids a single point of failure by enabling all gateway nodes to contribute
in routing process.

HARP forms a new table called routing table from intra-zone and inter-zone tables
because these two tables may change during the transmission even though the route
between the source and the destination remains unchanged. When a source node re-
ceives a packets from its application layer, it first searches its routing table to check
if an active route to the destination is present. If a valid route is found, the packets
are routed accordingly. Otherwise, if no active route is available, a new entry will be
created for this flow and then the routing process is launched. The routing process is
performed in two phases: intra-zone and inter-zone, depending on whether the desti-
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nation belongs to the same zone as the forwarding node. Intra-zone routing employs
the intra-zone table in conjunction with routing table for data forwarding. As a result,
routing is done without any route acquisition delay. Inter-zone routing, on the other
hand, applies the path discovery procedure to the forest. Distance estimation mecha-
nism is also invoked to find a distance from the source to the destination. The estimated
distance is then converted to the hop count. The TTL field in the request message is
set equal to the hop count before being broadcast by the source node. The combination
of forest structure and query localization techniques achieves two goals at the same
time: forest structure reduces the broadcast storm problem by selecting a subset of the
neighboring nodes to forward a packet; while query localization technique limits the
scope of the path discovery. This combination is desirable because it reduces not only
the broadcasting overhead, but also the collision probability. Hence, it contributes to
routing performance. There exists different design choices for the path discovery pro-
cedure used in the inter-zone routing. For instance, routing can either be source based
like DSR [35] or hop-by-hop based like AODV [34]. In addition to this, the routing
granularity can either be at the node level (e.g. AODV or DSR) or at the zone level (e.g.
ZHLS [43]. If we combine source routing and zone level routing, the resulting routing
will only add the zone ID to the route record of the packet. Each zone ID may go along
with the gateway nodes if required. HARP applies a hop-by-hop routing both at the
node and at the zone level (i.e. zone-by-zone routing), and therefore it inherits from
both AODV and ZHLS. HARP currently utilizes symmetric links between neighboring
nodes, and assumes that all nodes are willing to participate in the network protocols
and packet forwarding.

This chapter describes the design of the HARP protocol and its interaction with topol-
ogy management strategy, and provides its performance comparison under various traf-
fic load and mobility rate. Section A presents different design phases of the protocol,
in particular we describe the design of intra- and inter-zone routing, path maintenance
procedure, followed by the query localization technique. Section B highlights the sim-
ulation model for our performance evaluation. In section C, various simulation results
are presented. These results point out that the design goals for providing an optimal
trade-off between routing overhead and delay, while still offering efficient route es-
tablishment have been achieved. Finally, we summarize our protocol and its behavior
under different network conditions, and provide some directions for the future work.

A ROUTING PROCEDURES

The HARP protocol is composed of four mechanisms that work together to allow deter-
mination and maintenance of paths in the ad hoc networks: advance routing, intra-zone
routing, inter-zone routing, and query localization. Advance routing benefits from the
existing valid route in the routing table for packet forwarding. Intra-zone routing uses
the intra-zone table which follows the forest structure except for when the destination
is in the neighborhood of the forwarding node. The inter-zone routing initiates the
path discovery process whenever a source node requires to communicate with another
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node for which it has no valid routing information in its tables. In this process, a path
request message is broadcast throughout the network to reach the destination. Query
localization estimates the relative distance between the source and destination nodes
before starting path discovery. The estimate is computed on the basis of the previously
known value of the distance between the source and destination nodes and the time
elapsed since this value was recorded. The following sections further elaborate these
mechanisms.

A.1 Advance Routing

HARP develops a new table called routing table from intra-zone and inter-zone tables
because these two tables may change during the transmission even though the route
between the source and the destination remains unchanged. Note that changes in the
zone tables are due to dynamic nature of the forest caused by preferred neighbor elec-
tion algorithm (c.f. Chapter III). Table IV-1 shows an entry of the routing table which
consists of 5 fields. The first field includes source address [src@], destination address
[dst@], and port number [port#]. It is used to identify different flows. The second field
represents the last and the next zone or hop in the path from source to destination. This
field is used to reach both the destination and the source node if required. Note that the
field [last,next] may change according to the level of routing. The third field [metric]
shows the desired quality of service required by the flow. The next field [up, down] is
used to keep the distance of a node from the source and from the destination. This field
will be used to estimate the relative distance between the source and destination nodes
on the basis of the previously known distance and the time elapsed since this value is
recorded. The last field represents the last updated time for the entry, and it is used to
purge the stale entries after a predefined threshold.

TABLE IV-1. ROUTING TABLE ENTRY

[src@, dst@, port#] [last, next] [metric] [up, down] [LUT]

When a source node receives a packet from its application layer, it first searches its
routing table to check if an active route to the destination is present. If a valid route
is found, the packet is routed accordingly. Otherwise, if no active route is available, a
new entry will be created for this flow and then the intra-zone and inter-zone routing
process are launched.

A.2 Intra-zone Routing

Intra-zone routing is proactive in nature, and uses the intra-zone table to forward the
data traffic. Indeed, it follows the structure provided by the tree except for when the
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destination is in the neighborhood of the forwarding node. Assume that node 
 wants
to forward data to destination node � . Before sending data to the node � , node 
 checks
if node � exists in its neighboring table or intra-zone table. The former case is straight-
forward. In the latter case, node 
 creates a new entry in its routing table and sets the
field [last, next] accordingly. Note that the sub-field [next] is obtained according to

 ’s intra-zone table. Then, node 
 forwards the data to the next hop towards node � .
Pseudocode 2 outlines the advance and intra-zone routing mechanisms, and show how
inter-zone routing is triggered.

For example in Fig. IV-1(a), consider the scenario where node � wants to communicate
with one of the nodes within its zone �	� , e.g. � ��� ��� � � ��� � � � 
 � � . According to its intra-
zone (see Table IV-2) and neighboring tables (see Fig. IV-1(a)), � can reach 
 � � ��� � � ���
via � , while other nodes � ��� � � � � are directly reachable. Therefore intra-zone routing
table always indicates the next hop for each destination within the zone. Let’s consider
another scenario where node

�
wants to send data packets to � � 
 or 	 , and identify the

paths. In this scenario, the path connecting node
�

to node � is � � � � ��� � 
 � � � � � � , to
node 
 is � � � � ��� � 
 � � � � � � � � 
 � , and to node 	 is � � � � � � � 
 � � 	 � (see Table IV-2
& Fig. IV-1(a)).
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TABLE IV-2. INTRA-ZONE TABLE OF NODES � � � AND
�

REGARDING FIG. IV-2(A)

NID Learned PN
f a, b, q, y, t, x
c -
d -

(a) �	��

�	� �����

NID Learned PN
y 
 � �
k

� � �
b, a, q -

(b) �	��

�	� �����

NID Learned PN
k f,d,a, b, q, y, t, x
- -
- -

(c) �	��

�	� �����



64 Chapter IV. HARP—Hybrid Ad Hoc Routing Protocol

Pseudocode 2 Routing procedures
Let

-�� � 
 � ��� ����� �	�
���
be the time that the source waits to receive

�	�
���
.

� � is a function that estimates the relative distance between S & D (see section A.5).
if � � � � �5��� � � � # % � � � " then
� " 
 � 
 � � � ��" � " 	 � � � � " 
 � 
 � � � � � � ���
if � " 
 � 
 � � ���
 ��������

� ����0 0������ � then
��� 	 � ��	 � � � � � � � � " 
 � 
 � � ���

end if
else� 	 " � � " 	���� � � � # � � � � " " ��� 	 � � �$	 � � � � � � ��� 	 � � � � � � � � " 
 � � � " � 	 � � � � � � � � ��� � � � � ���

if � � � � � � ����� 	�� � % � � � � � � � � � " � # 
 � � 	 � � # % � � � " then
� " 
 � 
 � � � ��" � " 	 � � � " � " 
 � 
 � � � � � � ���
	 " � " 	�� " � � � 
 � " � ��� � ��� � � 	 " � � � � ��"����
����0 
 ��0�� � ��� . $ ������� � � " 
 � 
 � � ���
��� 	 � ��	 � � � � � � � � " 
 � 
 � � ���

else
� " 
 � 
 � � � -�� � 
 � ��� ����� �	�
��� �� � � � " � " � � � � "����
% % � � � � � � � � � � � � � ��� � � � � � � � � 
 � � ��� � � � � � " � � � � " � � � � "����� 	���� � � � � � �	�
��� �

end if
end if

A.3 Inter-zone Routing

The inter-zone routing initiates the path discovery process whenever a source node re-
quires to communicate with another node for which it has no valid routing information
in its tables. The path discovery process consists of two parts: path request PREQ
and path reply PREP. The path request propagates from zone to zone via the gateway
nodes using both the intra-zone table and the inter-zone table; while the path reply is
unicast from the destination back to the source. Each time a node initiates path dis-
covery, it estimates the relative distance between the source and destination and sets
the time-to-live field in the path request message to the converted hop-wise distance,
which limits the scope of flooding. Within a zone, the path request message follows
the tree structure, and as soon as a gateway node is found it traverses the zone. As a
consequence, the path request propagation is limited to a subset of forwarding nodes.
Each forwarding node applies the intra-zone routing as soon as it finds out that the
destination node belongs to its zone. If additional copies of the same PREQ are later
received, these packets are discarded. Hence, HARP only establishes loop free paths
since it only propagates a unique PREQ on the forest (i.e. we have no cycle). During
the process of forwarding the PREQ, intermediate zones/nodes record the routing in-
formation in their routing table (Table IV-1) so as to establish the reverse path. In this
way, the node knows how to forward PREP to the source if one is received later. This
entry will be deleted after the specified lifetime. If the PREQ is lost or not reached
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to the destination (wrong distance estimation), the source node is allowed to retry the
broadcast path discovery mechanism. Simulations have shown that the optimal number
of retry is

7
[34].

After the limited flooding, several paths may be identified as potential candidates for
a given destination. The destination chooses the shortest path by transmitting a path
reply PREP back to the zone/node from which it received the PREQ. As the PREP is
unicast back along the reverse path, nodes along this path set up a forward path in their
routing table to the zones/nodes from which the PREP came. The forward path is then
used to carry the source’s data traffic to the destination. The forward and reverse path
setup used in HARP are similar to the ones in AODV [34, 50]. Pseudocodes 3 and 4
outline the path discovery mechanism used in HARP.

Fig. IV-2(b) shows the zone level topology of our example in Fig. IV-2(a). For instance,
node � from ��� wants to communicate with node � from ��� . In this case, the PREQ is
propagated in zones ���

�
��� and ��� , and only forwarded in zone ��� towards � . The solid

arrow lines show how the path request PREQ message is propagated in the network.
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Pseudocode 3 Path discovery procedure::Handle Path Request PREQ
Let

-�� � 
 � ��� ����� �	�
���
be the time the destination waits to receive

�	�
��� $ .
if $ ��� � $ . then
� 	�� � � �	�
��� ��� //optional

end if
if � � � �(� � � � ��� 	 "	��� then
����� � � " � � � � � �	�
��� ����	�
��� � � � � 
 � " � " � � � � � � �	�
��� ���0�������0�$ � � ��� . $ ������� � �	�
��� ���
�
� 
 " � � � " � �	�
��� � -�� � 
 � ��� ����� �	�
��� ���
	 " � ��	 ���

else if � � � � � � � � � � �	�
��� � then
if � " � ��" 	 � � � ����� 	�� � % � ��� " � ��" 	 � � � ����� " 	 � % then
����� � � " � � � � � �	�
��� � ;

end if
if � � � � " � � � � ��"�� � � � � � � � ����� 	�� � % � � � � � � � � � " � # 
 � � 	 � � # % � � � "
then0�������0�$ � � ��� . $ ������� � �	�
��� ���
� " 
 � 
 � � � ��" � " 	 � � � � " 
 � 
 � � � � � � ���
if � " 
 � 
 � � �� � � ��� � � � � � � then
��� 	 � ��	 � � �	�
��� � � " 
 � 
 � � ���

else�	�
��� � ��� ������� � ��� . 0���� � �&$&� � �	�
��� ���� 	���� � � � � � � �	�
��� ���
end if

end if
else
� 	�� � � �	�
��� ���

end if

Pseudocode 4 Path discovery procedure::Handle Path Reply PREP

����0 
 ��0�� � ��� . $ ������� � �	�
��� ���
if � � � ��� 	 "	��� �(� �$	 � then
� " 
 � 
 � � � ��" � " 	 � � � � " 
 � 
 � � � � � � ���
��� 	 � ��	 � � � � � � � � " 
 � 
 � � ���

else�
�
� � � ��	 � � �	�
��� ���

end if
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A.4 Path Maintenance

Once the path to the destination is discovered, path maintenance procedure monitors
the operation state of the path and informs the sender of any path error. If the source
node moves, it reinitiates the routing procedure (i.e. intra-zone and inter-zone) to find
a new path to the destination. If any node along the path moves, its upstream node
notices the move and encounters two cases: either it backwards a path error message
PERR to its upstream neighbor to inform the removal of the path by which the packet
reached this host; or it performs a path discovery for the source and becomes the sender.
The decision is made on the basis of the relative distance of the upstream node from
the destination node. Supposing that node 
 notices that its neighboring node on the
path from source node � to destination node � has moved. If the relative distance (of its
downstream nodes along the path) from 
 to � is smaller than that of (its upstream nodes
along the path) from � to 
 or the destination node belongs to the same zone as node
� , then node � initiates a path discovery procedure. Otherwise, the path error PERR
is backwarded to the upstream neighbor of node � , and so on until the source node is
reached. When a source node receives the PERR, it may reinitiate a path discovery
procedure if required. Pseudocode 5 outlines the path maintenance procedure.

An additional aspect of the path maintenance is the use of intra-zone routing if the
intended destination belongs to the zone. An upstream node that encounters a link
failure or receives a path error PERR message may use its intra-zone table to re-route
the date packets.

Pseudocode 5 Path Maintenance Procedure
if
�
� � 	 " � � 
 � � " 
 � 
 � � � then
	 "	� " � � � � � � � � � � � ���

else
� � ��� � � � � � � � � � � � � � 	 " � � � � � � � ��� � � � � � � � � � � � � 
 � � ��� � � � � � " � � � � " � � � � "����
� ����� � � � � � ��� � � 	 " � � � � � � � ��� � � � � � ��� � � � 
 � � ��� � � � � � " � � � � " � � � � "����
if � � ��� � � � � ����� � � � � � � � � ����� 	�� � % then
� " 
 � 
 � � � �

�
�
�
� � # ��� 	 	 " � � � �� � � � " � " � � � � "����

% % � � 	 � �� 	���� � � � � � �	�
��� �
else
� 	�� ��� � � ����
�
� � � ��	 � � ���	� � ���

end if
end if
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A.5 Query Localization Mechanism

Broadcasting in mobile ad hoc networks provides essential routing functionality for
a number of routing protocols. Currently, these protocols rely on a simplistic form
of broadcasting called flooding, in which each node retransmits each received unique
packet exactly one time [45, 33]. One of the problems related to the flooding is the
broadcast storm problem [47], where a node receives the same message from multiple
neighboring nodes at about the same time. This potentially generates high overhead
in the network. In our approach, this overhead is noticeably reduced by the forest
structure since only a subset of neighboring nodes forwards the received unique packet.
Another important issue is related to the scope of flooding, which in general is the
diameter of the network. One approach to reduce the scope of flooding is the expanding
ring search strategy which initially broadcasts the request to a small area and if the
destination lies within that region, the query is successful [35, 49]. If it lies beyond
the expected region, a retry is made with increased time-to-live (TTL). This method
may perform even worse than flooding if the destination is at the edge of the network.
HARP avoids flooding by using query localization mechanism to limit the scope of the
discovery. This mechanism develops the idea of relative distance estimation (RDE)
algorithm proposed by Aggelou and Tafazolli [40, 76], and provides some significant
improvements to the algorithm. HARP attempts to discover routes quickly without
incurring high control overhead with the help of query localization. Localization is
achieved by estimating the relative distance between the source and destination nodes
before starting route discovery. The estimate is computed on the basis of the previously
known value of the distance between the source and destination nodes and the time
elapsed since this value was recorded. The distance is then converted into hop count,
which is then used to limit the search area and thus reduce control overhead.

HARP employs the routing table (c.f. Table IV-1) to obtain some information corre-
sponding to the destination node about the previous relative distance (hop count) and
the time when it was recorded. The time elapsed since last update can be easily deter-
mined. In the standard version of the algorithm, we take a unique moderate average
velocity for each node, � � � 	�� � " � � �&� � � , so as to calculate the offset for both the source
and destination nodes [40]. The offset of a node is defined as the maximum distance
the node may have with its original position if travels during a time interval. This as-
sumption may fail to determine the accurate offset if various mobility rates are present
in the network. Therefore, we use the notion of stability level introduced in Chapter III,
in order to determine the actual mobility rate for our algorithm. In fact, a high level of
stability indicates a low state of node mobility, while a low level may indicate a high
state of node mobility. Furthermore, the offset is only calculated for the source and
destination and not for the intermediate nodes, however, the mobility of intermediate
nodes may cause a longer route even if the positions of source and destination remain
unchanged. Therefore, it is essential to determine the actual mobility not only for the
source node but also for the path down to the destination node. That is why we intro-
duce two offsets: source and path, which are determined according to the source and
path mobility rate for more accurate estimation of the distance.
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In order to determine the path mobility, we define path stability, which is computed
as a concave function of the stability level of each individual nodes (see Equation IV-
1), and it is determined during the path discovery procedure. With the knowledge of
node stability and path stability, we estimate the mobility rate for a node and for a
path. Suppose � is a path between source node � and destination node � (that is � is a
sequence of (non-repeating) nodes, � � 
 �

� ���
�
�����
� � � � � � ). �#	 � and �#	�� represent

the nodes in the neighborhood of 
 at times ��� and � � respectively. We estimate the
value of path stability using a concave function:

� � $&��������� ����� � ��� �
� ������� ��� � � $&��������� ����� � ��
 " 	 " (IV-1)

� � �
��� � �

� � � � �#	�� � �#	 � �� �#	���� �#	 � � (IV-2)

This value can then be mapped to the mobility rate. Recall from previous chapter that,
we classify the stability into high, medium, low and selfish states. Therefore, the path
mobility can be discovered by the nodes along the path connecting the source node to
the destination node, and be used to determine the offset. The offset is the product of
mobility rate and elapsed time; and it is calculated both for the source node, �$	 � �
	 $ ��� ;
and for the path, � � � 
 �
	 $ ��� . The path offset as its name indicates is calculated for the
path (excluding the source), which is why it is multiplied by the path length � . It has to
be mentioned that � is the old hop-wise length where the destination is found and not
the old estimation.

�$	 � �
	 $ ��� � � ����	 � " � � ��� � � � � 	�� � " � " � � � � " � � � � " (IV-3)

� � � 
 �
	 $ ��� � � � � � � 
 � � ��� � � � � 	�� � " � " � � � � " � � � � " (IV-4)

The new relative distance (
� � ), denoted as

� � �
	 $ ��� , is then the sum of the above
offsets plus the physical distance between source and destination (i.e. � �	� � � 	�� 	�� � # " )
divided by the average transmission range, � � � 	�� 	�� � # " , to produce a normalized
hop-wise distance.

� � � � � � ��� � 
�� � ���
� � �
	 $ ���� � � 	�� 	�� � # " �  � ����
 " 	 " (IV-5)

� � �
	 $ ��� � � ����	 � " �
	 $ ���  � � � 
 �
	 $ ���  � � � � � 	�� 	�� � # " (IV-6)

The source node limits the scope of broadcasting by inserting the normalized value of
RD in the time-to-live(TTL) field of path request PREQ message. The algorithm resets
the TTL to the radii of the network whenever the elapsed time reaches a predefined
threshold. This procedure is called relative distance microdiscovery (RDM) as in the
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standard version [40]. The algorithm always expands the relative distance if the offsets
are non-zero. Indeed, the way in which the new RD is estimated follows a monotonic
increasing function depending on the mobility rate and the elapsed time. In Fig. IV-3,
the two points marked src and dst denote the positions of the source and destination
nodes respectively. The circle centered at src represents the maximum distance that
the source node can move between the last update and current time. The same holds
for the circle corresponding to the path. Thus, the two circles bound the new relative
positions of the source and the path.

....
dstsrc

src_offset

d hops

d x micro_range 

RD_offset
path_ offset

Fig. IV-3. Relative distance estimation

In the standard version of RDE, only the source node is allowed to estimate the RD
and to set the TTL of packets. This has two side effects: (i) if the source node has no
distance information about the destination node, then the TTL will be the diameter of
the network; (ii) the path request message is propagated on the every direction of the
source node for RD hops. To remove these side effects, we enable all the intermediate
nodes to estimate the distance to the destination. For this purpose, we take the advan-
tage of the [down] sub-field in the routing table. Recall that [up] indicates the number
of hops to the source node, and is obtained during the path discovery procedure. Indeed
when the source node sends a path request, all the nodes in its RD radius obtain the
hop-wise distance to it and therefore they can estimate the distance to the source node
if required. So, if the source node becomes the destination node, nodes in its previous
RD radius can decide whether they are in the direction to that node or not. Indeed,
each node encounters two main cases: either they are not in the right direction since
they determine a larger valid estimation than the estimation made by the source and
hence they drop the PREQ, or they are in the right direction and therefore they forward
the PREQ. Moreover, nodes may have a smaller valid estimation than the current TTL,
which also means that they are in the right direction, and thus they can update the TTL.

For example in Fig. IV-4, when � sends a PREQ, nodes 
 and � obtain the distance to �
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by setting the [up] sub-field to the number of hops that this PREQ has been traversed so
far. Therefore, if one of the nodes in the PREQ radius, say 
 , wants to communicated
with � ; it may use the value of [up] to determine the new RD, in order to broadcast a
PREQ. Upon receiving 
 ’s PREQ, � compares its estimation with 
 ’s estimation. Node

�
drops the request if it determines a larger estimation than 
 ’s estimation (upper case

�
in the figure). Otherwise, � forwards the path request. If � ’s estimation is less than

the value of TTL, it updates the TTL.

up=3

...

up=l

up=1

s

x

y

drop PREQ;
if(rd(x)<rd(Y))

else if(rd(y)<TTL)
TTL=rd(y);

PREQ(s,d)

PREQ(x,s)
up=2

Y

Fig. IV-4. Relative distance estimation

A.6 Summary

HARP does not attempt to maintain or discovers routes from every node to every other
node in the network. It maintains some short routes to the destinations within a local
neighborhood, while long routes are discovered on demand. The path discovery is not
only localized but also directed towards the destination node. HARP performs routing
on two phases: intra-zone and inter-zone depending on whether the destination node
belong to the same zone as the forwarding node. Intra-zone routing is done at the
node level, while inter-zone routing at the zone level. HARP is loop free at both the
intra-zone and the inter-zone routing.

B SIMULATION MODEL

We use a simulation model based on ns-2 in our performance evaluation. The simula-
tion model uses

� �
wireless nodes forming an ad hoc network. These nodes move over

a rectangular (
� � ��� ��� 9 ��� � ) flat space during � ��� seconds of simulation time. We

choose a rectangular space in order to use longer routes between nodes in comparison
with square space. The physical radio characteristics of each mobile node’s network
interface, such as the antenna gain, transmit power, and receiver sensitivity, are chosen
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to approximate the Lucent WaveLAN direct sequence spread spectrum radio character-
istics [77]. The nominal bit-rate is

7
Mb/s and the nominal radio range is

7 � �
meters.

In order to make a fair performance comparison among protocols, it is critical to eval-
uate the protocols with identical loads and environmental conditions. Each simulation
accepts as input a scenario file that describes:(i) the exact movement of each node; (i)
the exact sequence of packets originated by each node; (iii) the exact time at which
each change in movement or packet origination for each node occurs. We generate7 ���

different scenario files with varying movement patterns and traffic loads similar to
those previously reported using the same simulator [17, 70, 71].

The movement scenario files used for each simulation are characterized by a pause
time. Each node begins the simulation by remaining stationary for pause time seconds.
It then selects a random destination in the

� � ��� � � 9 ��� � space and moves to that
destination at a speed uniformly distributed between

�
and

7 �
meters per second. Upon

reaching the destination, the node remains stationary again for pause time seconds, se-
lects another destination, and moves towards the destination. It repeats this behavior
for the duration of the simulation. This model was first used by Johnson and Maltz in
the evaluation of DSR [35], and was later refined by the same research group. Recently,
Yoon et al. have shown that the random way point model in its current form fails to
reach a steady state in terms of instantaneous average node speed, but rather the speed
continuously decreases as simulation progress [78]. This issue is still under consider-
ation. Also, Camp et al. provide valuable simulation results that illustrate the impor-
tance of choosing a mobility model in the simulation of an ad hoc network protocol [9].
Movement patterns are generated for

�
different pause times:

� ��9 � � � � � � � � ��9 ��� � � ��� �
and � ��� seconds. A pause time of

�
seconds corresponds to continuous movement, and

a pause time of � ��� (the length of the simulation) corresponds to no movement. Due
to the impact of the moving pattern on the performance of the protocols, we generate
scenario files with

� �
different movement patterns,

���
for each value of pause time. All

three routing protocols have been analyzed with these
� �

different movement patterns.

Traffic sources are CBR (constant bit rate). The data rate is equal to
�

packets per sec-
ond. Three different communication patterns are used corresponding to

��� � 7 � �
and

9 �
CBR sources with a packet size of

� �87
bytes. All communication patterns are peer-to-

peer, and connections start at times uniformly distributed between
�

and
� � � seconds.

The three communication patterns (
��� � 7 � �

and
9 �

sources), taken in conjunction with
the
� �

movement patterns, provide a total of
7 ���

different scenario files with which
we compare the routing protocols. Our protocol maintains a transmission buffer of � �
packets. It contains all data packets waiting for a route such as packet for which route
discovery has started, but no reply has arrived yet. To prevent buffering of packets in-
definitely, packets are dropped if they wait in the transmission buffer for more that

���

simulated seconds. Beaconing period is set to
���

simulated seconds.
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C PERFORMANCE EVALUATION

Three key performance metrics: packet delivery ratio, average end-to end delay, and
routing overhead, are evaluated under various traffic load, and various mobility rate.
We compare the performance of the proposed hybrid routing protocol (HARP+TM)
with its � ��� confidence interval (CI for HARP+TM) with DSR, AODV and OLSR.
In the previous chapter, we observe that the TM failed to fully provide load balancing.
We solve this problem by giving the priority to the buffer level in the low mobility
rate, and to the stability level in the high mobility rate. Note that, in our protocol each
node is capable of determining its mobility rate based on the average stability level.
In order to show to what extent the performance of HARP with the tuned topology
management and with the query localization technique has been improved, we include
the results from the previous chapter obtained from the protocol based on the quality of
connectivity (marked Routing+TM). In addition to the results of our own simulations
for AODV (marked AODV-2 in the figures), we also include a set of results obtained
from performance studies done on AODV (marked AODV-1) by the developers of this
protocol [70]. This has been done to ensure a fair comparison.

C.1 Packet Delivery Fraction

Packet delivery fraction is defined as the ratio of the data packets delivered to the desti-
nation to those generated by the CBR sources. Packet delivery fraction is a very impor-
tant metric since it describes the loss rate that will be seen by the transport protocols,
which in turn affects the maximum throughput of the network. The packet delivery
fraction for 10, 20 and 30 sources is shown in Fig. IV-5. For 10 sources, we observe
that DSR, HARP+TM and AODV-2 exhibit similar trends. The packet delivery fraction
is very high in this case because of the low number of sources in the network which in
turn causes a low probability of congestion. As nodes become more mobile, the prob-
ability of link failure increases and hence, the number of packet drops also increases.
However, due to the load balancing effect triggered by node mobility, the obtained
performance of our protocol remains significantly high compared to other protocols.
This is not the case for AODV-1 and OLSR, where we notice a drastic reduction in the
packet delivery fraction as mobility increases. As the number of sessions is increased,
the differences between the protocols start becoming evident. Note that HARP is out-
performed only by DSR for the medium and high load scenarios. This is due to the
fact that DSR employs route caches, allowing nodes to use backup routes in case of
routing failure, which in turn avoid route discovery. HARP maintains a high packet
delivery fraction compared to AODV and OLSR. This indicates the robust nature of
the protocol and its ability to adapt itself to increasing load. Both AODV and OLSR
use minimum hop count as metric. This results in an inherent bias towards the same
class of routes causing to congestion. In contrast, the hybrid nature of our protocol
as well as the dynamics of the forest together create a load balancing effect resulting
in better performance. It is important to note that HARP does indeed show the same
packet delivery fraction as DSR for higher loads and high mobility. The effectiveness
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of DSR’s aggressive caching strategy is reduced in such scenarios and the advantages
of the dynamic nature of forests in HARP are more pronounced. To sum up, when the
mobility rate is low, HARP performs as good as any other protocol under all loading
conditions. When mobility is high, HARP has almost the same packet delivery frac-
tion as most of the other protocols under investigation. It is worth noting here that this
level of packet delivery fraction is achieved with much less delay compared to other
protocols (Fig. IV-6).

C.2 Average end-to-end delay of data packets

The average end-to-end delay includes all possible delays caused by buffering during
route discovery latency, queuing at the interface queue, retransmission delays at the
MAC, propagation and transfer times. Generally, there are three factors affecting end-
to-end delay of a packet:(i) route discovery time, which causes packets waiting in the
queue before a route is found, (ii) congestion state of the network, which causes packets
waiting in the queue before they can be sent, (iii) path length, the more number of hops
a packet has to go through, the more time it takes to reach its destination. Fig. IV-6
depicts the variation of the average end-to-end delay as a function of pause time. As it
can be seen, the general trend of all curves is an increase in delay with high mobility
rate. This is mainly due to the increased probability of link failure. In all the three cases,
however, note the significantly lower delay incurred in HARP compared with other
protocols. When the network load is low and node mobility is high, only the AODV-2
delay is less than HARP. For the medium and high load situations, it is interesting to
note that HARP has a very low delay even when the network is static. Generally, in
static conditions, delay is pretty high because once routes are set up initially, not many
changes occur and hence a high probability of congestion in the network. The forest
dynamics of HARP introduce virtual mobility and hence load is redistributed even
when nodes remain stationary. For the high mobility case, the HARP outperforms the
other protocols for all mobility ranges. Once again, it is the dynamic nature of forests
and the hybrid routing strategy that accounts for this behavior. The ability of HARP to
overcome the effects of network congestion is a major reason for the lower delay. To
summarize, the delay increases with load for all protocols but its important to note that
HARP still shows significantly lower delay as compared to others. For the low mobility
rate, the difference is more prominent, especially when the network load level is low.
As the load increases, other protocols show significant rise in delay whereas in case
of HARP, the change is not that much. However, OLSR performs slightly better than
HARP but the difference is not much. As a result, the good average delay of HARP is
due to its forest-based topology management scheme which prevents congestion in the
network by load redistribution.
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Fig. IV-5. Packet delivery fraction for the 50 nodes with various number of sources
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C.3 Routing overhead

Routing overhead is measured as total number of bytes and packets used for routing
process during the simulation. Only overhead stemming from the IP layer is included.
Routing Overhead is an important metric to compare these protocols as well, since it
measures the scalability of a protocol, the degree to which it will function in a con-
gested or a low-bandwidth environment, and it has a direct impact on network utiliza-
tion efficiency. Protocols that send large numbers of routing packets and/or bytes can
also increase the probability of packet collisions and may delay data packets in net-
work interface transmission queues. Fig. IV-7 & IV-8 illustrate the routing overhead
incurred by different routing protocols under different mobility and load conditions.
Although DSR has the minimum routing overhead in terms of total number of trans-
mitted packets, most of the times HARP+TM has lower overhead compared to OLSR
and AODV. In HARP+TM, a large amount of the packets are due to beaconing process
used for the topology management, which are broadcasted locally (see the results in
Chapter III). This indicates the reactiveness of HARP+TM to link changes induced
by mobility which results in an increased number of routing control packets. Simi-
larly, AODV and DSR detect and react to more link failure when mobility increases
However the difference is that, AODV and DSR trigger new route discoveries, while
HARP+TM generates more beacons. OLSR always has the same overhead because
it does not adapt to increase mobility; the update intervals remain constant. The use
of relative distance estimation (RDE) in HARP is one of the main factors reducing
protocol overhead. Since RDE limits the scope of route discovery, it helps preventing
unnecessary route requests to propagate in the network. When we look at the overhead
in bytes, the lowest overhead is incurred by OLSR followed by HARP. Once again, this
is due to the more reactiveness of HARP to link changes than OLSR. In DSR, over-
head in packets is lower. This is due to the use of route caches to store multiple routes
for redundancy. But in DSR, control packets carry full routes and hence packet size is
higher. This offsets the advantages of caching and leads to a higher byte overhead.

C.4 Discussion

Fig. IV-9 demonstrates explicitly the effect of network load under different mobility
rates. It shows that as the traffic load and mobility rate increase in the network, the per-
formance of all protocols decreases. Indeed, the higher traffic load produces a higher
collision probability in the network. The situation becomes worse if traffics cross each
other. The higher mobility rate, on the other hand, increases the rate of link changes
(i.e. both link formation and destruction), which in turn shortens the link stability (or
duration). From another point of view, mobility reduces the probability of collision
as the traffic load increases. As a result, the network experiences high collision prob-
ability in low mobility rate with high traffic load (Fig. IV-9(a) & IV-9(b)). However,
the effect of link changes on routing performance is more significant than collision
(Fig. IV-9(c) & IV-9(d)).
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Fig. IV-7. Routing overhead in terms of total number of transmitted packets for the 50
nodes with various number of sources
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Fig. IV-8. Routing overhead in terms of total transmitted bytes for the 50 nodes with
various number of sources
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One interesting observation is that for the most protocols the packet delivery fraction
uniformly decreases from low mobility rate to medium mobility rate (i.e. from pause
time � ��� seconds to

� � �
) and then fluctuates as the mobility rate increases. This is

because the occurrence of multiuser diversity via relaying increases with mobility as
nodes are likely to be present ubiquitously. This multiuser diversity is best motivated
by the information theoretic results of Knopp and Humblet [79]. They showed that the
optimal strategy is to schedule at any one time only the user with the best channel to
transmit to the base station. Grossglauer and Tse exploit multiuser diversity through
relaying for mobile ad hoc networks [8]. The basic idea is for a source to distribute
packets to as many different nodes as possible; these nodes relay the packet to the final
destination whenever they get close to the destination. Indeed, by using all the other
node excluding the source and destination node as relays, the communication is then
performed through two multiuser links: a downlink from the source to all the relays,
and an uplink from the relays to the destination. Note that, the direct point-to-point link
is a statistically poor channel, because it is only strong for a small fraction of time when
the source-destination pair are close by. Therefore, due to a multiuser diversity effect,
the throughput of the downlink is high because at any time, there is likely to be a relay
node close to the source to whom the source can transmit the information. The same
rule holds for the uplink in relation with the destination. Therefore, the expected path
length remains constant. It has to be mentioned that the multiuser diversity via relaying
require the information about the neighboring nodes and its results depends strictly on
the movement model. The point where the fluctuation begins, roughly after

� � �
pause

time second, depends on network parameters and models, which affect the absolute
performance of the protocols in a non-uniform way. By network parameters, we mean:
mobility rate, density, size, traffic load; and by network models: traffic pattern, and
mobility model.

Gupta and Kumar demonstrated that for a � fixed nodes with random traffic pattern
forming a wireless network, the per-node capacity is

��� ��� � �	� 
��
� � [7]. Jinyang Li et
al. examined the effect of different traffic patterns on per node capacity. They showed
that random choice of destination causes a tendency for more packets to be routed
through the center of the network than along the edges, which limits the capacity of
the network. The authors concluded that the less local the traffic pattern is, the faster
per node capacity degrades with the size of network. Grossglauser and Tse studied the
effect of mobility on the capacity of ad hoc networks, and showed that capacity im-
provement can be achieved in the presence of mobility [8]. Camp et al. have provided
valuable simulation results demonstrating that the performance of an ad hoc network
protocol can vary significantly with different mobility models [9]. They also observed
that the choice of mobility model may require a specific traffic pattern which signifi-
cantly influences the protocol performance. D. D. Perkins et al. evaluated the impact
of mobility rate, network size, and traffic load on the protocol performance [10]. They
observed that the number of traffic sources has the strongest impact on the protocol
performance followed by the mobility rate and network size. Also, they noticed that
increasing the rate of traffic load and the number of traffic source may not result in the
same performance results.
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We conclude that as the network parameters, mobility rate, density, size, and traffic
load (number and rate), increase, traffic patterns should remain local. This implies an
upper bound to the path length, which also should remain constant as the network size
grows. To keep the traffic pattern local, an appropriate mobility model has to be used
so as to maximizes the multiuser diversity.

C.5 Related Work

The following cited research efforts provide the most related performance comparison
of routing protocols to our work, as they use the same ns2-based simulation environ-
ment.

Broch et al. evaluated four ad hoc routing protocols including AODV, DSDV, DSR
and TORA [17]. They used

� �
node models with similar mobility and traffic scenarios

as those used in our simulations. They compared both high movement speed (
7 �

m/s)
and low speed (

�
m/s). Traffic loads are kept low (

�
packets/sec,

��� 6 9 �
sources, � �

byte packets). Packet delivery fraction, number of routing packets and distribution of
path lengths were used as performance metrics. The results showed that each protocol
performs well in some cases yet has certain drawbacks in others. In their simulation,
the performance of DSR was very good at all mobility rates and movement speeds,
although its use of source routing increases the number of routing overhead bytes re-
quired by the protocol. AODV also performs almost as well as DSR at all mobility
rates and eliminates source routing overhead, but it becomes more expensive than DSR
as the frequency of topology changes increases.

Johansson et al. extended the above work by introducing a new mobility metric that
measures mobility in terms of relative rather than absolute speed of a node and pause
times [71]. Again,

� �
nodes were used. Traffic loads are kept low: only

� �
CBR

sources. The packet size was � � bytes and the packet rate was initially
�

packets/second,
and then ranged from

�
to
7 �

. Throughput, delay and routing load (in both numbers of
packets and bytes) were measured. The overall observation showed that DSR is more
effective in low loads, while AODV is more effective at higher loads. The packet-wise
routing load of DSR was almost always significantly lower than AODV, however, the
byte-wise routing load was often comparable. The authors attributed the comparative
poor performance of DSR to the source-routing overheads in data packets. They used
small data packets ( � � bytes) thus making things somewhat unfavorable for DSR.

Perkins et al. also compared the performance of AODV with DSR in [70]. Two field
configuration were used,

� � ��� � � 9 ��� � field with
� �

nodes and
7�7 ��� � � � ��� � field

with
�����

nodes. They used
� �87

bytes per packet to make it favorable for DSR. To
show the difference between these two protocols in high load, they also compared

� �

sources. Packet delivery fraction, average end-to-end delay of data packets and nor-
malized routing load were evaluated. The general observation from their simulation is
that for application oriented metrics such as delay and throughput, DSR outperforms
AODV in less stressful situations, i.e., smaller number of nodes and lower load and/or
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mobility. AODV, however, outperforms DSR in more stressful situations, with widen-
ing performance gaps with increasing stress (e.g., more load, higher mobility).

Jacquet et al. evaluated the performance of OLSR with AODV and DSR [80]. They
considered

� �
nodes in

������� � ������� field;
7 � �

simulation time; with the speed of
� 6 �

m/s with
� 6 � s pause time;

7 �
CBR sources with the rate of

���
packets/second and size

of � � bytes/packet for the duration of
���

seconds. They also studied the performance
of TCP traffic in Manet. Comparison have been done on packet delivery rate, control
traffic overhead, route length, and performance under TCP traffic. They demonstrated
that the performance of OLSR is better than that of AODV and roughly similar to DSR
for the low mobility rate, while AODV and DSR outperform OLSR in high mobility
rate. They observed that proactive protocols outperform reactive protocols in heavy
traffic load. For the TCP traffic, they also observed that OLSR as a proactive protocol
performs significantly better than both AODV and DSR.

D CONCLUSION

We have proposed a hybrid routing protocol for mobile wireless ad hoc networks,
which benefits from the separation of topology management and route determination.
We adopt a modular approach in order to address the competing design goals of min-
imum delay, minimum overhead and maximum packet delivery fraction. HARP effi-
ciently combines two routing strategies: proactive and reactive depending on whether
the destination node belong to the same zone as the forwarding node. The forest and
localization properties of HARP makes the protocol fully bandwidth efficient because
control messages do not propagate throughout the network. Therefore, HARP remains
scalable as the density and number of nodes in the network increases.

We have compared the performance of this hybrid protocol with AODV, DSR and
OLSR. The key metrics for evaluation are packet delivery fraction, end-to-end delay
and routing overhead. The obtained results show that our hybrid protocol outperforms
other protocols. The packet delivery fraction for HARP is close to the same level as the
best-performing DSR and much better than AODV and OLSR. Furthermore, this level
is achieved without any degradation in the other metrics. Dynamic topology manage-
ment in HARP is a key factor as it has a load balancing effect. The end-to-end delay in
the case of HARP is the best among all protocols under consideration. Moreover, the
the difference of the end-to-end delay obtained by HARP with other protocols is very
high when mobility is low. This can be attributed to the effect of the topology manage-
ment mechanism in HARP. Although the overhead of HARP in terms of total number
of transmitted packet is higher than that of DSR and OLSR in more stressful situations,
most of the packets are due to beaconing process used for topology management. DSR
reduces the number of route discovery cycles by using caching mechanism. OLSR
keeps the rate of the topology update constant which in turn decreases the reactiveness
of the protocol to link changes induced by mobility. When we look at the overhead in
bytes, the lowest overhead is incurred by OLSR following by HARP. This is because
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OLSR does not adapt to increase mobility, while HARP detects and reacts to more link
failure when mobility increases. The drawback of DSR is that the routing packets carry
the full route (source routing). This is reflected in the high byte overhead incurred by
DSR. In this case, HARP is able to keep a low overhead in bytes while still minimizing
the delay. Overall, we can safely say that our hybrid protocol performs very well under
different load and mobility conditions.

We will continue to explore the performance of HARP under new network parame-
ters, models, and performance metrics. One of the issues that we would like to see is
the behavior of HARP in the presence of symmetric links. We hope that our results
encourage further research and development for hybrid routing protocols and HARP
specially.
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Abstract— A lightweight efficient quality of service model is suggested for mobile ad hoc net-
works. It generates paths with respect to the network quality to avoid unbalanced network
utilization while minimizing the resource consumption, and then selects according to the ap-
plication requirements. In this model, network metrics and application metrics are used as the
additional constraints to the conventional ones to determine paths between a source and a des-
tination, because we believe that the quality of service that an application requires depends on
the “quality” of the network. Due to link failure caused by lack of ad hoc network resources and
node mobility on a path, this quality should not only reflect the available resources on a path but
also the stability of that path. The simulation results show that the proposed QoS model improves
significantly the routing performance, specially in terms of delay, over the standard shortest path
model.

Keywords—Mobile ad hoc networks, quality of service, quality of connectivity, network metrics,
application metrics, connectivity.

W ITH the introduction of real-time audio and video applications, specifically
two-way voice communications (e.g. telephony) into mobile ad hoc networks,

the communication path that is selected between the nodes has to meet additional con-
straints (e.g. delay). In addition to the destination node, the application must also
supply the constraint parameters (i.e. its QoS parameters) to the routing protocol so
that a suitable path can be found. The routing protocols that support QoS must be
adaptive to cope with the time-varying topology and time-varying network resources.
For instance, it is possible that a route that was earlier found to meet certain QoS re-
quirements no longer does so due to the dynamic nature of the topology. In such a case,
it is important that the network intelligently adapts the session to its new and changed
conditions.

According to RFC 2386 [81], quality of service means providing a set of service re-
quirements to the flows while routing them through the network. This definition may
not be valid in mobile ad hoc networks since even the Internet today, with high-speed
high-quality fixed communication links, is unable to deliver guaranteed end-to-end
rates or delay [82]. For mobile ad hoc networks, with time-varying low-capacity re-
sources, the notion of being able to guarantee these form of QoS is not plausible. In-
stead, applications must adapt to time-varying low-capacity resources offered by the
network. Therefore, the quality of service that an application requires depends on the
quality of the network. Hence, the quality of service in mobile ad hoc network can be
redefined as a set of parameters in order to adapt the applications to the quality of the
network while routing them through the network. Therefore, quality of service routing
is a routing mechanism under which paths are generated based on some knowledge
of the quality of the network, and then selected according to the quality of service re-
quirements of flows. Hence, the task of QoS routing is to optimize the network resource
utilization while satisfying application requirements.

Because the quality of service that an application requires depends strictly on the qual-
ity of the network, we define network layer metrics (NLM) and application layer met-
rics (ALM) as the additional constraints to the conventional ones to determine paths
between a source and a destination [57, 58]. Network metrics are used to determine the
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quality of a path to route the data traffic using the quality of individual node in that path.
We use concave and additive functions to represent the network metrics corresponding
to a path given the values of these metrics for individual nodes on that path. We de-
fine three ALM, in addition to the standard best-effort, to meet specific application
requirements. In order to be able to compute these metrics, a reasonable combination
of network metrics is mapped onto the application metrics. Once the quality of paths
is determined by the network metrics, the application metrics select exactly one path in
order to meet the desired requirements. In this sense, the application metrics become
secondary metrics and support applications.

In the following, some background information about the basic QoS model is pre-
sented. The intuition of the proposed QoS model is presented followed by its detailed
description. Various simulation results are presented. The extension of the model for
proactive and reactive schemes is described. Finally, some ideas for future work along
with the conclusion are provided.

A BACKGROUND ON QUALITY-OF-SERVICE MODELS

The presence of mobility implies that links make and break often and in an indeter-
ministic fashion. This dynamic nature makes routing and consequently QoS support in
these networks a challenging task [83, 84, 85, 86]. Further, since the quality of mobile
nodes (in terms of their connectivity to the network, e.g. enough buffer, battery) varies
with time, present QoS models for wired networks are insufficient for such networks
[87]. Integrated services (IntServ) [88] and Differentiated services (DiffServ) [89] are
the two basic architectures proposed to deliver QoS guarantees in the Internet. A vari-
ant of these two architectures: a Flexible QoS Model for Manet (FQMM) [90] has
been proposed for ad hoc networks. Below is a short summary of IntServ, DiffServ,
and FQMM.

� Integrated Services—IntServ architecture allows sources to communicate their
QoS requirements to routers and destinations on the data path by means of a
signaling protocol such as RSVP [91, 92]. Hence, IntServ provides per-flow
end-to-end QoS guarantees. IntServ defines two service classes: guaranteed
service [93] and controlled load [94], in addition to the best effort service. The
guaranteed service class guarantees to provide a maximum end-to-end delay, and
is intended for applications with strict delay requirements. Controlled load, on
the other hand, guarantees to provide a level of service equivalent to best effort
service in a lightly loaded network, regardless of network load. This service
is designed for adaptive real-time applications. As is the case in the Internet,
IntServ is not appropriate for mobile ad hoc networks, because the amount of
state information increases proportionally with the number of flows, which re-
sults in scalability problems.
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� Differentiated services – DiffServ architecture avoids the problem of scalability
by defining a small number of per-hop behaviors (PHBs) at the network edge
routers and associating a different DiffServ Code Point (DSCP) in the IP header
of packets belonging to each class of PHBs. Core routers use DSCP to dif-
ferentiate between different QoS classes on per-hop basis. Thus, DiffServ is
scalable but it does not guarantee services on end-to-end basis. This is a draw-
back that hinders DiffServ deployment in the Internet, and remains to be a draw-
back for Manet as well, since end-to-end guarantees are also required in Manet.
In DiffServ, we can identify three different classes: expedited forwarding, as-
sured forwarding, and best effort. Expedited forwarding provides a low delay,
low loss rate, and an assured bandwidth. Assured forwarding provides guar-
anteed/expected throughput for applications, and best effort which provides no
guarantee.

DiffServ and IntServ require accurate link state (e.g. available bandwidth, packet loss
rate , delay, and etc.) and topology information. The time-varying low-capacity re-
sources of the ad hoc networks make maintaining accurate routing information very
difficult. However, we think that a quality of service model for Manet should benefit
from the concepts and features of the existing models in order to build on a model that
satisfy such networks. A variant of these two architectures, called a flexible QoS model
for Manet (FQMM), has been proposed for mobile ad hoc networks [90]. FQMM de-
fines three type of nodes: an ingress node which sends date, an interior node which for-
wards data to other nodes, and an egress node which is a destination. Obviously, each
node may have multiple role. This model selectively uses the per-flow state property
of IntServ, and the service differentiation of DiffServ. That is to say, for applications
with high priority, per-flow QoS guarantees of IntServ are provided. On the other hand,
applications with lower priorities are given per-class differentiation of DiffServ. There-
fore, FQMM applies a hybrid provisioning where both IntServ and DiffServ scheme
are used separately. In FQMM, both IntServ and DiffServ scheme are separately used
for different priority classes. Therefore, the drawbacks related to IntServ and DiffServ
remain to be a drawback in FQMM.

B PROPOSED QUALITY-OF-SERVICE MODEL

B.1 Assumption

In the proposed quality of service model, a mobile ad hoc network with a symmetric
environment where all nodes have similar capabilities is considered. By capabilities,
we mean transmission range, battery life, processing capacity, buffer capacity, and
speed of movement. However some modifications are needed in order to validate the
model in a fully asymmetric environment.
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B.2 Intuition

Unlike fixed networks such as the Internet, quality of service support in mobile ad hoc
networks depends not only on the the available network resources but also on the node
mobility. This is because mobility may result in link failure which in turn may result
in a broken path. Furthermore, mobile ad hoc networks potentially have less resources
than fixed networks. Therefore, more criterion are required in order to capture the
quality of the links between nodes.

We suggest a quality of service model that separates the network layer metrics from
the application layer metrics because we believe that the quality of service that an
application requires depends on the quality of the network. Our model extends the
core routing functionalities, mainly path generation and path selection procedures (c.f.
Chapter IV), for supporting quality of service. In the path generation process, the
quality of a path to route the data traffic is computed using the quality of each individual
node in that path. This quality is measured by the network metrics. Three network
metrics are defined: hop count, path buffer, and path stability. Hop count corresponds
to the number of hops required for a packet to reach its destination. The hop count of
the path is very important because the more hops a packet traverses, the more resources
it consumes. For example, a 1-Mbps flow that traverses two hops consumes twice as
many resources as one that traverses a single hop. The two other metrics: path buffer
and path stability, determine the buffer level and stability level used to described the
quality of connectivity for a path instead of for a node (c.f. Chapter III). So, the network
metrics are computed during the path generation procedure. Indeed, we use concave
and additive functions to represent the network metrics corresponding to a path given
the values of these metrics for individual nodes on that path. With the knowledge of
the quality of paths, application metrics select the most suitable path according to the
desired QoS class. For this purpose, application requirements are classified into three
QoS classes: I, II, & III with a descending priority. Then, each class is mapped onto
appropriate metrics at the application layer including delay, throughput, and enhanced
best-effort; respectively. In order to be able to compute these metrics, a reasonable
combination of network metrics is mapped onto the application metrics. In fact, the
path buffer and the hop count are used to compute a path for the class I and II, while
class III uses the path stability and hop count to determine a path. Fig. V-1 shows the
mapping between QoS classes (I, II, & III); delay, throughput, and enhanced best-effort
at the application layer; hop count, buffer level, stability level at the network layer.

In order to keep the routing overhead low and support fast routing decisions in QoS
routing, a state is associated to the available network resources. In the path generation
phase, the nodes use this state information to generate paths according to the available
network resources. Then in the path selection phase, this state is used in conjunction
with the desired QoS class to select the most suitable path according to the application
requirements.
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Fig. V-1. Global view of layered quality of service model

B.3 Network Layer Metrics

Network metrics characterize the quality of paths in terms of their available resources
and the stability of such resources. This is because the quality of service that an appli-
cation requires depends strictly on the quality of the paths. Three network metrics are
defined: hop count, path buffer, and path stability; which are computed during the path
generation procedure in order to indicate the kind of service requirements that can be
met by the generated paths. Hop count defines the hop-wise distance between source
and destination, and it used to minimize the network resource utilization. Path buffer
and path stability extend the notion of buffer level and stability level used to define the
quality of connectivity for a path (c.f. Chapter III). They are used in conjunction with
the hop count metric so as to avoid unbalanced network utilization. Hence, the network
metrics provide a trade-off between load balancing and resource conservation.

In the path generation phase, network metrics are propagated through the nodes of gen-
erated paths. With the exception of hop count- which is simply the number of hops re-
quired to reach the destination, concave and additive functions are used to represent the
network metrics corresponding to a path given the values of these metrics for individual
nodes on that path. Suppose � is a path between source node � and destination node
� (that is � is a sequence of (non-repeating) nodes, hence � � 
 �

� ���
�
�����
� � � � � � ).

One way to estimate the value of these metrics for � is:
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The stability level of � makes a trade-off between the most stable path when network
mobility is high and shortest path when network mobility is low. The buffer level of �
is represented by the node with the least buffer on � . Indeed, this is appropriate for the
route generation procedure, since a route is rendered broken even if one intermediate
node has no buffer.

Recall from Chapter III, that a two-bit code is used to capture the buffer and stability
levels and classify them into high, medium, low and selfish states respectively. In com-
puting the corresponding codes for these metrics on paths, we first map these states to
the set

�89 � 7 � � � � ! respectively, evaluate the metrics for the paths as given above, and
then unmap the result back to these codes using a ceiling function.

B.4 Quality of Service Classes and Metrics’ Mapping

In order to incorporate application requirements in the path selection procedure, we
have to translate them into meaningful metrics. In our model, initially applications are
classified into different QoS classes. Then, each class is mapped onto the appropriate
application metrics that specify the application QoS constraints. Afterward, a reason-
able combination of network metrics is mapped onto each QoS classes and therefore
to its ALMs. This enables ALMs to select exactly one path based on the desired QoS
class which is more likely to meet application requirements.

We define three QoS classes for the destination to select the best available path [95].
Class I corresponds to applications that have strong delay constraints, for example
applications with real-time traffic such as voice. The corresponding service of this
class in DiffServ is referred to as expedited forwarding and in IntServ to as guaranteed
service. The well-known port for this class is VAT. We map this class to the delay
metric at the ALMs, and to the buffer level and hop count at the NLMs. Therefore,
the path selection procedure attempts to extract a path that has minimum delay on the
basis of the average buffer level and hop count. We assume that queuing delay of a
packet is a good estimate of its end-to-end delay. Class II is suitable for applications
requiring high throughput such as video or transaction-processing applications. The
service of this class is referred to assured forwarding in DiffServ and controlled load
in IntServ. FTP and HTTP are the well-known ports for this class. We map this class
to the throughput metric at the ALMs, and to the buffer level and hop count at the
NLMs as in the first class. Finally, Class III has no specific constraints. These classes
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are referred to the best-effort in both architectures. We map this class to the enhanced
best-effort at the ALMs, and to the stability level and hop count at the NLMs. The
rationale behind the enhanced best-effort service is that it compromises between the
most stable path and the shortest path. In fact, it selects the most stable path when
the network mobility is high and the shortest path when the network mobility is low.
Table V-1 shows the defined QoS classes together with their ALMs constraints and
the corresponding NLMs. A detailed description of how the application metrics are
mapped on to the network metrics is given in the following section.

TABLE V-1. QOS CLASSES & MAPPING

Priority Classes ALMs NLMs
Class I Delay Buffer & Hop Count
Class II Throughput Buffer & Hop Count
Class III Enhanced Best-Effort Stability & Hop Count

B.5 Application Metrics

The application metrics are employed by the path selection procedure. Indeed, they
give a reflection of paths’ class for the application based on the information provided
by the network metrics. This reflection is a basis to compare the generated paths, and
select the most suitable one.

� Delay—the delay is the total latency experienced by a packet to traverse the net-
work from the source to the destination. At the network layer, the end-to-end
packet latency is the sum of processing delay, packetization, transmission delay,
queuing delay and propagation delay. Queuing delay contributes most signifi-
cantly to the total latency and all other delays are negligible. Hence, it is appro-
priate to estimate the total latency experienced by a packet by the queuing delay
experienced by the packet as it moves from the source to the destination. From
the two metrics: path buffer (say

�
) and hop count (say



) computed using equa-

tion V-1 and V-1, one can estimate the queuing delay experienced by a packet as
in equation V-4, where 	 is the buffer size and

�
represents the total link through-

put. Recall that
�

represents the unallocated buffer, and hence 	56 �
denotes the

buffer occupancy.

� � ��" � � � � 
 � � 	 6 � � � � (V-4)

� � ��� �
� � � ��� � � � � ��"

� � � (V-5)

� Throughput—the throughput is defined as the rate at which packets are transmit-
ted in the network. It can be expressed as the peak rate or the average rate. Note
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that the throughput is reduced because of packet loss, that may be caused by link
failure due to node mobility and lack of resources. Assuming that each node’s
throughput is

�
, the throughput for an end-to-end connection can be estimated

as:

� � � 
 	���� # 
 � � � � �7 
 � � 	 6 � � (V-6)

� � ���
	
� � � ��� � � � � �


 	���� # 
 � � � (V-7)

� Enhanced Best-Effort—the enhanced best-effort service provides no service guar-
antees for the applications. It compromises between the most stable path in high
mobility case and shortest path in low mobility case. In the former case, it es-
tablishes the most stable path so as to improve delay performance caused by link
failure caused due to the node mobility. In the latter case, it selects the shortest
path to minimize network resource utilization since the more hops a flow tra-
verses, the more resources it consumes. We evaluate this metric in the following
equation, where � represents the path stability.

�
����
 . ��
�'�� � ���&$&� � 	 ��0&� � � (V-8)

� � ��� �
� � � ��� � �

�
����
 . ��
�'�� � ���&$&� � 	 ��0&� (V-9)

C PERFORMANCE EVALUATION

We use a simulation model based on ns-2 in our performance evaluation [67]. In the
following, we compare the performance of the QoS routing (marked HARP+TM+QoS)
with the shortest path routing (marked HARP+TM+SP). In HARP+TM+QoS, each
source randomly selects a metric among delay, throughput, stability, and shortest path
when it initiates a path discovery procedure; while HARP+TM+SP always chooses the
shortest path. Two key performance metrics are evaluated: packet delivery fraction,
and average end-to-end packet delay, under various mobility rate and traffic load. We
used the same configuration as in the previous simulations:

� �
nodes in

� � ��� � 9 ��� ;
� ��� simulation time; with the speed of

� 6 7 �
m/s with

�
pause times;

��� � 7 �
and

9 �
CBR sources with the rate of

�
packets/seconds and size of

� �87
bytes for the whole

simulation time.

Fig. V-2 shows the packet delivery fraction and the average packet delay under different
traffic load and mobility rate. Under light traffic load, packet delivery fraction of the
SP metric outperforms the QoS (Fig. V-2(a)). This is because the QoS render a longer
path than SP which in turn increases the chance of link failures as nodes become more
mobile. As a result, the number of packet drops in QoS is higher than SP. Remember
from the previous chapters that the path discovery is only propagated from zone to
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Fig. V-2. Packet delivery fraction for the 50 nodes with various number of sources
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zone, and the average path length within a zone is no longer than
7

times of the optimal
path length. However, the advantage of QoS becomes apparent when the traffic load
gets heavy. With the SP, the tendency for more packets to be routed through the center
of the network than along the edges increases as the traffic load increases. As the
network traffic becomes heavy, these routes becomes congested, causing packets to
be delayed or dropped. On the other hand, HARP+TM+QoS tries to distribute the
traffic and take the advantage of edge routes. This is why the delay performance of
HARP+TM+QoS is always better than HARP+TM+SP (Fig. V-2(b), V-2(d) & V-2(f)).
However, the relative performance of both protocols with respect to packet delivery
fraction for medium and high traffic load is almost similar (Fig. V-2(c), & V-2(e)).
Therefore, we can conclude that the QoS mainly improves delay performance.

D ADDITIONAL MECHANISMS

D.1 Path Stability Period

The stability level can also be seen as a widthwise metric since it is possible to consider
this metric for all QoS classes. It can be used to capture the duration for which the
communication between the source node and destination node may remain unbroken.
This duration is called stability period. The rationale relies on the fact that a high
stability indicates (with a large probability) a low state of node mobility, while a low
stability indicates (with a large probability) a high state of mobility. For a path �
between the source node � and the destination node � , we estimate the stability period
as:

� � � � � $&��������� ����� � % (V-10)

Where � � $&��������� ����� is estimated using a concave function (refer to equation IV-1), and
% is the beaconing period for stability evaluation (see Chapter III H.1). Note that if
the stability period of a particular path is equal to the beaconing period % , then this
implies that all nodes on this path are stable, and hence the connection is expected to
remain unbroken for the entire period % . Stability period is used to estimate the life of a
selected path. If the stability period of a path is low, then a new path generation phase is
expected to be triggered soon, because it is likely that a link on this path would go down
(it has low stability). This is a desired behavior for the delay sensitive application. On
the other hand, if the stability period of a path is high, then this path has a long life.

D.2 Service Differentiation in Nodes

The model differentiates services and provides soft guarantees to network resources
for an admitted application by using a class-based weighted fair queuing (CB-WFQ)
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at intermediate nodes.

In this section, we propose an analogy of DiffServ architecture proposed for the In-
ternet, which extends our model to provide a mechanism that guarantees the network
resources for an admitted application on per-class basis.

class 3

class 2

class 1

Server

Outgoing
traffic

Fig. V-3. Service Differentiation in an Ad hoc Node

To achieve this, we propose using the class-based weighted fair queuing (CB-WFQ)
scheduling in ad hoc nodes. Class-based WFQ is the extension of the standard weighted
fair queuing (WFQ) [96, 97] functionality to provide support for user-defined traffic
classes. In CB-WFQ, a queue is reserved for each QoS class, and traffic belonging
to a class is directly forwarded to the queue for that class. Fig. V-3 shows service
differentiation in a node. After packets are assigned to their corresponding queues, they
receive prioritized service based on user-configured weights assigned to the queues.
We define QoS classes in Tables V-1. In our approach, classification is performed by a
source node. A source node assigns a QoS class to a packet by tagging a (two bit) code
to the IP header of each packet belonging to an application. No further classification
is required at the intermediate nodes. Upon arrival at an intermediate node, a packet
is directly placed to the queue associated to its QoS class. Hence, each queue buffers
packets belonging to the same QoS class. In this model, the packets that reside in the
same queue may belong to different applications with the same QoS class.

Finally, the server services packets from different queues based on the priority of the
queue, which corresponds to the weights set for each queue in every node. Example of
weights for each queue at the node can be set such that, class I service occupies 60%
of the CPU times, class II service 30%, and class III service gets 10%. The weights
in CB-WFQ are necessary to guarantee minimum bandwidth to each QoS class, this
also prevents complete starvation of applications with lower priorities. Furthermore,
the unused capacity in CB-WFQ is shared amongst other classes proportional to their
weights. Traffic belonging to class I has strong delay constraints, and hence must
be forwarded with a priority, and this is captured by service differentiation. Hence,
using CB-WFQ, a node guarantees QoS resources of an admitted application through
scheduling.
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E EXTENSIONS FOR ROUTING PROTOCOLS

According to our quality of service model, we re-establish the core routing functional-
ities described in Chapter II. They consist of:

� Path Generation—(i) including NLMs into routing state information, (ii) generat-
ing paths according to NLMs;

� Path Selection— (i)mapping desired QoS class to ALMs, (ii) computing ALMs
from NLMs,(iii) selecting the most suitable path according to ALMs;

� Data Forwarding— assigning data to its appropriate queue according to its QoS
class.

In view of the steps presented above, the main question is: How can a routing protocol
be extended to support QoS? For this purpose, we explore some issues in ad hoc rout-
ing. One of the issues with routing in ad hoc networks concerns whether nodes should
keep track of routes to all possible destinations, or instead keep track of only those
destinations that are of immediate interest. A node in an ad hoc network does not need
a route to a destination until that destination is to be the recipient of packets sent by the
node, either as the actual source of the packet or as an intermediate node along a path
from the source to the destination. In the literature related to routing strategies used in
mobile ad hoc networks, we find two main classes of routing including proactive and
reactive [2, 15]. For the sake of clarity, we describe briefly each class together with the
necessary modification that has to be made to support our QoS model.

E.1 Proactive Approach

In proactive routing protocols, each node continuously keeps track of routes for all
destinations in the network. Routing information is periodically generated throughout
the network in order to maintain routing table consistency. When an application starts,
a route can be immediately selected from the routing table. Proactive routing methods
can be classified as two primary algorithms: link-state and distance-vector [19, 12].
We describe our extension for each algorithm.

In the link state approach, each node maintains a view of the network topology with
a cost for each link. In order to support QoS, each node periodically broadcasts the
NLMs of its outgoing links to all other nodes in the network. Indeed, NLMs replace
the link costs in the classical link-state algorithm. As a result, each node has a labeled
graph which represents the topology of the entire network with the QoS state of each
node as well as the number of hops for each destination. In order to choose the next
hop for a particular destination meeting application requirements, a node maps the
link costs as the associated NLMs onto the ALMs according to the desired QoS class.
Then, it applies a shortest-path algorithm with the associated ALMs to the labeled
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graph to determine the next hop. This next hop is used to forward data traffics toward
the desired destination. During the forwarding process, the data traffics are assigned
to their appropriate queues according to their QoS classes. For example, for a delay
sensitive application, in order to determine the next hop, a node estimates the cost of an
outgoing link from node � to node � as � � 
 ��� 	56 � � � � . Note that this cost reflects the
queuing delay experienced by the packet at node � if it were routed to its destination
along � . Hence, a shortest path with the cost of links defined in such a manner will
yield the path with minimum queuing delays.

In distance vector algorithms, each node
�

maintains for each destination 
 , a set of
distances � � � � 
 � , where

�
is a neighbor of

�
. In order to support QoS for distance-

vector algorithm, each node broadcasts a set of NLMs instead of a set of distances only
to its neighborhood. Thus, each node regularly updates the NLMs of its outgoing links.
In order to route a packet to destination 
 , node

�
picks the neighbor � as the next hop if

� � � � 
 � � ��� � � � � � � 
 � ! , as in the classical Distributed Bellman-Ford (DBF) algorithm
[14, 98]. However, unlike the present distance vector algorithms, the NLMs are taken
into account to determine the next hop. Indeed in the process of next hop selection,
each node maps the desired QoS class to ALMs, and then compute ALMs according
to NLMs. The succession of next hops chosen in this manner leads to 
 along the
shortest path. To keep the distance estimates up to date, each node monitors the NLMs
of its outgoing links and periodically broadcasts its current estimate of the shortest
distance from itself to every other node in the network. Once next hop is selected, data
forwarding occurs within the appropriate queue.

E.2 Reactive Approach

In reactive routing protocols, a node generates all possible paths throughout the net-
work only when necessary in response to data traffic demands at a source node. This
process is completed once all possible paths have been examined in order to select the
most suitable one. Therefore, for every unknown destination all possible paths have to
be generated. In order to support QoS for reactive routing, the source nodes computes
the NLMs of all possible paths for the destination that it wishes to communicate with.
Once the NLMs are computed, a path can be selected based on the desired QoS class
thanks to the mapping between QoS classes, ALMs, and NLMs. Note that, the QoS
class identifies the service that is required by the applications. It is also used to assign
packets to their appropriate queues during the routing process. Finally, source node
uses the selected path for data forwarding.

To give the intuition of our model, for example if the destination receives two paths ( � �
and � � ) with different hop counts (



� and



� ,



�
� 


� ), different buffer levels (
�
� and�

� ,
�
� 
 �

� ), and equal stability level; then it may select ��� if the application is FTP
(since FTP applications require low loss rate), while it may select � � if the application
is voice (since audio applications require low latency).
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F CONCLUSION AND FUTURE WORK

We have proposed a quality of service model that considers the characteristics of Manet
and tries to emulate both end-to-end service management of IntServ while maintaining
the scalability and per-class service differentiation of DiffServ. It defines the network
metrics from the application metrics as the additional constraints to the conventional
ones in order to responds to two different requirements: at the network side, it max-
imizes network life time by evenly distribute the traffic throughout the network; and
at the application side, it selects a path which is more likely to meet application re-
quirements. As a result, our QoS model consider the current quality of the network in
addition to application requirement to establish end-to-end communication path.

We have evaluated the performance of our QoS routing protocol with its shortest path
version. The simulation results have shown that the gain of QoS in comparison with SP
is more significant in terms of end-to-end packet delay than packet delivery fraction.
It is worthwhile to evaluate the performance of the QoS model without the topology
management strategy. Therefore, the question of whether the model by its own could
provide load balancing in the network remains open.
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CHAPTER VI

Conclusion

ROUTE determination and topology management are two key issues in designing
a routing protocol for the mobile ad hoc networks. Several research efforts have

shown the difficulty of coping with these issues and their associated challenges. How-
ever to the best of our knowledge, these factors have always been dealt as one single
problem, in particular by topology-based routing protocols. Most of the solutions are
often biased either on the route determination to improve packet delivery fraction or
on the topology management to improve the delay performance. For instance, the ef-
fect of mobility is different on the performance of AODV, DSR, and OLSR [70]. In
the presence of mobility, link failure can happen frequently. OLSR does not adapt to
increased mobility, the update interval remain constant. AODV and DSR on the other
hand detect and react to more link failures when mobility increases. In AODV, link
failures trigger new route discoveries whose frequency is directly proportional to the
number of route breaks. This makes the overhead of AODV strictly dependent to the
network conditions. In more stressful situations (i.e. large number of nodes, sources,
and/or mobility), increasing this frequency does not improve the protocol performance
as this may increase the probability of collision resulting link failures for other traffic.
The reaction of DSR is to delay the route discovery procedure until all cached routes
fail. But with high mobility, the chance of the caches being stale is quite high results
in significant performance degradation. We believe that route determination and topol-
ogy management have to be tackled independently. Routing protocol must always stay
tuned to the network conditions and react accordingly. That is why, an architecture that
separates topology management from route determination is proposed. In this archi-
tecture, topology management dynamically adjusts the network topology with respect
to the quality of network; whereas route determination finds the optimal path on the
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adjusted topology to meet application requirements. The principle of adjusting net-
work topology is that not all connectivity will be suitable when the network situation
becomes stressful. Hence, the route discovery is only propagated on the adjusted topol-
ogy. Thus, mobility may only render a longer path; it increases neither the frequency of
route discovery, nor the delay of route acquisition (because the path is not congested).

The proposed architecture tackles the issues of delay and overhead independently from
the routing performance issue. The control overhead of a routing protocol is directly re-
lated to the the scope of route discovery and the mechanism used for propagating route
requests. For example, if flooding is used for sending requests, it will lead the propa-
gation of route requests in an omni-directional way throughout the network. Thus, the
request will travel even to those parts of the network that are no way near the destina-
tion. This constitutes a wastage of resources. Hence, one way of reducing overhead
is by using a mechanism that does not induce flooding. There is another dimension to
the flooding issue that is related to the scope of the request. If we are able to localize
the discovery process, it will ensure that the requests will not travel too far beyond the
distance at which the destination is located. Keeping these considerations in mind, we
propose a forest-based topology management scheme that attempts to minimize the ef-
fect of flooding. Furthermore, we employ a distance estimation algorithm to limit the
scope of the route requests. This can help in reducing overhead but it may have an ad-
verse impact on the delay performance because the estimates may not always be true.
In the latter case, further route discovery cycles will be required over a bigger area,
resulting in higher delay.This motivates us to use the concept of zones along with a
proactive intra-zone routing strategy. The delay performance will be greatly improved
by this approach. So far, we have been focusing on the trade-off between control over-
head and delay. We also need to maximize the network utilization by maximizing the
packet delivery fraction in the presence of frequent link failures. The single biggest
reason behind poor packet delivery performance is the variable nature of the wireless
channel. The problem is further exacerbated by the dynamic network topology. We use
the notion of quality of connectivity to address this issue. This metric can be used to
indicate the quality of nodes on the basis of a set of suitable criteria. The idea is to use
the metric to select highest quality links that are more stable and have a better chance of
ensuring high packet delivery performance. Furthermore, an adaptive approach is used
because quality may change over time. This implies that the resulting forest structure
will be dynamic which in turn, has a load balancing effect on the network.

This study have shown that the proposed architecture and protocols outperform AODV,
DSR, and OLSR. Delay performance is improved up to 30 percent in the shortest path
routing and up to 70 percent in the QoS routing in comparison with the reactive and
proactive protocols under study. This improvement level is achieved without any degra-
dation in the other performance metrics. The packet delivery fraction for HARP is close
to the same level as the best-performing DSR and much better than AODV and OLSR.
Although the overhead of HARP+TM in terms of total number of transmitted packet
is higher than DSR and OLSR in more stressful situations, most of the packets are due
to beaconing process used for topology management. In HARP+TM, a large amount
of control packets are broadcasted locally, while in AODV, DSR and OLSR they are
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broadcasted globally. When we look at the overhead in bytes, the lowest overhead is
incurred by OLSR following by HARP+TM. This is because OLSR does not adapt to
increase mobility, while HARP+TM detects and reacts to more link failure when mo-
bility increases. We claim that the proposed architecture and protocols offers promising
performance results, and has the best chance to scale to a large network.

Many questions on the proposed architecture remain unanswered. The areas inviting
further investigation include:

� What is the best criteria under which the constructed forest maximizes the load
balancing in the network ?

� What is the effect of network parameters such as mobility rate, network density
and size, number of traffic sources, traffic load; and network models such as
traffic pattern and mobility model on the performance of the proposed protocol ?

� How the routing performance is affected by type of routing (source vs. hop-by-
hop, zone vs. node level, and their combination) ?

� How the quality of service model can be extended to support metrics at lower
layers and what are the metrics ?
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