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Abstract
Our aim is to investigate reliable transmission for mul-
ticast communication and explore its relationship to
multicast routing. We derive two characterizations
that enable the comparison of routing algorithms and
error recovery mechanisms with respect to the multi-
cast tree topology, namely the probability mass func-
tion of successful receptions and the expected number
of retransmissions needed to deliver a packet from the
source to all receivers. We also give a tight approxima-
tion of the computationally expensive expected number
of retransmissions. These expressions allow to explore
the relationship between routing and error recovery for
multicast communication. We �nally evaluate the im-
pact of routing algorithms on the performance of reli-
able multicast transmission and give a realistic generic
model for a multicast tree.

Keywords: Reliable Multicast, MBONE, Multicast
Routing, Performance Evaluation, ARQ

1 Introduction
The MBONE [1] has given raise to a number of con-
ferencing applications such as vat, ivs, or vic where
timely delivery is most important and packet loss
can be tolerated. However, there is another class
of dissemination-oriented applications where reliable
multicast delivery from one source to many receivers
is required such as

� Information delivery e.g., newspaper excerpts,
software updates and software distribution.

� Distributed Simulation where state information
must be exchanged.

� Web caching and replication for cache hierarchies
such as Harvest.

In order to get a handle for designing and evaluating
reliable multicast transport protocols one needs to be
able to compute performance measures such as delay
or the number of retransmissions. We will derive the
formulas for computing
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� the probability mass function (pmf) for the num-
ber of receivers that successfully receive a packet
that is emitted once.

� the mean number of retransmissions until all re-
ceivers have successfully received a packet.

Since the exact expression is di�cult to compute we
also give a simple approximation for the mean number
of retransmissions.

Our aim is to investigate reliable transmission for
multicast communication and explore its relationship
to multicast routing. Very little work [2] was done
in this area and the e�ect of the topology on reliable
multicast is not well understood.

Recent multicast routing algorithms have been eval-
uated in terms of cost and delay [3, 4, 5], blocking
probability [6, 7] and overhead [8]. The impact of the
routing algorithm on reliable multicast transmission
has not yet been studied. Our results enable us to
study the impact of multicast routing algorithms on
reliable transmission. We will demonstrate the impact
for two multicast routing algorithms that are known
to perform best in terms of cost and delay.

Nearly all the research on the performance of re-
liable multicast communication [9, 10, 11, 12, 13] as-
sumes multicast trees where the loss on any link a�ects
only a single receiver.

We will take this special case of a multicast tree, re-
ferred to as MFAN (see �gure 3) into consideration
and compare it both, with trees that are the outcome
of routing algorithms and with two other generic mul-
ticast trees. We will show that the full binary tree (see
�gure 1) is a more realistic model for a multicast tree
than MFAN .

2 Multicast Trees

The formulas we derive are valid for all types of multi-
cast trees, i.e. they are independent of the topology of
the multicast trees. In order to evaluate the formulas
we de�ne three generic multicast trees and addition-
ally use two of the most popular multicast routing
algorithms to compute multicast trees for arti�cially
generated networks.
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Figure 1: Full Binary Tree (FBT )
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Figure 2: Linear Chain (LC)
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Figure 3: Multihop-Fanout (MFAN )

A 1:n { multicast connection forms a tree rooted at
the source. The loss in a multicast tree is dependent on
the topology. A tree topology has several parameters,
each of them having a di�erent in
uence on loss: (i)
tree height, (ii) number of receivers (members in the
multicast group), (iii) number of nodes in the tree2,
and (iv) the number of receivers a�ected by a loss over
a single link.

We have chosen these particular three generic mul-
ticast trees because they behave very di�erently with
respect to the impact of packet loss on a single link:

� For MFAN (�gure 3), always only a single re-
ceiver is a�ected.

� For the linear chain LC (�gure 2), depending on
what link the loss occurs, the number of a�ected
receivers can range from one to all receivers.

� For the full binary tree FBT (�gure 1), the im-
pact of loss lies between the one for MFAN and
LC, a�ecting either a single receiver or a sub-
group of all receivers.

By keeping the ratio of the number of receivers and
the number of tree nodes for all three trees approx-
imately at 0:5 (see Table 1) we collapse the two pa-
rameters (ii) and (iii) that in
uence loss into a single
one.

However, as the tree grows, the tree height will vary
if we keep the ratio of receivers and nodes in the tree
�xed (see Table 1).

MFAN FBT LC

the ratio
receivers

nodes

1

2 + 1
r

1

2� 1
r

1

2 + 1
r

tree height 2 log2(r) 2r

Table 1: The characteristic of the three generic mul-
ticast trees with respect to the number r of receivers

To generate "real" multicast trees we use two di�er-
ent multicast routing algorithms that base their rout-
ing decision on the optimization of cost or delay:

Cost optimization tries to minimize the sum of the
edge costs in the multicast tree. The Kou Markovsky
Berman algorithm [14], referred to as KMB, is
presently the most famous heuristic to approach the
optimal cost solution for a multicast tree. It constructs
a Heuristic Steiner Tree (HST ) [15] based on the
minimum spanning tree algorithm.

Delay optimization minimizes the delay from the
source to every receiver. The Shortest Path Algo-
rithm, analyzed by Doar [4] optimizes delay and con-
structs a shortest path tree (SPT ) that connects
every receiver to the source via the shortest path.

10 random networks with 200 nodes and an average
outdegree of 3:0 were constructed following Waxman
[16], with the modi�cation of Doar in [4] that avoids
the in
uence of the number of nodes on the average
outdegree. The method of Waxman is commonly used
by the Multicast Routing community [3, 4, 16, 17] to
compare the performance of di�erent Multicast Rout-
ing Algorithms on random networks.

On each of the 10 random nets, 100 multicast
groups with varying group sizes (5: : :140) and ran-
dom receiver locations had been routed by the two
algorithms for Cost and Delay optimization. A sam-
ple SPT is shown in �gure 4 and a sample HST for
the same network and the same group of 5 receivers is
shown in �gure 5.

The characteristics of the two multicast trees is
shown in �gure 6 and �gure 7. In �gure 6 it can be
seen that the ratio between receivers and nodes in the
multicast tree is not a constant. For r = 40, the trees
have a ratio receiver to nodes that is about 0:5 and
are therefore comparable with the generic trees.

2The number of edges in a tree is not stated, since for a tree:
edges = nodes � 1.
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Figure 4: A SPT with 5 receivers computed on
a random network
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Figure 5: A HST for the same multicast group
in the same random network
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Figure 7: The tree height of HST and SPT

3 Loss characteristics of a multicast

tree

Loss in a multicast tree a�ects several receivers, if it
happens on a link that leads to several receivers. We
will call such a link shared link.

Reliable multicast transmission has to deal with
two major problems:

� Feedback implosion: Receivers in a reliable
multicast communication have to provide the
source with the status of the reception. Loss on
shared links causes loss at several receivers and
increases the amount of feedback.

� High number of retransmissions: The higher
the number of receivers the higher becomes the
number of links in the multicast tree and the av-
erage number of retransmissions.

We derive a formula to analytically evaluate the
feedback implosion at the source, by calculating the
probability mass function (pmf) of successful and un-
successful receptions for a single packet emission. We
also give the expectation of the number of receptions
and show its independence of shared links.

We give the expected number of retransmissions
needed to deliver one packet to all receivers and pro-
pose a tight approximation that enables loss prediction
for adaptive error control mechanisms.

3.1 The number of successful receptions
in a multicast tree

Supposed that a packet is sent once, we are interested
in the pmf of the number of receivers that successfully
receive this packet.

Given is a multicast tree mct:

� with source S as the root

� r receivers placed at arbitrary nodes and at all
leaves. We allow at most one receiver at a node
in the tree, and we assume not to have a receiver
at the source

� homogeneous link loss probability q of a packet.

Let XS be the number of receivers out of the r re-
ceivers in the multicast tree rooted at S that receive
the packet successfully when transmitted once from S.
We will give a method to calculate the corresponding
probabilitymass function (pmf) p(XS = k), which en-
ables us to capture the loss characteristic of di�erent
multicast trees. First of all, some de�nitions:
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n A node in the mct.
child(n) The set of children (successors) of n.
cn The number of children of n,

cn = card(child(n)).
rn The number of receivers in the sub-

tree rooted at n. If n is a receiver, it
is not included. The number of re-
ceivers in the whole tree is therefore
r = rS .

Xn A random variable, describing the
number of receivers out of the rn
receivers in the subtree rooted at
n that successfully receive a packet,
when transmitted from node n.

p(Xn = k) The pmf of Xn, where
k = 0; : : : ; rn.

sn 2 f0; 1gcn Link success vector, indicating the
success or loss of a packet trans-
ported via the links leading to the
children of n.

sn(i) The i{th component of sn. The suc-
cess (sn(i) = 1) indicator of the link
leading from node n to its child i. If
the packet is lost on the link leading
from n to i, then sn(i) = 0.

xn 2 f0; 1gcn The children receiver vector. Indi-
cates which child of n is a receiver.

xn(i) The
i{th component of xn. xn(i) = 1 in-
dicates that the child i of node n is
a receiver, otherwise xn(i) = 0.

an 2
�cn
i=1f0; : : : ; rig

Behind child receptions vector.
Gives the number of receivers be-
hind the children of node n that re-
ceived the packet successfully.

an(i) 2
f0; : : : ; rig

The i{th component of an, gives the
number of receivers in the subtree
rooted at the child i of n that re-
ceived the packet successfully.

The pmf can now be calculated in a recursive way,
starting at the leaves of the multicast tree. We need
to distinguish two cases:

Node n is a leaf. Then there are no receivers lo-
cated behind node n and the probability that no re-
ceiver is receiving a packet is 1 and the pmf evaluates
trivially to:

p(Xn = 0) = 1 (1)

Node n is not a leaf. The pmf p(Xn = k) is given
by the sum of the probabilities of all di�erent combi-
nations of k successful receptions in the tree rooted at
n. The recursive way of calculating the pmf allows
the use of already known probabilities p(Xi = an(i))
at the children i 2 child(n) of n. For every node n
we have therefore just to look at the adjacent links
leading to the children.

We must sum over all the combinations of link suc-
cess that allow in total k successful receiving receivers

located at the children i of n and in the subtrees rooted
at each of the children.

For one combination sn of link success the number
of successful receptions at the direct children, being
also receivers, is given by the inner product sTnxn. The
number of receptions in the subtrees rooted at the
children is given by sTnan.

To obtain the number k of successful receptions for
a given sn the following condition must hold:

k = sTn (an + xn) (2)

Since xn is constant and sn is given, equation
(2) selects a subset of combinations of recep-
tions in the subtrees rooted at the children of n:
An(sn) = fanjk = sTn (an + xn)g � �cn

i=1f0; : : : ; rig.

Di�erent number of receptions in subtrees behind a
failing link do not change the probability p(Xn = k).
An(sn) can therefore be reduced by masking the num-
ber of receptions in subtrees behind failing links.

An(sn) = f an j k = sTn (an + xn) (3)

^ 8i : sn(i)an(i) = an(i)g

The probability for one combination sn of link suc-
cess and one an 2 An(sn) is then given by the product
over the children:

p(an; sn) =
Y

i2child(n)

f sn(i)(1� q)p(Xi = an(i))

+ (1� sn(i))q g (4)

Since the link to child i is successful (sn(i) = 1) with
probability (1� q) and the probability of an(i) suc-
cessful receptions in the subtree rooted at child i is
p(Xi = an(i)). The packet gets lost ((1� sn(i)) = 1)
on the link to child i with probability q and an(i) has
no contribution.

The probability p(Xn = k) is then given by sum-
ming over all link success combinations sn and all
an 2 An(sn):

p(Xn = k) =
X
sn

X
an2An(sn)

p(an; sn) (5)

We show p(XS = k) for the generic multicast trees
with a link loss probability of q = 0:03 in �gure 8 for
r = 64 receivers and, for r = 128 receivers in �gure 9.

We can see that the pmfs vary signi�cantly for the
three generic multicast trees. This is due to the fact
that the number of receivers a�ected by a loss on a
single link also di�ers widely for the three generic mul-
ticast trees.
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Figure 8: The probability mass function
P (XS = k) for FBT , MFAN and LC for 64
receivers and a link loss probability of q = 0:03
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Figure 9: The probability mass function
P (XS = k) for FBT , MFAN and LC for 128
receivers and a link loss probability of q = 0:03

The pmf of the MFAN is the binomial pmf , the
pmf of the LC approximates the geometric pmf for
a large number of receivers. The curve of the FBT is
multimodal with peaks at k = 2h�1; 2h�1 + 2h�2; : : :.
These peaks are due to a high number of full binary
subtrees with 2h�2; 2h�3; : : : receivers and therefore a
high number of possible combinations that lead to a
sum of k successful receptions, whereas for k + 1 suc-
cessful receptions the number of possible combinations
of full binary subtrees is much lower.

The pmfs for the HST and the SPT for the same
multicast group on the same network (�gures 10 and
11) indicate that the variance of the number of success-
ful receptions for the HST is higher than for the SPT .
The high probabilities for low numbers of successful
receivers are due to shared paths near the source. We
observe that the pmfs for the HST and the SPT re-
semble most closely the pmf for the FBT .
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Figure 10: The probability mass function
P (XS = k) for a HST with 40 receivers and a

link loss probability of q = 0:03
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Figure 11: The probability mass function
P (XS = k) for the SPT with 40 receivers and a

link loss probability of q = 0:03

3.2 The number of responses
We are interested in the number of responses, which
can be either positive or negative ACKs, we can ex-
pect from the r receivers in the multicast tree, when a
packet is emitted once by the source. We make the as-
sumption that the feedback reverse channel from the
receivers to the source is loss{free, in which case the
number of ACKs/NAKs is identical to the number
of receivers that have received or have not received
a packet.

XS is a random variable that describes the num-
ber of successful receptions in the whole multicast
tree. XS is the sum of random variables XS;i 2 f0; 1g,
each describing the reception of a single receivers i:
XS =

Pr

i=1XS;i. Since we assume uniform link loss
q on all links, the probability of a successful recep-
tion for receiver i, which lies hi hops away from the
source, is P (XS;i) = (1 � q)hi . The expected num-
ber of ACKs for every single receiver is therefore
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E(XS;i) = P (XS;i). The expected number of suc-
cessful receptions E(XS ) in a tree with r receivers is
then:

E(XS) = E(
rX

i=1

XS;i) =
rX

i=1

E(XS;i) =
rX

i=1

(1� q)hi

(6)
We can also express E(XS) dependent on the receiver
distribution over the tree levels h, by accumulating
receivers that have the same distance from the source.
Let nh be the number of receivers that lie in tree level
h, e.g. h hops from the source, then:

E(XS ) =
hmaxX
h=1

nh(1 � q)h (7)

gives the expected number of ACKs. Please note that
E(XS ) is not dependent on the number of shared
links, since in (6) the path from the source to every
receiver accounts by its full length.

The expected number E(XS ) of ACK-packets at
the source is shown in �gure 12 as a function of the
number of receivers in the multicast group for a link
loss probability q = 0:03. For HST , the number of
ACKs is slightly lower than for SPT , accounting for
the fact that the number of links traversed between
the source and a receiver is higher for HST than for
SPT .
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Figure 12: Expected number of ACK-packets at
the source for a link loss probability of q = 0:03.

The error control scheme may use positive ACKs
or negative ACKs (NAKs). Let YS = r �XS be the
random variable that describes the number of unsuc-
cessful receptions, then the pmf of YS is:

p(YS = k) = p(XS = r � k)

and the expected number of NAKs for r receivers is
given as:

E(YS ) = r � E(XS )

.

3.3 The expected number of transmis-
sions for reliable delivery

The expected number of multicast transmissions to de-
liver a packet to all receivers is an important measure
in reliable multicast communication. The expected
number of transmissions captures the global packet
loss behaviour in the tree and the cost and the time of
a reliable multicast delivery. The expected number of
multicast transmissions depends on the link loss prob-
ability q and the topology of the multicast tree.
In [2], the expected number of multicasted transmis-
sions is given for the case of loss at nodes in the mul-
ticast tree. It is more appropriate to consider loss on
a link due to two reasons: loss at the source node is
unlikely and link loss can be associated with loss in
output bu�ers in routers. In [18] the expected num-
ber of multicasted transmissions for link loss is given
by a slight modi�cation of the formula given in [2].
The Cumulative Distribution Function (CDF ) Fn(i)
of the number of transmissions for the link leading to
node n and the tree rooted at n is calculated in a
recursive fashion starting at the leaves: It has to be
distinguished, if node n is a leaf l, an internal node,
or the source S (for details see [18]):

Fl(i) = 1� qi

Fn(i) =
i�1X
u=0

�
i

u

�
qu(1� q)(i�u)

Y
c2child(n)

Fc(i � u)

FS(i) =
Y

c2child(S)

Fc(i) (8)

Using FS(i), the expected number of multicasted
transmissions E(T (S)) from the source S is:

E(T (S)) =
1X
i=0

(1� FS(i)) (9)

The expected number of retransmissions E(R(S)) is:

E(R(S)) = E(T (S) � 1) = E(T (S)) � 1

(9)
=

1X
i=1

(1� FS(i)) (10)

3.4 A useful approximation for E(R(S))
Reliable multicast protocols need to know the ex-
pected number of retransmissions. However, the exact
calculation as derived above is not practical:

� The expected number of retransmissions is hard
to calculate, since the calculation of the recursive
CDF in (8) is computationally intensive for arbi-
trary topologies.

� Adaptive transport protocols need simple but ef-
fective mechanisms to decide.

We give a tight and very simple approximation.
The expected number of retransmissions is approxi-
mately the product of the link loss probability q and
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the number of links L in the multicast tree:

E(R(S)) � qL (11)

This approximation is tight for qL � 1.
For space reasons we limit ourselves to a sketch of

the derivation of the approximation for E(R(S)) (for
details see [19]). By induction over the children is
shown that every Fn(i) can be expressed in the form

Fn(i) = 1�
X
j
�

n

(Qj
�

n
)i +
X
j
+
n

(Qj
+
n
)i

where Qj
�

n
and Qj

+
n
are polynoms in q: Q =

P
k �kq

k,
with a minimal exponent kmin � 1. The di�erence be-
tween the sum

P
j
+
n
�1

j
+
n

of the �1 of all the polynoms

Qj+n
with kmin = 1 and the sum

P
j�n
�1

j
�

n

of the �1 of

all the polynoms Qj�n
with kmin = 1 equals the num-

ber of links in the subtree rooted at n. If there is
a link leading to node n the di�erence is one greater
than the number of links in the subtree rooted at n.

Afterwards, the expectation is calculated by:

E(R(S)) =
1X
i=1

(1� FS(i))

Which results in:

E(R(S)) =
X
j
�

S

Qj�
S

1� Qj�
S

�
X
j
+
S

Qj+
S

1� Qj+
S

Then, the ratios
Q

1� Q
are approximated by Q, yield-

ing

E(R(S)) �
X
j
�

S

Q
j
�

S

�
X
j
+
n

Q
j
+
n

Finally, are we interested in the term q of the poly-
nom Q, due to its relevance compared with the terms
q2; q3; : : :. Every polynom Q =

P
k �kq

k is approx-
imated by �1q, resulting in an approximation of the
expected number of retransmissions as:

E(R(S)) � q(
X
j�
S

�1
j
�

S

�
X
j+n

�1
j
+
S

) = qL

The last approximation, where higher order terms
are suppressed, also gives us the condition for which
the whole approximation of the expected number of
retransmissions (11) is valid:

qL � 1

since for qL � 1 a second order term q2 has an impact
of one or more links on the approximative expectation:
q2 � L = q(qL) � q � 1.

We compare the two most extreme cases of mul-
ticast topologies. The �rst one is called linear chain
(LC) and is just a chain of L links. The other ex-
treme is called MFAN and is the so beloved, fre-
quently used, model for a multicast tree in perfor-
mance evaluation of reliable multicast communication.
The MFAN3 has one separate link from the source
to every of the L receivers. In both cases, we have L
links. LC is the deepest, MFAN the broadest multi-
cast tree that can be built with L links. In �gure 14
we compare the exact expected numbers of retrans-
missions for MFAN and LC with the approximation
qL as a function of the number of links. We previously
saw that the loss characteristic and the pmf for the
number of successful receptions of the FBT is simi-
lar to the one for real multicast trees. We therefore
compare separately the expected number of retrans-
missions in the FBT with the approximation qL for
L = 30 links in �gure 13 and observe that the approx-
imation is very tight.
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Figure 13: The expected number of
retransmissions for the FBT and the
approximation qL for di�erent q.

3To get the most extreme multicast tree, we reduce the
height of the MFAN to h = 1, compared to the previous de�-
nition of MFAN, where we had chosen h = 2 (�gure 3).
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4 Implications of our work
We demonstrate the impact of our results in the fol-
lowing two domains:

� We show that multicast routing algorithms that
optimize delay achieve better delay and through-
put performance for reliable multicast communi-
cation, than algorithms that optimize cost.

� We show that the FBT is a good generic model
of a multicast connection and that more realis-
tic results are obtained than with the usual used
MFAN .

4.1 Impact of Routing on Error Recovery
Multicast routing algorithms have been designed that
take into account several metrics. However, the per-
formance of an algorithm is the most time evaluated
for cost and delay { the performance for reliable trans-
mission is left aside. We give a tight approximation for
the number of retransmissions needed to deliver one
packet from the source to all receivers: E(R(S)) � qL
that enables performance evaluation of routing algo-
rithms with respect to loss.

In the case where a unique link cost is chosen, the
cost of the multicast tree is proportional to the number
of links L in the multicast tree and therefore approxi-
mately proportional to the number of retransmissions.

For a given loss rate the performance of error re-
covery schemes for point to point connections is deter-
mined by the Round Trip Time (RTT ) between the
source and the receiver. We de�ne the Round Trip
Time as two times the sum of the propagation and
transmission delays of the links on the path from the
source to the receiver.

For a multicast connection, the receiver connected
to the source via the longest path (in terms of delay) is
the feedback bottleneck for the error recovery scheme.
The RTT of a multicast connection is therefore de-
�ned as two times the sum of the propagation and
transmission time on the links on this longest path

and depends on the routing algorithm. The RTT for
the HST is about two times higher than the RTT for
the SPT (see �gure 7). On the other hand, the di�er-
ence between HST and SPT in terms of the expected
number of retransmissions, using E(R(S)) � qL, is
minor (compare �gure 15), with the values for SPT
being only slightly higher than for HST .
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Figure 15: The expected number of
retransmissions for HST and SPT for q = 0:005.

From these two observations, we can conclude that
delay optimization (SPT ) in multicast routing al-
gorithms yields better delay and throughput perfor-
mance for reliable transmission than does cost opti-
mization (HST ).

Applications with a stringent time{constraint pro�t
also from routing algorithms that optimize delay. In
recent years routing algorithms have been designed
that optimize cost and try to meet a delay{constraint.
However, most of the algorithms optimizing cost do
not support dynamic multicast group membership
changes { the SPT does.

We believe that SPT routing is the best solution
for multicast routing. Due to its simplicity, it can
use the routing of the underlying unicast algorithm,
its support for dynamic membership changes and its
good performance for reliable transmission as for ap-
plications that need timely delivery.

4.2 A better generic model for multicast
trees: Full Binary Tree

We saw in previous sections that the loss characteris-
tics of the FBT is very close to the loss characteristics
of HST and SPT . To con�rm that FBT is a good
generic model for a multicast tree, we compare the
link share in di�erent trees, i.e. to what degree do
receivers in a tree share common paths.

Let L be the number of links and r be the number
of receivers in the multicast tree, then the link share of
one link li, i = 1; : : : ; L can be de�ned as the number
of receivers rd(li) that share the cost on link li divided

by the total number of receivers: ls(li) =
rd(li )
r

. The
link share ls for the entire tree mct is de�ned as the
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average link share of all links:

ls(mct) =
1

L

LX
i=1

rd(li)

r
(12)

For a tree, there are several methods to de�ne a mea-
sure of link share. We compared measures of link share
and found that the de�nition given in (12) re
ects well
the degree to which receivers share links in a tree. For
a further discussion on de�nitions of link share see [20].

The link share of the FBT is nearly identical with
the link share of the SPT (see �gure 16). The choice
of the FBT as a model for a multicast tree is further
con�rmed by the degree to which receivers share the
links in the multicast tree. The HST has a higher
link share than the SPT , since the routing algorithm
tries to connect the receiver set with a minimal cost,
resulting in a high number of receivers that share an
average single link in the multicast tree.
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Figure 16: The link share ls for SPT , HST and
FBT

5 Conclusion
We evaluated the impact of routing on reliable mul-

ticast and achieved two main results. First, multicast
routing that optimizes delay achieves better through-
put and delay performance for reliable multicast than
cost optimal routing. Second, the full binary tree
(FBT ) is a good generic model for the loss charac-
teristics of real multicast trees and provides more re-
alistic results than the usual MFAN , in which a loss
a�ects always only one receiver. We derived two char-
acterizations that enable the comparison of routing al-
gorithms and error recovery mechanisms with respect
to the multicast tree topology, namely a pmf for the
number of successful receptions when a packet is emit-
ted once from the source and the expected number of
retransmissions needed to deliver a packet from the
source to all receivers. We show that the product of
the link loss probability q and the number of links L
in an arbitrary multicast tree tightly approximates the
expected number of retransmissions E(R) under the
condition that qL < 1:

E(R) � qL

.
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