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Abstract

Scalable video distribution schemes have been studied for quite some time. For very popular videos, open-loop broadcast
schemes have been devised that partition each video into segments and periodically broadcast each segment on a differen
channel. Open-loop schemes provide excellent scalability as the number of channels required is independent of the number of
clients. However, open-loop schemes typically do not support VCR functions. We will show for open-loop video distribution
how, by adjusting the rate at which the segments are transmitted, one can provide VCR functionality. We consider deterministic
and probabilistic support of VCR functions: depending on the segment rates chosen, the VCR functions are supported either
100% of the time or with very high probability. For the case of probabilistic support of PLAY and Fast-forward (FF) only, we
model the reception process as a semi-Markov accumulation process. We are able to calculate a lower bound on the probability
of successfully executing FF actions.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
1.1. Classification

VoD systems can be classifiedopen-loop systenj42] andclosed-loop systeni$0,16]. In general,

open-loop VoD systems partition each video into smaller pieces cadtgdentand transmiteach segment

on a separate channel at its assigned transmission rate. Those channels may be logical, implemented witt
an adequate multiplexing. All segments are transmitted periodically and indefinitely. The first segment is
transmitted more frequently than later segments because it is needed first in the playback. In open-loop
systems, there is no feedback from the client to the server, and transmission is completely one-way. In
closed-loop systems, on the other hand, there is a feedback between the client and the server. Closed-looj
systems generally open a new unicast/multicast stream each time a client or a group of clients issues a
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request. To make better use of the server and network resources, client requests are batched and serv
together with the same multicast stream.

Open-loop systems use segmentation in order to reduce the network bandwidth requirements, which
makes them highly scalable because they can provide Near Video on Demand (NVoD) services at a fixec
costindependendf the number of users. In this paper, we will show how open-loop NVoD schemes can
support VCR functions, which are defined as follows:

e PLAY: Play the video at the basic video consumption fate

e PAUSE: Pause the playback of the video for some period of time.

o Slow-forward/Slow-backward (SF/SB): Playback the video at a rate equal tob for some period
of time. We havers < 1.

o Fast-forward/Fast-backward (FF/FB): Playback the video at a rate eg¥alsab for some period of
time. We haveXg > 1.

1.2. Related work

Most VoD systems do not support VCR functions. It is assumed that users are passive and keep playing
the video from the beginning until the end without issuing any VCR function. However, support of
VCR functions makes a VoD service much more attractive. Most research on interactive VoD focuses on
closed-loop schem¢s,6,13,15] To support VCR functions such as FF, all these schemes serve the client
who issues an FF command \aadedicated unicast transmissioreferred to as contingency channel.
When the client returns into PLAY state, (s)he joins again the multicast distribution. It is obvious that
such a solution is not very scalable since it requires separate contingency channels and also explici
interaction with the central server. Thus, open-loop schemes are particularly well suited when: (a) the
number of users grows large, or (b) the communication medium has no feedback channel, which is the
case in satellite or cable broadcast systems.

Very little work has been done to support VCR functions in open-loop VoD schgye8,14] Except
for the paper by Fei et g8], all the other schemes only consider PAUSE or discrete jumps in the video.
Fei et al. propose a scheme called “staggered broadcast” and show how it can be used together witl
what they call “active buffer” management to provide limited interactivity. In staggered broadcast, the
whole video of duratiorl. is periodically transmitted oV channels at the video consumption rate
Transmission of the video on channatartsrs = L/N time units later than channel 1. Depending on
the buffer content and the duration of the VCR action, the VCR action may be possible or not. In the case
that the VCR action is not possible, it is approximated by a so-called discontinuous interactive function
where the viewing jumps to the closest (with respect to the intended destination of the interaction) point
of the video that allows the continuous playout after the VCR action has been executed.

The big difference between the related work and our scheme is that up to now, the support of VCR
functions either required a major extension of the transmission scheme (e.g. contingency channels) or wa
very restricted (e.g. staggered broadcast). We will demonstrate the feasibility of deterministic support of
VCR functions in open-loop VoD systems mcreasing the transmission ratd the different segments.

While this idea looks very straightforward, it has been, to the best of our knowledge, never proposed before.

The rest of the paper is organized as follows. We first describe the so-called tailored transmission
scheme, then discuss how to adapt this scheme to support VCR functions. For the case of PLAY and
FF user interactions we develop an analytical model that allows the computation of a lower bound on
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the probability that a user interaction can be successfully executed and then provide some quantitative
results. The paper ends with a brief conclusion.

2. Open-loop NVoD

2.1. Introduction

Many different open-loop NVoD schemes have been proposed in the literature; for a sur{&g]see
These schemes typically differ in the way a video is partitioned into segments and can be classified mainly
in three categories:

e Schemes that partition the video in different length segments and transmit each segment at the basic
video consumption rat@®,19].

e Schemes that partition the video in equal-length segments and decrease the transmission rate of eact
segment with increasing segment numjagr

e Hybrid schemes that combine the two above methbd20]

In the following, we will present in more detail the scheme catlhbred transmissioscheme that was
proposed by Birk and MondfB] and is a generalization of many of the other open-loop NVoD schemes
previously described.

2.2. Tailored transmission scheme

The base version of the tailored transmission scheme works as follows. A video is partition&d into
equal-length segments. Each segment is transmitted periodically and repeatedly on its own channel. A
client who wants to receive a video starts by listening to one, more, or all channels and records these
segments.

We shall need the following notation:

s; denote the time the client starts recording segment

w; denote the time the client has entirely received segment
v; denote the time the client starts viewing segnient

r; denote the transmission rate of segmeefiutits/s);

D denote the segment size (bits);

b denote the video consumption rate (bits/s).

To assure theontinuousplayout of the video, we require that each segment is fully received before its
playout starts, i.ev; > w;. Given a segment sizB andv; — s; > w; — s; = D/r;, the transmission rate
r; of segmeni must satisfy the following condition to assure a continuous playout of the video:

D
ri = . (1)
Vi — 8
If the client starts recordingll segments at the same time, ise.= ry, Birk and Mondri have shown
(Lemma 1 in[3]) that the transmission rate will meinimaland is given as
: D
S . @3]
w; — o
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Fig. 1. An example of the tailored transmission scheme with minimal transmission rates.

Without loss of generality, we may assume that 0, which impliesw; = i x D/b, whereD /b is the
durationof a segment. Them™" = b/, and the total server transmission bandwidth is

N
- 1
R = b Y =~ b x In(N).
i=1

Fig. lillustrates the tailored transmission scheme for the case of minimal transmission rates. The client
starts receiving all segments at timeThe shaded areas for each segment contain exactly the content of
that segment as received by the client who started recording atdirAelient is not expected to arrive

at the starting point of a segment; instead a client begins recording at whatever point (s)he arrives at, anc
stores the data for later consumption. Therefore, the startup latency of is the scheme corresponds to th
segment duratio® /b.

3. How to support VCR functions?

Given the base scheme of the tailored transmission with its minimal transmission rates, we will show
how to adapt (increase) the segment transmission rates to support VCR functions. To convey the mair
idea, we will limit ourselves first to the case where the only VCR function possible is FF. In fact, the
FF is the only VCR action that “accelerates” the consumption of the video, which possibly can lead to
a situation where the consumption of the video gets ahead of the reception of the video. We present
a solution that makes sure that any FF command issued can be successfully executed. The other ust
interactions such as SF, SB, FB or PAUSE can be accommodated by buffering at the client side. From
now on, we therefore consider only two states: PLAY and FF.

We make the following two central assumptions:

e The client has enough disk storage to buffer the contents of a large portion of the video.
e The client has enough network access and disk I/0O bandwidth to start receiviNgsttgments at the
same time.

The trend for terminal equipments appears to be that more and more storage capacity is available. Actually
there already exist products that meet the above assumptions. An example is the digital video recorde
by TiVo [18] that can store up to 60 h of MPEG Il video and, connected to a satellite feed, can receive
transmissions at high data-rates.
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However, for the case where the assumption on storage does not hold, we also know how to support
VCR functions: the idea will remain the same, only the individual segment transmission rates required
will be higher. The scheme we propose may be adapted to this situation. Note that the trade-off between
the storage capability of the client and segment transmission rates for the case of NVoD has already been
explored by Birk and Mondii3].

3.1. Deterministic support

Whenever a client issues an FF command, the video is viewed at a playoXg&ster than the
normal rate, i.e. the consumption of the video occurs at a rate eqbatand each segment will be
consumed afteD /bXe units of time instead oD /b units of time in case of PLAY. As a consequence,
the viewing times of all segments not yet viewed will be “advanced” in time. To obtd&terministic
guarantee that every FF command issued during the viewing of a video can be executed, we consider the
worst case scenariahere the client views the whole video in FF.

Let v" denote the time the client starts viewing segmirgiven that (s)he has viewed segments
1,2,...,i —1in FF mode. We can compute th" as follows

FF i—-1 D

v, =v1+ X —.
D )

If the client starts recording all segments at the same times; i-€.19, we can compute, similar ),
the transmission rate " that allows unrestricted FF interactions as

oD b .
CT U e it (G — 1)/XP) x (DJb) — 1

1

If we assume thaty = 0, which impliesv; = D/b, the expression simplifies to

bXe
FF _

3.2. Probabilistic support for FF

In the previous subsection, we have computed the minimal transmissionFatsh that all the FF
interactions issued can be realized. We have considered the worst case scenario where the client views
the whole video in FF mode. While a client might do so, we think that it is much more likely that the
viewing of a video will alternate between PLAY and FF modes (and possibly other VCR actions). We
will in the following use a model for the viewing behavior where a user strictly alternates between PLAY
and FF. We refer to this behavior as Simple FF (S-FF).

Our goal is to support FF interactions whigh probability, while transmitting each segment at a rate
lower thanr[F. To this purpose, we define the rat¢ss follows:

e The server transmits the segments {2,...,N}ata rater,.I = Ar;“‘”, whereA is therate increase
factor, with 1 < A < X, andr™" is computed ir(2).

! The playout and therefore VCR actions do not start before segment 1 has been entirely received; we therefgre-have
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e The server transmits segment 1 at rgte- r{“i”, still because the playout does not start before segment
1 has been entirely received.

4. Analytical model for the S-FF model

In this section, we will compute a closed-form lower bound on the probability that a segreaotéss-
fully consumedby the client. Segmeintis successfully consumed by the client if segmiepl is available
to him/her before the consumption of segmehéas been completed; otherwise we will say that the con-
sumption of segmerithasfailed. A failure is resolved once the next segment is entirely available to the
client. Itis worth pointing out that failures may occur both in mode PLAY and mode FF, as shdvig.@n

We will assume that the client alternates between both modes of consumption. More precisely, we
introduce two independent renewal sequences of random variableq §p¢8)}, and the{Sgr(n)},,
whereSp(n) andSge(n) will represent the duration of theh PLAY and FF periods, respectively.

For modeling purposes, and also because we believe this assumption corresponds to a reasonab
behavior of the client, we will assume that the remaining duration of a PLAY or FF period when a failure
occurs isresumedvhen the next segment is available to the client. This corresponds, for instance, to
the situation where the client wants to reach a particular point in the video or avoid a particular scene,
regardless of the failures that (s)he may encounter while viewing the video.

In order to ensure a probabilistic support for FF @éction 3.2, recall that segmeritis transmitted at
rater! = Ar™" = Ab/i (bits/s). Therefore, thith segment will be entirely available to the client at time
w; = ID/Ab. The continuous playout of segmemnequires that at the viewing timeg, this segment has
been entirely received, i.e; > w;. Segmeni = 2, 3, ..., N will fail if this inequality does not hold.

The continuous playout of the video requires that all segments be on time, namely,

v >w;, 1=2,3,...,N.

F : failures:
bi in P mode
i in FF mode

Playout limit

time

Fig. 2. Failures occurring in PLAY and FF modes.
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Recall thatv; = w; since the client cannot start viewing the first segment before it has been entirely
received.
The numbell of segments on time is given by

N
L= Z 1{Ui2wi}’
i=1

wherel, stands for the indicator function of the evetit from which we deduce the mean number of
segments on time

N
E[L] = P(v; = wy). 4)
i=1

Denote byR(¢) the number of bits of the video which have been consumed by the client, im[+ ¢).
Clearly,

v, =inf{t>0:R@®)>(G@—-1D}, i=23,...,N. (5)

ComputingP(v; > w;) in closed-form for alk is not an easy task. Indeed, it is related to computing the
distribution of the length of a busy period in a fluid queue fed by a Markov-modulated rate process. In
the present paper, we will content ourselves with the derivation of an elementary lower bound.

To derive this lower bound, we consider themi-Markov accumulation procegg(¢), ¢t > 0} which
is constructed as follows: during a PLAY perigtlr) continuouslyincreases with the rateand during

an FF period icontinuouslyincreases with the rateX:. More precisely for > 0,

Q) =Y Lig, i<t 4 5ous ) [b(t — Zrr(n)) + DX Zer(n)]

n>0

+ Z L7+ 5o+ <7, ) [0Zp(n + 1) + bXe(t — Zp(n + 1))]

n>0

with T, = Z?:l(Sp(i) + Ser(i)), Zp(n) = Z?:l Sp(@), Zrr(n) = Z?:l Ser(i). By conventionTy =
Zp(0) = Zrr(0) = 0.
By construction ofQ(r) andR(z), it is obvious that (seEig. 3
R(t) < Q@), t>w. (6)
Observe that both procesqe¥(r), t > w1} and{Q(¢), t > w1} would be identical in the absence of fail-
ures. We see frorf6) and the definitiori5) thatv; > w; willhold if Q(w;) < (i —1) D, which implies that
P(v; > wi) = P(Q(w;) < (i —1)D).

Hence, cf.(4),

N
E[L] = ) "P(Q(w;) < (i —1)D)). (7)
i=1
For the transmission scheme we describe8éction 3.2the segment arrival times are given by =
iD/Abfor i > 2, but the analysis above actually holds for aegeption schedulef segments given by
asequencéw;;i > 1}.
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Fig. 3. Comparison 0D (r) andR(¢).

In Section 5 we present results for determinif®§Q (7) < x), for any T andx. These results are
actually obtained for any semi-Markov accumulation process with a finite state-spa&e(sen 5.2.
WhenSp(n) and Sgr(n) are exponentially distributed rvs with respective meafts &and 1/ teF, we can
apply the formulas irSection 5.3First, usg(16) with 1 = b andr, = bXe. Then, use the formulas for
gij (x) (the density of the distribution @, conditionally on the start/end states) with= 7p andg = te.
The probabilitiesP(Q(T) < x) are then obtained by numerical integration.

5. Semi-Markov accumulation process

In this section, we develop a framework for evaluating the workload distribution generated in a given
time-interval by a semi-Markov accumulation process with an arbitrary (but finite) state-space.

After defining the proces$gction 5.}, we show that the Laplace transforms of the sought distributions
satisfy the linear system afquations (15)Finally, we apply the formula to the case of a two-state
continuous-time Markov procesSéction 5.3, where the Laplace transform can be inverted to obtain the
density of the distribution.

5.1. Definition

We first construct formally the accumulation process from a semi-Markov process +€t, 2, . .., K}
be a finite state-space. Let

e {S;(n)}, be asequence of i.i.d. rvs, for each &;
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Fig. 4. Construction of the accumulation process.

e {Z(n)}, be a homogeneous discrete-time Markov chain on the state-§pagéth one-step transition
matrix P = (pij)i,jeg-

The semi-Markov procedX (¢), t > 0} is defined jointly with a sequendé,},, of jump times as
Thi1=T,+ SZ(n—i—l)(n)’ Xt)=Zn+1, T,<t< Ty, Xt)=20), 0=<t<Tp

with T, some nonnegative rv.
The accumulation proceg3(¢) is such that while the procedd(z) is in state/, Q(¢) accumulates at a
constant rate;. Formally,{Q(z), t > 0} is constructed as follows: s€t(0) = 0 and let

0) =0T, +rzuyt —T,), T,=<t<Ty, Q@) =rzot, 0=t <To. (8)

This construction is illustrated iRig. 4. The upper part shows the evolution of the discrete-time Markov
chainZ(n), and ofX (). The lower part display@ (¢) as a function of the jump tim&g . The accumulation
rates are such that9 r3 < ri < ro.

5.2. Distribution ofQ(¢)

Let Q""(T) denote the quantity accumulated in J0) given thatX(0) = i and7(0) = r. In other
words, the process starts in staté with a residual sojourn timein this state. Similarly, denot@’S (T)
the same quantity, but given th&t0) = i with a residual timer (0) distributed according to the total
sojourn time distribution (i.e. as if a transition to statead occurred at time 0).

Depending on the problem to be solved, one may be interested in the distributigi’ef’) or that

of Q";Sf(T), whereS§; is the forward recurrence time . The latter corresponds to the case where
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the semi-Markov proced< (¢)} is stationary. The common procedure for computing these distributions
is to compute that ofD""(T) for an arbitraryr, and then integrate with respect to the proper distri-
bution.

We are therefore interested in the distributio®bf (T'), jointly with that of X (7)), namelyP(Q"" (T) <
x, X(T) = j). We shall actually compute the Laplace—Stieltjes transform (LST)

05" (v) = Ble " D1 ry—j)] = /0 e dP(Q""(T) < x, X(T) = j). 9)

The computation below may be seen as a generalization of the analysis developed by Cox and Miller
[5, Section 9.3for alternating renewal processes (k&= 2).

First,ifr > T, thennojump occurs before tinfe and sinc&X (0) = i, thenX (T) =i andQ(T) = r; T
In that case,

DL (v) = Ble ™ T 1] = € Y6, ., (10)

wheres; ; = 1if i = j and O otherwise.

On the other hand if < T, then at least one jump occurs in the time-intervall[p, and conditioning
on the state reached after the first jump (¥€1)), then using the stationarity and independence of the
underlying sequences, we have

AL Jir —IT;v —v Q5K (T—r
BT () = E P& VE[ L T Ly ). (11)
ke&

We now compute the Laplace transform@§.”" (v) with respect tor'. With the help of(10) and (11)
we obtain

/ e " QL (v)dT
0

=/0 e e, ; dT+/ ey pie ™ E[e T T Ly gy ]dT
ke&

1 e (utrivyr . kS
=& +Zp|k/ e D e MVE[e T Dy oy 5]1dT

ptTiv ke&
1_ g (wtnvyr o o
= oute (v ZPikfo e TE[e™ e Dy r))]dT. (12)

ke&

Arelation involving only the rvg)’:5 (T') is obtained fron{12) by integrating both sides with respectto
considered to be distributed §s Let S; (r) denote the distribution function of and letS; (s) = E[e~5%]
be its LST. Introduce also the notation

Kij(u,v) =/ e "TE[e™" Dy p)_j]dT
0

:/ e“”/ e " dP(Q"5(T) < ¢, X(T) = j)dT. (13)
0 0
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Then, we have
00 o] o
Kij(p,v)= / / e T %" (v)dT dS; (r)
0 0

00 1_e—(p.+r,-v)r
=/ —3§;,;dS;(r)
0

n+riv
% e lutrvyr % et T [y Q4% (T)
+ e v ds; (r) Z Dik e E[e 1{X(T):j}] dr
0 ke& 0
1-—8S"(u+rv) .
= : l 8ij + S (u+riv) Z DikKr,j (1, v). (14)
K +riv ke&

This is a system of linear equations from which the required Laplace transforms can be computed. To see
this better, define the matrices

K = (K; (i, V)i, j)eex&s S=diag(S; (1 +riv))iee, L = diag( ) ,
M + l’,'v ieg
where diaga;)1<;<» denotes the: x m diagonal matrix with elementa, ..., a,. Then,(14) rewrites
as
K=L( —S)+ SPK, K=(0-SP)L( -9). (15)

The matrixl — SP is invertible because the spectral radiusSBfis less than 1 whefR(u + r;v) > 0
for all i. This follows by application of a standard bound on the spectral r@tiiysCor. 6.1.5] o (SP) <
max; Zj |(SP)jj| = max|S/(n + r;v)|. This is less than one in the specified domain, from well-known
properties of Laplace transforms.

Once the matriX is computed, other initial conditions of the procé¥s:), r > 0} may be investigated.

e Forinstance, if the residual sojourn time in stater, then the distribution is obtained usiitR), i.e.

T Hir 1— e wtror — (u+riv)
f e "0y (ndT = 8i.j + € BTN py Ky (. v).
0

r;v
mr ke&

e If the residual sojourn time in statds given bys;, the forward recurrence time 6f (in other words,
if {X(¢),t > 0} is stationary), then integratin(@?2) gives, with obvious notation

oo .'-v. ~ ~ ~
Kij(u,v) = / e TR Dy ;]dT, K =L(1-9+SPK.
0

Remark. A simple extension of this derivation shows that the accumulation process may be gener-
alized by replacing the constant-rate process by any stationary process with independent increments.
The formulas above hold with the termr; " replaced by somep;(v) characteristic of the process
(see[7, Eq. (7.3"), p. 419). For instance, for the Poisson process with mgte(v) = r(1 — e™"),
whereas for a diffusion process with drifand variance?, ¢ (v) = rv + %021}2.
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5.3. Application to a two-state Markov accumulation process

In this section, we address the case of a two-state, continuous-time Markov process, with infinitesimal
generator

Q=<_ﬁa —aﬂ)'

Let Q,,,,(T) denote the quantity accumulated during the intervall{f0when accumulation rates in
states 1 and 2 arvg andr,, respectively. In distribution, we have

O, (T) =1r1010(T) +1r2(T — Q1,0(T)) = r2T + (r1 — r2) Q1,0(T). (16)

Computing the distribution 00,, ,,(T') is therefore reduced to computing the distributionfo(7),
which is the visit time in state 1 during the interval [0). We therefore take, = 1 andr, = 0 and apply
formulas ofSection 5.3We assume that the residual time in the initial state has the same distribution as
the total sojourn time. Observe that due to the memoryless property of the exponential distrifution,
andS; have the same distribution. The relevant matrices are:

o

_ 0
L1:<M+V 0)’ P:(O 1)’ g_ [ etutv 5
0 7 1 0 0 L
B+n
Using(15), we obtain

K — 1 (M+ﬁ o )
w+Bw+v+a)—ep\ g pu+v+a/)

The last step is to invert the Laplace transfok(i., v) with respect tov and . From the definition
(13), this will give the density of the distribution @b (T').

The inversion can be performed using general rules and tables for Laplace transforms (468)e.g.
Inverting with respect te is straightforward, because we have a rational function of degree 1\We

obtain:
> _ur d it S; . —ag o afBq
e —PQ"(T) <q,X(T)=j)dT =e e ™exp| —— ).
0 dg B+ u

For the inversion with respect jo, we use in particular the following properties:
LTHEM (), 5 T) = L7 (W) 15 T = 1)Lz,

1/2
LN+ B D=L w De? L7 ) = (5) h@VaD +5(0).
1L

n T 1/2
£t (ea—, w; T) = [p(2v/a), £t (g—z w; T) = (_) L(2vaT),
2 2 a
whereL Y(g(s),s;1) = G@) if g(s) = ]O°° exp(—st G (¢) dr (i.e. inverse of the Laplace transforgs)

at pointr), I, (-) is the modified Bessel function of the first kind and ordé€see e.g[17, p. 7) ands, ()
is the Dirac function at poini.
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Define
d
qij(x) = aIP’(Q(T) <x, X(T)=jlX(©0) =1i)
for x > 0. We finally find, with f (x) = 2/aBx(T — x):
qu(x) = €78 (x) + e e PTIL(f (1)), Ta‘i xx Lrsx),

qr2(x) = a € e PT I (f(x)), ga1(x) = pe* e PID[o(f(x)),

qa2(x) = € PT8o(x) + € e PTI 1 (f (x)),/ @1@}-

In order to obtain the distribution functio®Q(T) < x, X(T) = j|X(0) = i), the Laplace transforms
Kij (i, v)/v should be inverted. This leads to more involved series which shall not be reproduced here.

6. Numerical results

We have applied the bound {{7) to a video of length 2h= 7200s. We have varied the segment
size from 200 to 800s. The numbar of segments varies inversely from 36 to 9. The playout factor
for FF is Xg = 3. This is a standard value for VCRs, also used in other papers. We consider two
different duration ratiosrr/tp=2 and 5 (i.e. PLAY periods last two times, resp. five times longer than
FF periods). The parameters chosen are detailddlite 1 We have displayed in this table the average
“natural” consumption rate of the video, given by

1/t + Xe/tre  , TrF + TP XF
by =b =b .
1/tp + 1/7rF TFF+ TP

In order to compare the performance of our scheme for videos of different lengths, we have measured
the probability of success

E[L]
Tg= —.
N
The results should depend on how the natural’gteompares to the rate increase factotf by /b < A,

then the law of large numbers will force the “natural” consumption cypye) (and thereforer(¢)) to
lie below the playout limit with large probability. Note that this effect may be long to appéar/ib is

Table 1

Parameters of the numerical experiments

l/‘l.'p 1/‘L'|:|: A bN/b
45 9 14 1.33
45 9 1.3 1.33
60 30 1.9 1.67
60 30 1.8 1.67

60 30 1.7 1.67
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Fig. 5. Lower bounds on the probability of succ&&.]/N for segments of the whole video.

close toA. If by /b > A, then the converse effect appears. In that case, it also turns out that the actual
curveR(t) records a large number of failures.

Another effect may kick in: the probability that a failure occurs within segmanay depend omn.

First, the time betweew; andw; (=D x (2/A — 1)/b) is smaller than the typical inter-arrival time
between segments;,.; — w; = D/Ab. This may give a significant advance of data, and with few
(large) segments, may result in a large success probability. On the other handbwiter: A, the

first segments tend to be vulnerable to fluctuations in the consumption rate and have a smaller succes
probability. Butifby /b > A, the first segments are more likely to be played out without failures than later
ones.

The results are reportedhig. 5. The curve for Ytp = 45, 1/t = 9 andA = 1.3 exhibits the poorest
performance. This was expected, sibge’b > A in this case. Note, however, that the accuracy of the
bound is not good for small values of the segment lengthTabke 9, and that the probability of success
is actually larger than 80%.

The other curves exhibit a probability of success larger than 85%/fgr £ 60, 1/t = 30 and
A = 1.7 (which is just slightly larger thawiy/b), and larger than 95% for the three other sets of
parameters. The curves with = 1.4 and 1.8 almost coincide. The experiments show that choosing a
parameter only slightly larger than the expected consumption rate of the user, coupled with sufficiently
large segment sizes, achieves a very reasonable success probability.

The accuracy of the boun(d) is not good in relative terms, as demonstrateddble 2 In this table,
the bound is compared with values obtained by simulating a million replications of a playout of the entire
video. The relative accuracy improves wheiincreases; this is explained by the fact that the law of large
numbers has more effects when segments are longer.
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Table 2

Comparison of the lower bound on the success probabijyith simulations §) (1/tp = 45, 1/t = 9)

A=14 A=13

D B N D B N

200 0.9602 0.9837 200 0.5226 0.8099
300 0.9794 0.9898 300 0.6132 0.8110
400 0.9896 0.9941 400 0.6926 0.8259
500 0.9949 0.9970 500 0.7683 0.8512
600 0.9976 0.9985 600 0.8180 0.8727
700 0.9989 0.9993 700 0.8716 0.9021
800 0.9995 0.9997 800 0.9027 0.9212

The accuracy is, however, sufficient to assess the efficiency of the rate increase technique, and may be
used to optimize the parametérin a compromise between the probability of success and the bandwidth
requirements. Such an optimization is outside the scope of this paper.

7. Conclusions

We have shown how by increasing the segment transmission rates for the tailored transmission scheme
one can provide either deterministic or probabilistic support of user interactions. Since the FF ac-
tion is the most “challenging” one to support, we restricted our analysis to a viewing behavior where
only PLAY and FF are allowed. We first derived deterministic guarantees for satisfying all possi-
ble FF actions. Since the deterministic guarantees were based on the pessimistic assumption that the
user watches the whole video from start to end in FF mode, we then defined a model for the view-
ing behavior (S-FF model) that consists of the user alternating between the PLAY and the FF
modes.

For the S-FF model, we derived an analytic expression for a lower bound on the success proba-
bility. The reception of the segments is modeled as a semi-Markov accumulation process that allows
the computation of the amount of video data received. While supporting VCR functions (and in par-
ticular FF) requires an increase in the segment transmission rates, our results indicate that this in-
crease remains “moderate”. The analytical results obtained for the S-FF are still pessimistic ones in
the sense that a user who executes not only PLAY and FF but also actions such as PAUSE of SF
will reduce the rate at which the video is consumed compared to the case of the S-FF model. In
future extensions of this research, we shall exploit the theoretical formalism for accumulation pro-
cesses that we have developed in this paper in order to handle various user’s behavior and other VCR
functions.
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