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Abstract—In this work, a simple and efficient approach for
recognizing faces from light field images, notably from Lytro
Illum camera, is proposed. The suggested method is based on
light field images property of being rendered through a multi-
view representation. In the preliminary analysis, feature vectors
extracted from different views of the same Lytro picture are
proved different enough to provide complementary information
beneficial for face recognition purpose. Starting from a set of
multiple views for each data, face verification problem is tackled
and results are compared with those achieved with classical
2D images simulated using a single view, i.e. the central one.
Two experiments are described and, in both cases, the presented
method shows superior performances than standard algorithms
adopted by classical imaging sensors.

Index Terms—Multi-view, light field images, face recognition,
Lytro camera

I. INTRODUCTION

In the last decade, face recognition has become important
in several domains, improving public security (e.g. in border
controls) or daily live quality (e.g. bank security accesses or
security key on smart devices). The ability to automatically
recognize the identity of a person is deeply influenced by the
acquisition technology. Several studies have been done in order
to adapt existent algorithms on different kind of data or to
develop new methods customized for specific images ( [1],
[2D.

Hand-crafted features have been revealed efficient for long
time [3]. Recently, the research has moved in machine learning
direction and new studies ( [4], [5]) have proven how neural
network algorithms outperform hand-crafted features-based
methods on pattern recognition and in particular on face
recognition and verification. However, face recognition based
on light field images has been little investigated because of
the scarcity of open-access databases.

In [6], the first light field face database is presented. Authors
create and test an algorithm able to detect the best focused
image among all the possible focus levels rendered by a
single Lytro image. In [7] and [8], light field images have
been also used for video-surveillance tasks. In the former,
authors present a super-resolution scheme to enhance high
frequencies and to improve face recognition, while in the
latter, a weight assessment scheme is described with the aim
of fusing different images. Light field cameras have revealed
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beneficial also in presentation attack detection ( [9], [10],
[L1D.

The improvements achieved by using multi-view data on
face recognition have already been studied. Usually, views are
collected with different devices at the same time [12] or with
the same sensor with different shots [13]. In both cases, the
data acquisition can be complex or require high degree of
cooperation from the subject. Similar studies are presented
in [14] where authors tackle face recognition problem creat-
ing multi-view representation from RGB-D images collected
with Kinect sensor. Data are processed with a deep-learning
algorithm in order to investigate how viewspace partitioning
impacts on face recognition performance. Also in [15] a novel
approach based on multi-view properties is used to recognize
subjects illustrated in different poses. Synthetic face images
are generated to imitate the other pose variations, thus helping
in the recognition process under different perspectives.

A multi-view based approach for light field technology has
been barely studied in [16]. Although if the variation in view
representation is small, Lytro images have some advantages
related to the collection modality: in fact, with a single shot,
several views are acquired simultaneously, without any camera
alignment problems. The goal of this work is to investigate the
presence of complementary information in Lytro multi-view
representation beneficial for face recognition.

The main contributions of this article are:

o proving that multi-view representation of light field im-
ages, recorded by a Lytro Illum camera, provides com-
plementary information beneficial for face recognition;

o analyzing the relation between view shifting and recog-
nition algorithms;

o suggesting a simple and efficient approach to exploit
multi-view representation potentiality on face recogni-
tion;

o illustrating the improvements of the proposed method
over the classical 2D RGB images approaches;

In the section II light field cameras are briefly described,
focusing on the Lytro Illum camera. Database, preprocessing
and features used in this work are shown in section III, IV
and V. Preliminary analyses are explained in section VI and
new metrics are defined in section VIL In section VIII two
experiments are described and results are commented. Finally,
conclusions are discussed in section IX.



II. LIGHT FIELD CAMERAS

Light field camera can be structured like cameras gantry
or a single automated movement camera restricted to still
object imaging. The camera used in this work (Lytro Illum) is
composed by a standard sensor sensible to visible frequencies,
one main lens and a microlens array and it is sold by Lytro,
Inc. [17] to large audience. Light field cameras are based on
the concept that the entire visible space can be described with
a function dependent of 7 parameters corresponding to time,
light frequency, coordinates of point of view and position of
the point observed. A more extensive explanation could be
found in [18]. This kind of cameras can be used outdoors and
have no proximity limitations.

The size of the rendered images can reach 2450x1634 pix-
els. The CMOS image sensor of Illum Lytro camera measures
1/2” (6.4 x 4.8 mm) and the sensitivity can be varied from
ISO 80 to 3200. The main lens has a size of 30-250mm and
the optical zoom of 8.3x. It features £/2.0 aperture with 1:3
macro capability.

Images can be rendered in several ways, including multi-
view representation of the scene, each view defined as the
picture of the scene collected with a slightly different yaw
and pitch angles. Therefore, the transformation considered is
not a simple bidimensional shifting but the difference between
views involves depth dimension, exploiting the 3D properties
of light field cameras.

Standard 2D images are easily achievable from light field
data: each view can be considered as classical RGB picture
independent from others.

IIT. DATABASE

As far as we know, only two face databases collected with
light field camera are publically available. The first, "7GUCLF:
a new light field face database” [6], has been published in 2013
and it contains post-processed images acquired in a controlled
environment with both standard and light field cameras.

The second, ”Light Field Face Database” (LFFD) [19], has
been published in 2017. The database consists in a set of 100
subjects with 20 face variations, including different illumi-
nations, poses, occlusions and expressions. All 20 modalities
have been collected during two sessions separated by at least
one month. In contrast to GUCLF, raw images and calibration
data of LFFD are available to the end user. For this reason,
the proposed work is carried on LFFD images. The analysis
has been restricted to six face variations: “Frontal face”
expression (FF), “Happy” expression (HE), ”Open mouth”
expression (OM), ”Sunglasses” occlusion (SO), “Hand on
mouth” occlusion (HM) and “High” illumination (HI) for a
total of 1200 images.

IV. PRE-PROCESSING

Raw data are processed with Lytro Power tool [20], a free
software provided by Lytro, Inc. This software is able to
manipulate raw Lytro data and to render light field images as
multi-view RGB images, each one collected from a slightly
shifted point of view. For this work, each data is transformed

in a 5x5 RGB view matrix, each view with size 2022x1404
pixels (Fig 1). Unfortunately the algorithm used to obtained
the multi-view representation from the raw data is not provided
by Lytro, Inc.

Fig. 1: Example of multi-view representation of Lytro image
Each view is initially processed as single picture. The face
represented is detected, aligned and cropped with a pre-trained

model based on HOG features available on the free library
DLIB [21].

V. FEATURES

Face analysis is carried on using 3 sets of features. Two
of them are classic hand-crafted features (LBP [22] and
LGBP [23]), the latter are based on deep-learning algorithm
(OpenFace [24]). All of them are selected due to their good
performances on face recognition. LBP features are extracted
with a well known-method computed on blocks of 8x8 pixels
[22]. The same algorithm is used to find LGBP features from
Gabor filtered images [23].

OpenFace (OF) [24] is based on neural networks algorithm
[5] and implemented in Python and Torch. This algorithm
is designed to map faces to a 128-dimensional Euclidean
hypersphere so that the Euclidean distance is able to dis-
criminate different subjects, providing excellent recognition
performance on several datasets. This property allows to suc-
cessfully use a simple classifier based on Euclidean distance
in 128-dimensional space to discriminate between matching
and mismatching samples.

A simple test on the database is carried on LFFD in order
to evaluate features performances. Each light field data is
associated with classical 2D RGB image considering only the
central view. OF, LBP and LGBP features are extracted and
a classifier for each method is created using as reference data
the frontal face images collected during the first session and
as probe set all other face variations. Results are shown in tab
L.

Baseline analysis shows how recognition achieved with OF
features outperforms the results obtained with LBP and LGBP
features. That result has already been proved [25] and the
comparison of handcrafted features and deep-learning methods
is not the main purpose of this work.

VI. PRELIMINARY ANALYSIS

The 25 views of the same plenoptic image are only slightly
different (Fig 1). Before developing a new method able to



| [ OF [ LBP | LGBP |

EER [ 0.0156 | 0.2099 | 0.1760
FMRI000 | 0.0938 | 0.7692 | 0.5623
ZeroFMR | 0.2981 | 0.8773 | 0.7271

TABLE I. EER, FMR1000 and ZeroFMR related to OF,
LBP and LGBP-based methods on classical 2D images ob-
tained from LFFDatabase. OF-based method outperforms
handcrafted algorithms.

exploit multi-view properties, it is necessary to study how
the change of perspective impacts on features computation.
With this aim, OF, LBP and LGBP features are computed on
all views of the same raw data separately, as if they were
independent 2D pictures. Distances among feature vectors of
central view and all other views considered as classical RGB
images are computed.

In tab II statistics related to the Relative Standard Deviation
(RSD) are reported. Mean value and standard deviation are
evaluated on all views of the same raw data and successively
summarized on the whole considered database to be shown.
In this preliminary step, all modalities and sessions of LFFD
are used indifferently because intra-image differences (i.e.
differences between views from the same plenoptic image)
are not influenced by face variation.

[ inter image | intra images [ OF [ LBP | LGBP |
RSD mean 0.4411 | 0.2858 | 0.2975
var 0.0019 | 0.0434 0.04

TABLE II: Relative Standard Deviation statistics: the average
value obtained with OF features is higher than the others.
Therefore, a stronger impact of multi-view representation
when using OF-based algorithm is expected.

The higher value of the RSD related to OF features indi-
cates a stronger average variance between views of the same
plenoptic image when they are represented by these features.
This consideration suggests better results on multi-view fusion
if performed with OF features.

Distance variation according to spatial position of multi-view
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Fig. 2: Normalized Euclidean distance of each view respect
to corner view in the same image v.s. space distance between
the considered views. The solid lines are linear fit to the data,
showing a linear relation between view shift and recognition
algorithms.

In order to study the maximum variation achievable from
a single data, we compute the distance between the corner
view and all other views. View shifting is not dependent
on the direction (horizontal or vertical). Thus, pitch and
yaw angles are considered equally. The average normalized
dissimilarity scores achieved in features space are evaluated
as a function of the view shift. View shift is calculated as
D= 3Y(i—1)+ (j — 1) where i and j are the view index in
the pictures array, so that the central view will be at D = 2.
The linear trend between distances in features space and view
shift is illustrated in Fig 2. Better performances of OF features
based methods respect to LBP or LGBP are expected because
of the resulting steeper slope. Preliminary analyses show that
the information stored in a multi-view representation of a
human face are richer than a standard RGB image, especially
when faces are mapped in the 128-dimensional hypersphere
defined by OF features. Thus, further analyses are carried on
in parallel with all described feature extraction algorithms but,
since the conclusions are similar for all methods, only results
related to OF features are commented.

VII. DISTANCES

In order to use the additional information stored in light field
data, feature vectors are extracted from all views of the same
image. Usually, classical algorithms compare two images using
one feature vector for each data. The vectors are processed
to assess if the two pictures represent the same subject. Since
light field data provides multiple views of the same subject, an
additional step is computed: feature vectors are extracted from
all views attached to raw data and, then, cross distances among
all views of the two images are computed. The multiple values
are reduced down to a single one for making a decision with
the proposed functions. Eight simple distances are described.

Let A and B be the set of feature vectors describing the
views from two images and d. the Euclidean distance between
elements in a set, it is possible to define:

o Baseline: distance between central view of two images.

e Min distance: minimum value through all the possible
cross distances. dpin = Mingeapep(de(a, b))

e Min distance corners: the minimum value through all
the possible distances between corner views. dp,ine =
f'ninaGAmbEBC (de ((17 b))

o Mean distance: the average value of all the possible cross
distances. dpean = mean(de(a,b) Va € A,Vb € B)

e Mean distance corners: average value through all
possible distances between corner Vviews. dpeqne =
mean(de(a,b) Va € A, Vb € B,)

e Max distance: the maximum value through all the possi-
ble cross distances. dige = MaZeecapen(de(a,d))

e Max distance corners: the maximum value through all
the possible distances between corner views. dpqzc =
MaTaeA, beB.(de(a,b))

o Hausdorff mean distance: dgmean =
= m {Yacaminpepde(a,b) + >, c p minacade(a,b) }

o Hausdorff max distance: dgmar =
Max {maz,c aminye gdc(a, B), mazpe pminge ade (b, A)}



Both d,,;, and d,,,,, distances are studied. In fact, consid-
ering the minimum value of dissimilarity, the distance between
matching samples decreases as well as distance between mis-
matching samples. Vice-versa, when d,,,,, distance is applied,
the dissimilarity increases. In the first case, the probability of
false matching increases, in the second case, the probability
of false non-matching raises. Distances evaluated using only
corner views are studied in order to consider algorithms
computationally less expensive.

VIII. EXPERIMENTS

Two verification experiments are set up. The first follows a
closed-set protocol where each subject considered during the
test phase is also used for validation. The second is an open-
set experiment where the system is created with samples of
80 subjects and tested on the remaining 20. A cross-validation
model is applied in order to generalize the conclusions.

In both cases, frontal face images from the first session
of LFFD are used as reference data. Distances are computed
between each plenoptic image and each reference data. During
the validation phase, classifiers are defined (notably the dis-
tance representing the threshold below which the probe sample
is matched with the reference one). Performances are shown
comparing False Acceptance Rate and False Rejected Rate
evaluated on the test set.

A. Closed-set experiment

In this experiment, we investigate how the suggested tech-
nique can be applied to face verification over different time
span. Thus, we select validation and test sets from the different
acquisition sessions of the database.

Validation phase: Images acquired during the first session
of LFFD are used. Frontal face variation is considered as
reference (one image for each subject for a total of 100
raw data) and all other variations from the first session are
used as validation set (one image for each subject for each
modality for a total of 500 raw data). Features distances
between all reference and validation samples are computed
in order to define nine (eight proposed and baseline) pools of
linear classifiers, one for each distance definition. From each
pool, the classifier corresponding to equal error rate (EER) is
chosen.

Test phase: The test set is composed of all data from the
second session considered in this work (600 raw data).

Results: In Fig 3 the False Acceptance Rate (FAR) vs
False Rejection Rate (FRR) on the test set of the nine (eight
proposed and baseline) classifiers created with the different
distances from OF feature vectors is represented. While the
classifier based on d,,;, distance obtains low FRR in spite of
high FAR, the one with d,;,,, distance shows the opposite re-
sults. Both dy,eqn and dpmeqn classifiers outperform baseline
classifier obtaining accuracy respectively equal to 99.20% and
99.13% v.s. 98.65%, notwithstanding the fact that the latter
already perform at an high level of accuracy.
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Fig. 3: Ex 1: Performance of classifiers evaluated on test set
represented as False Acceptance Rate (FAR) vs False Rejected
Rate (FRR). The best performances are obtained with d,,cqn
and dgmeqn distances

B. Open-set experiment

The purpose of the open-set experiment is to demonstrate
how the described algorithms can be successfully tested on
subjects that are not considered during the validation phase.

Validation phase: Only 80% of LFFDatabase subjects are
considered during the validation process. All face variations of
the 80 subjects are used to define the classification threshold
(880 raw data). A pool of classifiers for each distance is
created and the one corresponding to EER is chosen.

03 EER evaluated on 100 iterations
. T T T T T ToF

iLep
i LeeP

&0.15
w
0.1+ ,
i ]
0.05 ] [ [ ] i} * L] *
0 4 A A A A 4 .
@ Q> el N o N O QO
eq}\c AN @e,’b @é&‘ g sz?' Q\@éb &

@'D
Fig. 4: Ex 2: EER evaluated on the validation set for different
distances and features. While EERs relative to LBP and LGBP
features have a stable behavior among different distances,
EERs obtained with OF features classifiers present a higher
variance

Test phase: All face variations illustrating the remaining
subjects are included in the test set (220 raw data).

Cross-validation: With the aim of improving analysis stabil-
ity, a cross-validation algorithm is applied. Validation and test
phases are repeated 100 times splitting the database randomly.
In Fig 4 a representation of EER distributions for OF, LBP and
LGBP evaluated on validation set is shown. As suggested in
section VI, OF features have not only lower EER but also a
higher variance among different distance classifiers.

Results: In Fig 5 results obtained with OF features are illus-
trated. As for the first experiment, d,,;, and d,,;,. classifiers
outperform baseline with a respective accuracy of 99.80% and
99.78% v.s. 99.27%. dpmazs AHmaz a0d dpqzc classifiers do
not improve verification results.
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Fig. 5: Ex 2: Performance of classifiers evaluated on test set
represented as False Acceptance Rate (FAR) vs False Rejected
Rate (FRR). The best performances are obtained with d,,;y,
and d,,in. distances

IX. CONCLUSION

This work tackles face recognition problem with light field
images, by using LFFD database. The light-field acquisition
are rendered as a 5 by 5 multi-view images for data analysis.

We study how light field images are richer than standard
RGB 2D-picture and we propose a method to use the extra-
information to improve face recognition algorithms.

Cross distances among views of two images are computed.
Eight new distances customized for reducing down multiple
values to a single one are defined. Two verification experi-
ments are carried on. The close-set experiment shows how
dmean and dgrmeqn distances can improve face verification
performances on images collected in a different period than
the samples used during the validation phase. The open-set
experiment demonstrates how d,,;, and d,;n. distances could
be successfully tested on subjects that are not considered
during the validation phase.

The analysis paves the way to a more exhaustive study on
impact of multi-view fusion on face recognition and verifica-
tion when bigger pitch and yaw angles are applied between
subject face axes and camera. This can be achieved with Lytro
[llum by taking closer snapshots or with different kind of light
field cameras (e.g. Raytrix).
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