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Abstract—At early market penetration, automated vehicles will share the road with legacy vehicles. For a safe transportation system, automated vehicle controllers therefore need to estimate the behavior of the legacy vehicles. However, mismatches between the estimated and real human behaviors can lead to inefficient control inputs, and even collisions in the worst case. In this paper, we propose a framework for evaluating the impact of model mismatch by interfacing a controller under test with a driving simulator. As a proof-of-concept, an algorithm based on Model Predictive Control (MPC) is evaluated in a braking scenario. We show how model mismatch between estimated and real human behavior can lead to a decrease in avoided collisions by almost 46\%, and an increase in discomfort by almost 91\%. Model mismatch is therefore non-negligible and the proposed framework is a unique method to evaluate them.

I. INTRODUCTION

Commuters today often face issues such as traffic jams, stop-and-go scenarios, collision avoidance maneuvers, etc. In such circumstances, the vehicles need to frequently accelerate and brake to follow the traffic rhythm, which not only increases fuel consumption, but also increases driving discomfort\cite{1}. In the context of connected and automated driving, Cooperative Adaptive Cruise Control (CACC) is posed as a solution to assist the drivers, and ease them from a lot of these issues.

Due to the presence of on-board communication modules that support vehicle-to-vehicle (V2V) and/or vehicle-to-infrastructure (V2I) communication, CACC vehicles have the ability to coordinate control actions\cite{2} with other CACC vehicles. There are many applications of coordinated mobility, including, but not limited to cooperative intersection management\cite{3} and merging on highway\cite{4}. Nonetheless, introduction of CACC also comes with challenges such as perception and localization errors\cite{5}, communication delays and packet losses\cite{6}, control actuator delays and imperfections\cite{7}, etc.

Most algorithms robust to the above issues are developed for a stream of identical CACC vehicles. However, in early deployment phase of future Cooperative Intelligent Transportation Systems (C-ITS), CACC vehicles will need to share roads with other vehicles with little or no automation like manually driven vehicles (MDVs). Unless dedicated lanes are allocated to CACC vehicles, CACC vehicles will need to properly adapt to the behavior of MDVs and vice versa. In order to adapt aptly, controllers of CACC vehicles (on board or remote) will have to make predictions or assumptions on MDVs’ behavior. These assumed behavior will not always match the actual behavior of human drivers. In this paper such conflicts are referred to as model mismatch.

Mixed vehicle scenarios have previously been analyzed in\cite{8,9}, but model mismatch related issues is yet to receive more attention. To counter model uncertainties,\cite{10} proposes the use of a robust MPC algorithm. Assumed and actual model of MDVs are represented by IDM+ (IDM+\cite{11} is an extension of Intelligent Driver Model (IDM)\cite{12}) but with different parameter values to illustrate a model mismatch. Simulations in\cite{10} do not involve human participation and the performance of the algorithm is yet to be tested in real-life conditions.

Because human drivers have diverse driving behavior under different conditions, it is difficult to represent their behavior mathematically. It is thus necessary to evaluate and validate novel algorithms and innovations by involving real human drivers. At the same time, safety of the human participants also needs to be ensured. Thus, we use a driving simulator to obtain real-time control behavior of human drivers under different driving conditions, and ensure that they are not exposed to the risk of real-life traffic accidents. For instance, a driving simulator was integrated with Plexe (Platooning Extension for Veins)\cite{13}, to study the behavior of a CACC vehicle platoon when a MDV cuts in\cite{14}; however, model mismatch was not considered.

In this paper, we focus on a braking scenario, where a centralized controller intervenes and controls CACC vehicles to avoid collisions. The main contribution is: the evaluation of a centralized controller in presence of model mismatch with real human drivers using the driving simulator from the Swedish National Road and Transport Research Institute (VTI) in a mixed traffic scenario. Moreover, we show the versatility of the controller by simulating braking coordination in a CACC only traffic scenario and compare its performance with two existing CACC controllers.

The remainder of the paper is organized as follows. Section II presents our proposed centralized algorithm. The simulation scenario is described in Section III, with the
results presented in Section IV. Section V concludes the paper with suggestions for future work.

II. CENTRALIZED COLLISION AVOIDANCE CONTROLLER

A. System Model

We focus on a mixed traffic scenario consisting of vehicles with different levels of automation. We assume all vehicles to be connected via wireless communication technologies to a centralized controller as illustrated in Fig. 1. All vehicles send their state parameters (position, velocity, acceleration) to the centralized controller over the “uplink”. We assume that the centralized controller can control CACC vehicles, which are assumed to have the capability to perform the control action as soon as they receive them. MDVs can not be controlled by the centralized controller. Computations take place on this centralized server, considering vehicles’ latest state parameters. Our proposal is to take into account non-automated vehicles such as MDVs, and compute control values for CACC vehicles at each time slot $n$ over a simulation horizon $N$ ($n = 1...N$). The computed controls are then transmitted to CACC vehicles in the “downlink”.

In this work, the centralized controller is optimized for the braking scenario, where combinations of CACC vehicles and MDVs are driving towards an obstacle. An example of this scenario is described in Section III. The centralized controller computes control inputs for CACC vehicles, such that they avoid front and rear-end collisions.

B. CACC vehicle model

CACC vehicles are controlled by the centralized controller, and are modeled in a way that they avoid both front and rear-end collisions. CACC vehicle $i$ ($i \in Z$) ensures distance $d_{i,i-1}$ between itself ($i$) and the vehicle in front ($i-1$) and distance $d_{i+1,i}$ between the vehicle following it ($i+1$) and itself are positive.$^{1}$ $Z$ is the set of all CACC vehicles.

$$d_{i,i-1} > 0 \quad d_{i+1,i} > 0 \quad (1)$$

where

$$d_{i,i-1}(n) = p_i(n) - p_{i-1}(n) - l_{i-1} \quad n_v \geq i > 1$$

$$d_{i+1,i}(n) = p_{i+1}(n) - p_i(n) - l_i \quad 1 \leq i < n_v \quad (2)$$

$p_i$ represents the front end position of the vehicle $i$, and $l_i$ represents the length of vehicle $i$. $n_v$ is the total number of vehicles. Note that vehicles $i-1$ and $i+1$ need not be CACC vehicles. We assume perfect localization capability in this work.

C. MDV braking model assumed by centralized controller

At each time slot $n$ in the simulation horizon, when a computation takes place, the centralized controller uses a model to predict braking control values for each MDV over the entire prediction horizon. Different models can be used, we choose a simple but realistic prediction model:

- Before perception response time (Eq. 4 where $\zeta = c \cdot t_{i,1}$):
  the centralized controller assumes that the human driver in vehicle $i$ will start braking after a certain assumed perception response time $t_{i,1}$. The driver then increases the braking strength until it reaches a maximum. At maximum braking strength, the vehicle continues to brake until it comes to a halt.

- After perception response time:
  - If braking magnitude is zero (Eq. 4 where $\zeta = 0$) - if vehicle has not started braking, controller assumes that the vehicle will start braking now and continue to increase its braking strength until the vehicle attains maximum braking strength. At maximum braking strength, the vehicle will continue to brake until it comes to a halt.
  - If braking magnitude is increasing (Eq. 5) - the centralized controller assumes that the vehicle will continue to increase its braking strength until the vehicle attains maximum braking strength. At maximum braking strength, the vehicle will continue to brake until it comes to a halt.
  - If braking magnitude is decreasing or constant (Eq. 6) - the model assumes, the vehicle will continue to brake at the previous braking magnitude until halt.

As soon as the velocity reaches zero each vehicle stops braking, regardless of its braking strength. We let prediction horizon and the simulation horizon be of equal duration. Let $\eta$ represent the time slot in the prediction horizon, $\eta = 1...N$. The above mentioned braking model can be presented mathematically as:

$$u_{i,n} = \begin{cases} 
\psi_1 \mid \zeta = c \cdot t_{i,1} & n \leq c \cdot t_{i,1} \\
\psi_1 \mid \zeta = 0 & u(n) = 0 \ & n > c \cdot t_{i,1} \\
\psi_2 & \Delta u(n) < 0 \ & n > c \cdot t_{i,1} \\
\psi_3 & \Delta u(n) \geq 0 \ & n > c \cdot t_{i,1} \end{cases} \quad (3)$$

where $\psi_1$, $\psi_2$, $\psi_3$ are predicted acceleration values, they are explained in Eq. (4), (5), and (6) respectively.

$$\psi_1 = \begin{cases} 
\eta \cdot \Delta u_{i,n}^\text{min} & \zeta < \eta \leq c \cdot t_{i,n}^\text{min} \\
u_{i,n}^\text{min} & c \cdot t_{i,n}^\text{min} < \eta < c \cdot t_{v_i=0}^\text{min} \\
0 & \text{otherwise} \end{cases} \quad (4)$$

$$\psi_2 = \begin{cases} 
u_{i,n}^\text{min} & 1 \leq \eta \leq c \cdot t_{i,n}^\text{min} \\
0 & \text{otherwise} \end{cases} \quad (5)$$

1 vehicle $i - 1$ is followed by $i$ which is followed by $i + 1$, and so on.
\[ \psi_\eta = \begin{cases} u_i(n-1) & 1 \leq \eta \leq c \cdot t_{v_i=0} \\ 0 & \eta > c \cdot t_{v_i=0} \end{cases} \] (6)

where complementary set of Z which has all MDVs is \( Z^c \).

For vehicle \( i \) at time slot \( n \), \( u_{i,n} \) is the predicted acceleration vector (as predicted horizon is equal to simulation horizon, \( v_{i,n} \) would have \( N \) values). \( u_i(n) \) is the actual value of acceleration; change in acceleration between two time slots \( \Delta u(n) = u(n) - \bar{u}(n-1) \) is the value of jerk; \( \Delta u_{i,n}^{\min} \) is the maximum permitted decrease in acceleration between two time slots. \( t_{v_i=0} \) is the perception response time in seconds. \( t_{u_{i,n}^{\min}} \) is the time when the acceleration of the vehicle reaches maximum braking magnitude. If \( n = 1 \), \( u_i(n-1) = 0 \); Values in seconds are multiplied with constant \( c = 10 \) and converted to time slots (1 second = 10 time slots).

D. Model Mismatch

Model mismatch arises when the actual model is different from the assumed model (described in Section II-C).

In this work, we used two actual models of the MDV, which are derived from either: i) the driving simulator; or ii) a modified version of intelligent driver model (IDM) [12].

This modified version of IDM involves MDVs implementing controls based on IDM after a particular perception response time. Within the perception response time, acceleration of MDV is zero. This perception response time is added to imitate response delay of a human driver.

Model mismatches can only be eliminated if the assumed and the actual model is the same. If there is no model mismatch (and no source of error) then the control inputs computed once should be valid and ensure a collision free maneuver. If predicted control values computed at any particular time slot is used in time slots other than the one in which it was computed it might result into collisions. This is because the error introduced by model mismatch would keep accumulating. Thus re-computations of controls is necessary which is the basis of a MPC system.

E. Controller Model

In this work, we propose the use of a centralized controller based on a Model Predictive Control (MPC) system. A MPC controller is able to consider predicted models of different vehicles, different state parameters, various constraints and is able to generate control inputs. In an ideal scenario, at every time slot, fresh state parameters are used to generate fresh control values and are transmitted back to the CACC vehicles. These computations thus take place in a receding horizon method.

The benefits of MPC are as follows: first, at each time slot when control computation takes place, error between predicted model and the actual model can be rectified. Second, MPC based controller generates control inputs over a horizon. In case of computational infeasibility, control inputs generated the previous time slot are to be used.

Next, we formulate a generic version of the above described centralized controller. The state variable \( x_i \) of a vehicle \( i (i \in ...i_n) \) is defined as the position \( p_i \), velocity \( v_i \) tuple in Eq. (7).

\[ x_i = [p_i \, v_i]^T \] (7)

The relation between position, velocity and acceleration is given by Eq. (8). We assume acceleration to remain constant between two time slots.

\[ \Delta u_i(n+1) = u_i(n+1) - u_i(n) \]
\[ v_i(n+1) = v_i(n) + u_i(n) \Delta t \] (8)

A discrete time linear control system represented by Eq. (9) is used, where values for constants are given by Eq. (10),

\[ x_i(n+1) = Ax_i(n) + Bu_i(n) \] (9)
\[ A = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix} \quad B = \begin{bmatrix} (\Delta t^2/2) \\ \Delta t \end{bmatrix} \] (10)

where \( \Delta t \) is the time between two consecutive time slots \( n \) and \( n+1 \). Vehicle and road constraints in terms of minimum and maximum values of position, velocity, acceleration are accounted for in Eq. (11a), and Eq. (11b),

\[ p_i^{\min} \leq x_i(n) \leq p_i^{\max} \] (11a)
\[ u_i^{\min} \leq u_i(n) \leq u_i^{\max} \] (11b)

Maximum acceleration and maximum braking is represented by \( u_i^{\max} \) and \( u_i^{\min} \) respectively. To ensure a smooth braking, jerk \( \Delta u(n) \) is bounded. Note: MDVs are controlled by a human driver, their control values can not be optimized and jerk can not be controlled

\[ \Delta u_i^{\min} \leq \Delta u_i(n) \leq \Delta u_i^{\max} \] (12)

To ensure collision avoidance, the system ensures the distance between vehicles is always positive (Eq. (1)). Eq. (13) ensures the terminal velocity of CACC vehicles reach zero.

\[ v_i(N) = 0 \] (13)

Due to the presence of CACCs among MDVs, the behavior of one influences the other. MDV model in this work does not consider the impact of CACC vehicles on MDV. If the actual interdependence can be modeled, the true potential of a centralized controller with CACC vehicles can be evaluated.

The cost function \( J \) is set to penalize strong deviations in acceleration. We can thus set the MPC based system as:

\[ \text{minimize} \quad J = \sum_{i=1}^{n_r} \sum_{n=2}^{N} (u_i(n) - u_i(n-1))^2 \] (14)

subject to

Eq. (1), (3), (7), (8), (9), (10), (11a), (11b), (12), (13)

The above quadratic optimization problem is to be solved on a centralized controller. We use QUADPROG toolbox on MATLAB to solve Eq. (14).
Both MDV and CACC vehicles are at halt initially. The first vehicle starts to accelerate with a fixed acceleration of 1 m/s², from 800 meters away from the obstacle. Once the desired speed of 90 km/h (25 m/s) is reached, it cruises until the “notification distance”. The notification distance is defined as a distance from the obstacle, where the CACC vehicle detects the obstacle using its sensors, or is notified about the obstacle over V2V/V2I communications. Overview of the scenario is illustrated in Fig. 3. Three different notification distances are used in our study: i) 95.9 meters⁴; ii) 120 meters; and iii) 150 meters. We assume the proposed algorithm intervenes and helps coordinate a braking procedure as soon as the CACC vehicle is “notified” about a potential obstacle.

![Flow chart of the control buffer implementation](image)

Fig. 2: Flow chart of the control buffer implementation. Initial value of count is one.

### F. Control Buffer

The vector of control inputs over the horizon $N$ generated from Eq. (14) is transmitted to CACC vehicles in the downlink. This vector is stored in a buffer. The first value from this buffer is applied by each CACC vehicle.

These computations ideally, should take place with a particular frequency known as the controller update rate. But computations might take longer and controls may not be generated at the desired update rate. Alternately, computations might have terminated but not successful (the optimization problem was infeasible). In such scenario where control inputs for a certain time slot are not computed (due to processing time or infeasibility), we assume CACC vehicles continue to apply next control inputs from the previously received control values stored in the buffer.³ This concept of the buffer implementation with the control algorithm is explained in Fig. 2.

### III. SIMULATION FRAMEWORK

Although a generalized multi-vehicle braking system is formulated, in this work we consider a two vehicle braking scenario where a MDV is following a CACC vehicle. We assume the vehicles are on a single lane road, lane change is prohibited. The CACC vehicle implements control inputs generated by Eq. 14, whereas the MDV is driven by either a human driver, or a modified version of IDM. Following are the parameters used with IDM (parameters follow standard notation as in [12]): $v_0$, $s_0$, $T$, $a$, $\delta$, $b$ are 25 m/s, 3 m, 1 s, 1 m/s², 4 and -2 m/s² respectively. Length of all vehicles $l$ is set to 4 m. Initial distance between vehicles is 3 m. The frequency of control computation is defined by the controller’s update frequency (set to 10 Hz in this paper; $\Delta t = 0.1s$). $v_{\text{min}} = 5.88 \text{ m/s}^2$, $\Delta u_{\text{min}}$, $\Delta u_{\text{max}}$ are set to -0.25 and 0.25 respectively. Control and prediction horizon is equal to simulation horizon $N$. $N = 100$ unless specified.

³If the control computation is infeasible and the control buffer is empty, CACC vehicles apply brakes with maximum jerk added to previous acceleration value.

⁴This is the distance at which at least one DSR/CITS-G5 safety message would be received with 99.5% probability [16]
uses a gaming steering wheel and pedals to control the MDV. In the scenario where the MDV was controlled by an actual human, we have six participants (2 women and 4 men) involved in the experiments. For each notification distance, each driver is driving the scenario at least two times, in no particular order. The driver was given an instruction to follow the CACC vehicle in front without making any lane changes.

IV. RESULTS AND ANALYSIS

Results from the simulation scenarios described in Section III are presented in this section. The proposed algorithm is evaluated with the following two metrics: a) percentage of collision avoidance (whether vehicles halted before the obstacle without collisions); and b) discomfort (2 norm of change in acceleration per time slot).

A. Mixed Traffic

The mixed vehicle scenario consists of a MDV following a CACC vehicle, as shown in Fig. 3. We analyze the following model mismatch in the braking scenario under two cases:

- Case A: the assumed driving model is the model introduced in section II-C and the actual driving is based on a modified version of IDM
- Case B: the assumed driving model is the model introduced in section II-C and the actual driving inputs are obtained from the driving simulator

Results of the above simulation scenarios are plotted in Fig. 5. We observe in Case A, acceleration and velocity profiles are notably smoother compared to the scenario where the real human is driving the MDV. As one of the evaluation metric is to evaluate discomfort while braking, we compute discomfort values after vehicles are notified at the notification distance. The average discomfort value of Case B is bigger than that of Case A. Moreover, collisions take place when an actual human is driving compared to no collisions when a mathematical model is used. These results are summarized in Table I.

As expected, an increase in notification distance results in higher percentage of collision avoidance. For Case B, the percentage of collisions avoided at 95.9 m, 120 m and 150 m is 35.72%, 57.89% and 60.87% respectively. Overall, 53.57% of collisions were avoided. Whereas in case A, when IDM controls MDV, 100% collisions were avoided.

<table>
<thead>
<tr>
<th>TABLE I: Mixed traffic simulation results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discomfort</td>
</tr>
<tr>
<td>Collisions avoided (%)</td>
</tr>
<tr>
<td>Discomfort</td>
</tr>
</tbody>
</table>

There are several reasons for collisions, due to the differences between assumed value in the centralized controller and the actual value in the driving simulator, e.g. the difference in perception response time, the difference in braking capacity and maximum value of jerk sustainability. In such cases, control optimization computations are infeasible for the assumed values of jerk and the braking capacity. But it may actually be feasible for MDV to brake using the driving simulator.

Furthermore, we observe that the optimization computations takes more time than expected and thus control optimization is not computed at the controller frequency. Computations ideally should take less than 0.1 second to keep real-time performance. However, in our experiments, it takes maximum up to 2 seconds (20 times more) to compute. On an average, we have an optimization computation completed every 0.3 seconds. The previously computed control inputs in the buffer are old and may be from a few seconds ago. These control inputs from the buffer are sometimes not able to avoid collisions.

B. Automated vehicles traffic

Although the proposed controller is designed for mixed vehicle scenarios, it can perform in a CACC-only scenario as well. In this section, the scenario illustrated in Fig. 3, where both vehicles are CACC vehicles, is simulated. To evaluate the performance of our proposed controller, we compare its performance with existing CACC controllers in Plexe such as the one proposed by “Rajamani” [17, Chapter 7], and “Ploeg” [18].

Simulation results show that all controllers are able to avoid the collision with the standstill obstacle and come to a halt. Figure 6 plots the acceleration profile of different controllers, when the notification distance is 120 meters. From the plot, we observe that Rajamani controller tends to apply brakes harder than the Ploeg controller. Table II

![Fig. 5: Mixed vehicle scenario results: top plots show results from case A; bottom plots show results from case B.](image1)

![Fig. 6: Acceleration profile of the first vehicle in the automated vehicles traffic scenario, at the notification distance of 120 meters.](image2)
summarizes the discomfort values. The discomfort value of the proposed controller is lower (better) than that of the Rajamani controller and is similar to the value of the Ploeg controller. CACC vehicles based on the Ploeg controller take much longer to come to a halt compared to the proposed controller, with approximately the same cost (discomfort). Acceleration profiles can be influenced by changing the simulation horizon $N$ (refer Fig. 6), and the value of discomfort can be reduced (Table II).

**TABLE II: Average value of discomfort (2-norm of change in acceleration computed at 10Hz).**

<table>
<thead>
<tr>
<th>Notification distance (m)</th>
<th>Rajamani [17]</th>
<th>Ploeg [18]</th>
<th>Proposed (N = 100)</th>
<th>Proposed (N = 150)</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.9</td>
<td>6.18</td>
<td>1.36</td>
<td>1.25</td>
<td>1.24</td>
</tr>
<tr>
<td>120</td>
<td>6.18</td>
<td>0.90</td>
<td>1.15</td>
<td>0.99</td>
</tr>
<tr>
<td>150</td>
<td>6.18</td>
<td>0.80</td>
<td>1.15</td>
<td>0.85</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS AND FUTURE WORK

Difference in the predicted and the actual behaviour of manually driven vehicles (MDVs) gives rise to a model mismatch. In this work, we evaluate the impact of model mismatch on a centralized model predictive control algorithm for braking in mixed traffic. In order to do the evaluation, we propose a simulation framework, which interfaces MATLAB with the VTI's driving simulator.

To simulate a mixed traffic scenario with a CACC and a MDV, first, a mathematical model is used to control the MDV. Second, the controller is interfaced with a driving simulator and a human driver controls the MDV. In the second case, 46% more collisions were recorded and compared to the first case. Moreover, the discomfort of the driver increases by 91%. Based on the significant difference in the results, we conclude that it is necessary to use humans for experimental validation of algorithms. Furthermore, the proposed controller is also compared against Rajamani and Ploeg controllers in a CACC-only scenario. Each controller is able to avoid collisions although the discomfort values are different. The proposed controller thus adapts to both homogeneous and heterogeneous traffic.

An in-depth study of the impact of model mismatch can be carried out by using different assumed and actual models. As future work, tools like the one proposed in [19] can be used to further add other factors such as communication disturbances and extend the scenario to a more diverse mixed traffic scenario. Also, simulations with more than 2 vehicles shall be carried out in the near future. Moreover, the algorithm needs to be made more robust to failures in mixed traffic scenario. Last but not least, to ensure real time simulation of more than two vehicles, the algorithm needs to be improved and optimized.
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