
ISWCS	28-08-2017Toward	5G	vehicular	networks

Toward	5G	vehicular	networks
when	vehicles	will	talk	to	each	other
Barbara	Mavì Masini
Alessandro	Bazzi

CNR-IEIIT,	 Italy
Email:		barbara.masini@ieiit.cnr.it, alessandro.bazzi@ieiit.cnr.it	

National	Research
Council	of	Italy

ISWCS’17
2017	August	28

Institute	of
Electronics
Computer	and	
Telecommunication	
Engineering	

Part	4:	toward	5G



ISWCS	28-08-2017Toward	5G	vehicular	networks

Toward	5G	
vehicular	networks



ISWCS	28-08-2017Toward	5G	vehicular	networks

Toward	5G
Challenging	requirements:
• Very	low	latency:	1ms	end-to-end	delay
• Very	high	reliability:	99.999%	transmission	reliability
• High	data	rate:	tens	of	Mbps	per	device	 in	a	dense	environment.	
• High	dynamic	mobility:	300	km/h	absolute	speed,	500	km/h	relative	speed
• Very	high	positioning	accuracy:	0.1	m
• High	density	of	connections	for	vehicles	(e.g.	the	number	of	vehicles	can	

exceed	10.000	in	scenarios	with	multiple	 lanes	and	multiple	 levels	and	types	
of	roads)	

• High	availability:	coverage
• High	security	and	privacy
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3GPP	accelerated	5G	timeline

Source:	Huawei

5G	will support multiple	use	cases in	diverse	environments,	meaning a	range of	
heterogeneous capabilities and	RATs
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How	5G	face	the	requirements

20

Overcoming the challenges of V2X communications

High relative speeds
Leads to significant Doppler
shift / frequency offset

High node densities
Random resource allocation 
results in excessive resource 
collisions

Time synchronization
Lack of synchronization source 
when out-of-coverage

Enhanced signal design
E.g. increasing # of ref signal symbols to 
improve synchronization and channel estimation 

Enhanced transmission structure
Transmit control and data on the same
sub-frame to reduce in-band emissions

More efficient resource allocation
New methods using sensing and semi-
persistent resource selection

Allow utilization of GPS timing
Enhancements to use satellite (e.g. GNSS) 
when out-of-coverage 

V2X Challenges C-V2X Solutions
250km/h

250km/h

Source:	Qualcomm

Higher link	budget	
(coding gain,	transmit
power,	transmission
period)	for	double	the	
range (hundreds of	
meters)	

New	Demodulation reference signal (DMRS)	in	uplink used for	
channel estimation and	for	coherent demodulation

5G
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How	5G	face	the	requirements	(continue)
Very low latency
• Advanced	driver-assistance systems (ADAS),	safety,	situational awareness (e.g.	pre crash	warning

message)
• Obtaining radio	resources for	ProSeDirect	Communication in	SL	mode	1	may take	too long	and	

incur excessive overhead for	certain delay	critical and	small-sized V2X	messages
Implication for	5G:
• Need a	direct communication interface for	both in-coverage and	out-of-coerage
• Enhancement	to	LTE,	enhanement to	PHY/MAC,	better channel estimation,	OFDM	variants

High	data	rate
• Multiple	transmitters generatingmultiple	messages result in	high	network	load (e.g.	10	BSMs per	

second,	5	Kbyte/s)	
•	 More	than just	status	data	– e.g.	ADAS	
•	 V2V	messages (e.g.	pre-crash	warningmessage)	are	local,	relevant only to	other vehicles in	the	
vicinity
Implication for	5G:
•	 Greater	resource allocation efficiency:	e.g.	D2D	enhancements
•	 Advanced	antenna	techniques (e.g.	adaptive beam-forming /	tracking)	
• Full	duplex
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How	5G	face	the	requirements	(continue)
High	reliability	and	availability
• Need high	reliability	and	availability,	especially for	safety applications
•	 Need time	synchronizationwhen vehicles are	out	of	network	coverage
Implication for	5G:
•	 PHY	/	MAC	enhancements
•	 Enhance LTE	to	use	GPS	timing	/	sync for	out	of	network	areas
•	Provide for	multiple	connections for	Uu failure survivability and	link	redundancy

High	security	and	privacy

• SIM/IMSI	only provides in	network	authentication,	does not protect privacy	
•	 MNOsmust	not be	able to	re-construct identity,	location	and	speed
•	 Vehicles should communicatewithout pre-shared keys
Implication for	5G:
•	 Balance	security,	privacy,	performance	
•	 Public-Key Infrastructure (PKI)	to	distribute&	managedigital certificates
•	 Separation of	authorities among functions
•	 Re-use	IEEE	1609	security?	(SCMS)	
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5G	research
• 5G	mostly	intended	as	an	evolution	of	LTE
• C-V2X	seen	as	the	most	probable	final	solution	to	connected	vehicles	

challenging	applications
• But	5G	also	foresees	the	integration	of	multiple	radio	access	technologies	

(RATs)	in	the	cellular	system	architecture
– Multi-RAT	is	a	reasonable	approach	for	the	integration	of	IEEE	

802.11p/ITS-G5	and	cellular
– By	taking	advantage	of	multi-RATs,	5G	will	be	able	to	take	advantage	of	

the	unique	characteristics	of	each	RAT	and	improve	the	practicality	of	
the	system	as	a	whole

– Multi-Rat	will	enable	5G	System	to	maintain	network	connectivity	
regardless	of	time	and	location,	and	open	the	possibility	to	connect	all	
the	connected	devices	without	human	intervention.	

– Also	to	provide	support	for	up	to	a	million	simultaneous	connections	
per	square	kilometers	with	higher	data	rate,	enabling	a	variety	of	
services.	
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Trends	with	higher	V2X	technology	
penetration

• Higher	number	of	connected	vehicles
• Periodic	message	exchanges	with	ultra	low	
latency

• Longer	packet	size	(to	autonomous	driving)

What	about	using	full	duplex?
Which	is	the	main	problem	with	11p/ITS	G5?
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Full	duplex	radios	
and	the	possible	

impact	on	vehicular	
communications
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Which	is	the	main	problem	with	11p/ITS	
G5?

• The	hidden	terminal	problem	worsen	the	performance	both	in	unicast	and	in	
broadcast	mode	of	CSMA/CA

• Throughput	and	delay	performance	degrades	quickly	as	network	load	increases	
(high	density)	
– heavy	packet	collisions.

Antonella Molinaro - Laboratoire de Recherche en Informatique (LRI), Gif-sur-Yvette - 27 March 2017

Broadcasting worsens the hidden terminal 
problem 
� The “hidden node” problem is a well-known limitation of 

CSMA/CA in which collisions cannot be avoided

S D
S D

Hidden area 
(unicast)

Hidden area 
(broadcast)

Potential hidden terminal area: terminals in the communication range of 
the receiver D but not in the range of the transmitter S

Hidden area in the broadcast case can be dramatically larger than in the unicast case

Potential hidden terminal	area:	terminals in	the	communication
rangeof	the	receiverD	but not in	the	rangeof	the	transmitter S
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Full	Duplex	(FD):	the	dream	of	double	
capacity

• Wireless	systems	are	typically	half	duplex	(HD),	hence	unable	to	transmit	
and	receive	at	the	same	time	

• Full	duplex	(FD)	allows	concurrent	transmission	 and	reception	in	the	same	
bandwidth,	and	now	considered	as	one	of	the	key	technologies	 for	5G

• FD	can	ideally	double	the	capacity	of	a	single	 link

• In	practice,	the	increase	 in	capacity	is	limited	 by	the	self- interference	(SI)	
that	is	unavoidably	generated	when	the	transmitted	signal	couples	back	to	
the	receiver	in	the	in-band	FD	transceiver	

• The	problem	of	SI	is	more	and	more	evident	 in	high	density	networks

Antonella Molinaro - Laboratoire de Recherche en Informatique (LRI), Gif-sur-Yvette - 27 March 2017

� FD systems can ideally double the
capacity of wireless systems 

by allowing simultaneous 
transmission and reception over the same center frequency

� In practice, the increase in capacity is limited by the self-
interference (SI) that is unavoidably generated when the 
transmitted signal couples back to the receiver in the in-band 
FD transceiver

• A. Sabharwal, et al. "In-band full-duplex wireless: Challenges and opportunities." IEEE Journal on Selected Areas in Communications 32.9 (2014): 1637-1652.
• D. Kim, "A survey of in-band full-duplex transmission: From the perspective of PHY and MAC layers." IEEE Comm. Surveys & Tutorials 17.4 (2015): 2017-2046
• IEEE Comm. Mag., May 2015 – Special issue on Full Duplex Communications.

FD: the dream of double capacity
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Full	duplex	(FD)	and	self	interference	(SI)

• FD	benefits	 can	be	achieved if SI	can	be	effectively canceled
• SI	can	be	much higher than the	desired signal,	which is subject to	attenuation due	to	

path loss and	fading	phenomena (~	100dB	higher in	Wi-Fi)
• Even though the	Tx signal is perfectly known in	the	digital baseband,	eliminating the	

generated SI	is a	challenging task	due	to	the	power difference between the	Tx and	Rx
signals and	the	multiple	sources of	distortion (nonlinear effects of	amplifiers or	mixers)	
and	RF	imperfections (phase noise of	the	local oscillator,	ADC,	quantization noise,	
thermal noise,	etc.)	in	the	transceiver chain

Antonella Molinaro - Laboratoire de Recherche en Informatique (LRI), Gif-sur-Yvette - 27 March 2017

� FD benefits can be achieved if SI can be effectively canceled
� SI can be much higher than the desired signal, which is subject to attenuation due to 

path loss and fading phenomena
� Order of magnitude 100dB higher in Wi-Fi

FD and SI

SABHARWAL et al.: IN-BAND FULL-DUPLEX WIRELESS: 
CHALLENGES AND OPPORTUNITIES, IEEE JOURNAL ON SELECTED 
AREAS IN COMMUNICATIONS, VOL. 32, NO. 9, SEPTEMBER 2014 
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Full	duplex	(FD)	and	self	interference	(SI)

• Although SI	cannot be	perfectly canceled,	short-range systems (e.g.,	 small-
cell and	Wi-Fi)	are	making the	SI	reduction problem much more	
manageable due	to	both their lower transmission powers and	reduced
path loss

• A	lot of	research is ongoning on	SI	(out	of	the	scope	of	this tutorial).	
Recent results show	that advanced SI	canellation schemes can	achieve 70-
120	dB	of	cancellation in	Wi-Fi	systems.	For	example Huawei provides FD	
radios with	118	dB	cancellation (static)

• A	major	concern is the	time-varying nature	of	the	SI	channel,	caused by	
the	moving scatterers and	reflectors in	the	surrounding environment and	
the	mobility of	the	device itself
– Preliminary	experimental results presented in	[1]	for	handheld FD	mobile	devices with	

single	shared antennas are	encouraging
– Early results for	high-Doppler	scenarios are	encouraging [2]	

[1]	D.	Korpi et	al.,	“Full-duplex	mobile	device:	pushingthe	limits,”	Communications	Magazine,	IEEE,	vol.	54,	no.	9,	pp.	80–87,	2016.
[2]	F.	Lehmann,	A.	Berthet,	“A	factor graphapproach to	digitalself-interferencemitigation in	OFDM	full-duplex	systems,”
IEEE	Signal Processing	Letters,	vol.	24,	no.	3,	pp.	344–348,	2017	
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FD	challenges	mitigated	in	cars
• No	miniaturization issues like in	small-form factor devices

• Antennas can	be	separated on	the	vehicle rooftop at a	distance that could
make passive	isolation remarkably efficient.	

• Large	processing	and	unlimited power capabilities
– Vehicular OBUs are	good candidates to	host complex FD	

transceivers
• Less stringent cost contraints (that impact	the	analogue

components quality)	
– High-quality analog components can	create	less signal

distortions and	imperfections
• Connected cars at an	early deployment stage

– New	vehicles can	be	easily equipped with	FD	radios
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Impact	of	FD	on	IEEE	802.11p/ITS	G5	MAC

• Enable listening/sensing while talking:	collision detection (CD)	
becomes possible!	

• Simultaneous transmission and	reception	improves throughput
• Reduce	delay	in	multi-hop	communications
• Reduce	feedback	delay	

– An	ACK	can	be	sent by	the	FD	receiver while the	sender is
transmitting

• Reduce	hidden terminal	problem
– by	letting a	node transmitting while it is receiving,	other nodes

hidden to	the	transmitter,	detect the	channel as busy and	
refrain	from	transmitting
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Some	recent	research	results
• Address vehicular unicast transmissions
• Use	the	reverse	link	of	FD	only for	an	immediate	 feedback	

– sent at a	very low data	rate	to	reduce	the	probability that a	corrupted
transmission continues

Advantages:
- Reduced interference (due	to	low data	rate)	
- Performance	improvement with	respect to	HD
- Minor	modifications to	the	standard	and	compatible with	legacy

devices
Alessandro Bazzi, Barbara M. Masini, Alberto Zanella, “Immediate Feedback to Increase the Throughputof Full Duplex Networks Based
on IEEE 802.11p, ?”, IEEE International conference on IntelligentTransportation systems telecommunication (ITST), Warsaw, Polland, 
2017 May 29-31. à related to unicast transmission
A. Bazzi, C. Campolo, B. M. Masini, A. Molinaro, A. Zanella, A. O. Berthet, On the Potential of Full-Duplex for Beaconingover IEEE 
802.11 Vehicular Networks, submitted à related to broadcast transmission
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IEEE	802.11p	MAC

• MAC	based	on	Carrier	Sensing	Multiple	Access	with	Collision	
Avoidance	CSMA/CA

Each node senses the medium and transmits only if it is sensed as idle for an 
interval of variable duration called backoff. 

ACK sent by the RX at the end of transmission

DataDIFS
Backoff

NO	ACKDataDIFS
Backoff

SIFS

Backoff freeze	

Ack

DIFS
Backoff

DataDIFS
Backoff

NO	ACK

Node	1

Node	2

Node	3
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IEEE	802.11p	MAC

• MAC	based	on	Carrier	Sensing	Multiple	Access	with	Collision	
Avoidance	CSMA/CA

Each node senses the medium and transmits only if it is sensed as idle for an 
interval of variable duration called backoff. 

ACK sent by the RX at the end of transmission

DataDIFS
Backoff

NO	ACKDataDIFS
Backoff

SIFS

Backoff freeze	

Ack

DIFS
Backoff

DataDIFS
Backoff

NO	ACK

Node	1

Node	2

Node	3 Resource	wasted!
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CSMA/CA	resource	wasted

1. Hidden	terminal	problem
2. A	transmission	needs	to	conclude	before	a	collision	is	

recognized	(even	if	the	RX	cannot	detect	the	signal	from	the	
beginning	since	the	sensing mechanism is made	by	the	
transmitter,	although the	collision is at the	receiver)

A
B

C
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Our	proposal	to	reduce	resource	wasting

DataDIFS
Backoff

NO	ACKDataDIFS
Backoff

SIFS

Backoff freeze	

Ack

DIFS
Backoff

DataDIFS
Backoff

NO	ACK

Node	1

Node	2

Node	3

DataDIFS
Backoff

DataDIFS
Backoff

SIFS

Backoff freeze	

Ack

DIFS
Backoff

DataDIFS
Backoff

Abort

Feedback

Node	1

Node	2

Node	3 No	feedbackDecoding Decoding

New	proposal:
FD	with
Immediate
Feedback

Standard
HD
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DataDIFS
Backoff

DataDIFS
Backoff

SIFS

Backoff freeze	

Ack

DIFS
Backoff

DataDIFS
Backoff

Abort

Feedback

Node	1

Node	2

Node	3 No	feedbackDecoding Decoding

Once	the	TX	
begins,	the	FD	

RX	starts
decoding

• The	detecting	 interval	Tdet must	be	long	enough	to	receive	the	TX	ID
• The	detecting	 interval	Tdet should	be	short	enough	to	improve	the	performance
• The	feedback	is	sent	at	a	very	low	data	rate	to	not	interfere	with	ongoing	

transmissions	 and	contain	only	an	hash	of	the	ID
• If	the	TX	does	not	receive	the	feedback	or	read	a	different	TX	ID,	it	

immediately	abort	the	transmission	

If the	header is
correctly received
after Tdet,	the	RX	
sends a		feedback

Considerations

New	proposal:
FD	with
Immediate
Feedback
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Results	in	realistic	urban	scenario

RSU

City	of	Bologna
Italy
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The	Application:	crowd sensing

Road	Side	Unit	(RSU)

Control	Center

• An	OBU	transmits the	measured data	as far	as it is within the	coverage distance of	a	
RSU

If not:
• Each vehicle identifies the	neighbor nearest to	a	RSU	(greedy forwarding),	which

receives the	data,	and	transmittt them as far	as it is within the	coverage area	of	the	
RSU.	
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Simulation	Tool:	Network+Roadmap
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(@2011	Google-Imagery	©DigitalGlobe,	USDA	Farm	Service	Agency,	
GeoEye,	U.S.	Geological	Survey,	MapData	©2011	Google)	

Simulation	Settings

RSU

• 1.8	x	1.6	km2 scenario

• 1	RSU	at the	main junction

• Traffic:
• Fluent traffic with	455	

vehicles on	average
• Congested trafficwith	

670	vehicles on	
average

Fluent

Congested
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IEEE	802.11p	System	Setting
– Sensing	procedure	with	random	access,	hidden	terminals,	exposed	

terminals	and	capture	effect
– Mode	1:	3Mb/s

– Path	loss	model	[Karedal,	2011]:
• 2.2	exponent	in	LOS
• 9	dB	attenuation	per	each	external	wall	of	buildings
• 0.4	dB/m	loss	inside	buildings	[Sommer 2011]

– Equivalent	radiated	power:	23	dBm
– RX	Sensitivity:	-85	dBm
– RX	Antenna	Gain:	3	dB	

– A	packet is correctly received if both the	received power is higher then
the	RX	sensitivity and	the	SINR	is higher than a	threshold of	10	dB.	

Average range:	740	m
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Packets	and	data	delivered	to	the	RSU

Fluent	traffic
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(a) Fluent traffic.
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(b) Congested traffic.

Fig. 5. Average delivered packets per second per vehicle and average delivery data rate vs. the packets generation rate. Comparison of HD and FD with two
settings in the Bologna fluent and congested scenarios.

the standard and remains compatible with legacy devices, is
first investigated in a simple scenario in terms of saturation
throughput, and then through simulations in a realistic urban
scenario. Depending on the application, scenario, and settings
of the proposed FD based protocol, the results show an
improvement of 10 to 30% of the amount of data that can be
transferred. Although focusing on IEEE 802.11p, the proposed
protocol is also applicable as it is or with minor modifications
to other CSMA/CA based networks.
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Fig. 5. Average delivered packets per second per vehicle and average delivery data rate vs. the packets generation rate. Comparison of HD and FD with two
settings in the Bologna fluent and congested scenarios.

the standard and remains compatible with legacy devices, is
first investigated in a simple scenario in terms of saturation
throughput, and then through simulations in a realistic urban
scenario. Depending on the application, scenario, and settings
of the proposed FD based protocol, the results show an
improvement of 10 to 30% of the amount of data that can be
transferred. Although focusing on IEEE 802.11p, the proposed
protocol is also applicable as it is or with minor modifications
to other CSMA/CA based networks.
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Advantage	of	FD	evident	for	higher	data	and	vehicular	traffic

FD
Detection	time	Tdet

Feedback	interval	Tfbk

FD
Detection	time	Tdet Feedback	interval	Tfbk
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Internet	of	vehicles:	

visible	light	
communication
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Complementary	technologies

• Visible	Light	Communication	(VLC)
• mmWave communications
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Visible	Light	Communication	(VLC)

• VLC	=	Illumination+	Communication

• LEDs light	is switchedon	and	off	extremely quickly via	a	
“computer”	(the	light	appears constant)

• Light	can	be	received by	LEDs,	photodiodes,	cameras
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VLC	frequency
between 400 and	800 THz
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• Communication in	visibility (LOS):
– High	degree of	spatial reuse
– Low number of	neighbours
– Typical short	range communication

• Wider bandwidth and	low congestions
• No	frequency licence (best	things in	life	are	

free	J)
• Usage:	getting popularity
• Safe for	human’s body
• The	data	rate	rapidly fallswith	increasing

link	distance
– Power decreaseswith	distance raised

to	the	power of	4	
• Light	interference affects the	performance	

and	data	rates are	degraded by	shot noise

• See around the	corner	
– Affected by	interference
– Cross	walls
– Higher number of	neighbours
– Longer range

• Congestedbandwith
• Usage:	everywhere
• Susceptible to	biological damage
• The	data	rate	falls (less rapidly)	with	

increasing link	distance
– Power decreases with	d	raised to	the	

power of	2

VLC vs														RF
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1. Communication	based	on	IEEE	802.15.7	Standard
2. PHY

3. MAC	based	on	Carrier	Sensing	Multiple	Access	with	Collision	
Avoidance	CSMA/CA

Operating 
Modes

Data Rate Modulation

PHY I 11.67 – 266.6 kb/s OOK / VPPM
PHY II 1.25 – 96 Mb/s OOK / VPPM
PHY III 12 – 96 Mb/s CSK 

VLC	based	on	IEEE	802.15.7
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VLC	vs	IEEE	802.11p	and	LTE
ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIPT

Table 1: Visible Light Communication vs. main RF technologies.

Feature Short range RF Cellular networks VLC

Today reference WAVE/IEEE 802.11p 3GPP LTE IEEE 802.15.7
Frequencies 5.9 GHz 400 MHz - 3.5 GHz 380-800 THz

Use of frequencies Reserved for ITS Licensed Unlicensed
Communication range Up to 1 km Ubiquitous Lower than 100 m

Directionality Normally none Normally none High
Obstacles effect High impact Medium impact Obstructing
Spatial reuse Limited Limited High

Implementation costs Requires ad hoc devices Requires ad hoc devices Uses the available LEDs
V2V support Yes Future: D2D mode Yes

V2I support RSUs to Native Traffic lights and
be deployed other light sources

ter highlighting its peculiarities, the present state115

of the art is discussed focusing on standardization
and real experimentations.

2.1. VLC peculiarities
VLC significantly differs from the reference

DSRC and LTE technologies in many aspects, in-120

cluding the use of unlicensed and uncongested fre-
quencies, lower coverage and high directivity, and
reuse of devices that are already deployed for other
scopes. These characteristics are hereafter dis-
cussed in details and summarized in Table 1.125

Unlicensed and uncongested bands. One of
the main advantages of VLC is that it uses an un-
licensed and uncongested bandwidth, located be-
tween 380 and 800 THz. It is known that DSRC
bands around 5.9 GHz have been reserved to the130

short range use in vehicular networks in most Coun-
tries worldwide; however, there are strong concerns
and long discussions about what happens when the
small number of channels provided by DSRC are
used by hundreds of vehicles under congested con-135

ditions [20, 21, 22]. This issue is also present with
reference to LTE, with possible hundreds of vehicles
sharing resources of a single cell [23, 24]. In the case
of cellular networks, there is also the additional as-
pect of the participation of a telecom operator, with140

issues on who would undertake the operating costs.
Short range, high directivity and need for

line of sight. The range of VLC in vehicular sce-
narios obtained in today experiments is in the or-
der of the tens of meters [16, 25, 26]. These ranges145

are significantly smaller than those obtainable with
DSRC and will never enable the ubiquitous cover-
age of cellular systems. Compared to RF technolo-
gies, VLC propagation is also more sensible to rain
and fog, and even the sun position can influence150

the performance [15]. Furthermore, other aspects
make VLC very different from the other technolo-
gies: the high directivity and low penetration ca-
pabilities. These characteristics, on the one hand
require that nodes are well aligned and without ob-155

stacles in between, but on the other hand imply low
interference from neighboring devices and thus lead
to high spatial reuse. In addition, these peculiari-
ties also permit high accurate positioning [16] and
highly secure communications [18, 19]. An inter-160

esting advantage, which is a direct consequence of
the high directivity, is also that full-duplex commu-
nication with concurrent transmissions in the two
directions are easily achieved in VVLN, as shown
for example in [15, 27]. The full duplex capability165

also makes the receiver able to provide an acknowl-
edgment during the transmission, enabling a colli-
sion detection mechanism. Differently, full duplex
transmissions are still a hard task for researchers in
the case of RF [28, 29]170

Use of available LEDs as transmitters.
LEDs are already available on new vehicles and they
are natural transmitters for VLC. This differs from
RF technologies, where optimized antenna systems
[30] must be designed and implemented. Concern-175

ing the VLC receivers, various options are possible.
In fact, whereas photodiodes are the most obvious
solution, also LEDs themselves or cameras can be
used. The use of LEDs as receivers reduces the
necessity of additional components and makes the180

system more robust against interference from exter-
nal sources (sun, lampposts) due to a narrower op-
erational bandwidth [27]. Cameras appear instead
the best option in terms of achievable throughput,
which is significantly increased at the cost of an185

higher expense [16, 26, 31].
Use of available infrastructure as access

4
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Vehicular	Visible	Light	Networks
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Vehicular	Visible	Light	Networks

V2V

V2I

V2V

V2I
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VLC	as	a	complementary	technology

• VLC	works	when	transmitter	and	receiver	are	in	visibility
– Limitations	in	vehicular	networks	(such	as	intersections,	
limited	visibiliy)

– Useful	for	specific	applications	(such	as	platooning)
• VLC	can	complement	other	RF	technologies

Alessandro Bazzi, Barbara M. Masini, Alberto Zanella, Alex Calisti, “Visible Light Communications as a Complementary 
Technology for the Internet of Vehicles”, Computer Communications, Available online 9 July 2016, ISSN 0140-3664
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Example	application:	
VLC+11p	for	crowd	sensing

Data	uploading from	vehicles
toward a	remote	control	center	

Road	Side	Unit	(RSU)

Control	Center

ACCEPTED MANUSCRIPT
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Figure 1: Vehicular visible light networks.

ently from US, various technologies are envisioned
as enabler of connected vehicles, and particular at-30

tention is being posed on cellular technologies. In
the EU, the long term evolution (LTE) technology
can thus be considered as another key enabler of
connected vehicles [5, 6].

The availability of wireless communications will35

enable the creation of vehicular networks with a
wide range of new applications [7, 8, 9, 10, 11].
Great attention is obviously devoted to safety im-
provement, thanks to neighbor discovery and track-
ing and the immediate warning of critical events,40

like accidents in the proximity. In addition, con-
nected vehicles will also form, with fixed road side
units (RSUs) as gateways, the so called Internet of
vehicles (IoV), with other data services that include
traffic management improvement or entertainment45

applications.
Whereas presently the fight is tackled in the ra-

dio frequency (RF) band, with short range commu-
nications (with the IEEE 802.11p standard in the
DSRC band) and cellular communications (mainly50

focusing on LTE), a new option is keeping the at-
tention of researchers and engineers: visible light
communication (VLC). VLC exploits the low cost
and high efficient light emitting diodes (LEDs) used
for illumination purposes to also provide wireless55

communications.
The enormous spread of the LEDs and its huge

communication potential, led in fact VLC to the
introduction in the family of standards for wire-
less communications, by 2011, in the IEEE 802.15.760

specifications [12]. Exploiting the already mount-
ing LED lights, VLC could be used in several ap-
plication scenarios (such as underwater communi-
cations [13] or localization and tracking [14]), and

also vehicles could be connected to each other to65

create the so called vehicular visible light networks
(VVLNs) (a.k.a. V2LC networks [15]), as repre-
sented in Fig. 1.

Differently from RF, the visible light spectrum
offers large portions of unlicensed and uncongested70

bands. In addition to the potentially high through-
put guaranteed by the low congested frequencies,
the large bandwidth, and the optimal spatial reuse,
VLC is also characterized by a high directivity and
a predictable channel; these aspects allow high ac-75

curate neighbors positioning without use of other
technologies [16], reduce the sources of interference
[17], and guarantee a high security level due to the
inherently reserved channels [18, 19].
The high directivity also implies, however, the need80

for almost clear line of sight that limits the use of
VLC to the applications where no obstacles must be
overtaken and only single or multiple hops between
vehicles that are traveling on the same road are
needed. Besides pure VVLNs, anyway, VLC can85

be foreseen in heterogenous vehicular networks as
an addition to the RF technologies to increase the
overall capacity.

The scope of this paper is thus to introduce the
paradigm of VVLNs and to highlight the improve-90

ment allowed by its integration in future heteroge-
nous vehicular networks. To this aim, results are
shown focusing on the example application of crowd
sensing vehicular networks (CSVNs), where data
collected by sensors on board of vehicles are deliv-95

ered through single or multiple hops to RSUs, which
act as gateways towards a remote control center.
The strategies for the selection of the technology to
be used is also discussed and a congestion-adaptive
algorithm is proposed.100

The paper is organized as follows: in Section 2,
the peculiarities of VLC applied to vehicular net-
works, the IEEE 802.15.7 specifications that focus
on VLC, and the performance demonstrated in ve-
hicular networks by real testbeds around the world105

are discussed; Section 3 focuses on the use of VLC
as a single technology or as a complementary tech-
nology in heterogenous vehicular networks; in Sec-
tion 4 the adaptive algorithm for the technology
selection is proposed and numerical results are pro-110

vided; finally, in Section 5 the conclusion is drawn.

2. Vehicular visible light networks

In this section we provide an overview of the
VLC technology applied to vehicular networks; af-

3

Use	of	VLC	to	V2V	and	V2R	
communications
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Assumptions	on	VLC
interference generated) and the parameters of the algorithm.
Results will identify the most suitable conditions and scenarios
to achieve improvement by the use of FD with immediate
feedback.

The paper is organized as follows: in Section II the ad-
dressed application is described and the scenario depicted; in
Section III our proposed solution is detailed; in Sections IV
and V, our simulation tools and the obtained results are
presented and in Section VI our conclusions are drawn.

II. REFERENCE APPLICATION AND SCENARIO

We refer to traffic management applications (such as best
route suggestion, real time travel duration updates, etc.), in
which a remote management center (RMC) has to acquire
as more traffic information as possible directly from vehicles
(crowd sensing). These data will be processed at the RMC
and consequently sent back to the interested vehicles and/or
to variable message panels. In this work we focus on the
acquisition phase, hence on the uplink transmission of data
from vehicles to the RMC.

We assume that each vehicle periodically transmits a mes-
sage containing some measurements collected on board, such
as the vehicle identification, position, speed and acceleration.
Vehicles try to transmit their messages through the head or
rear LED lights to the nearer RSU that will forward it to
the RMC: if in visibility of the RSU, the vehicle transmits
the message directly, otherwise multi-hop communication is
exploited to reach the RSU through a greedy forwarding (GF)
algorithm. Even if we refer to delay tolerant applications, we
assume that as long as there are no neighbors in visibility,
when a maximum number of packets has been accumulated
in the queue, data are sent through the cellular network to
maintain a minimum level of data freshness.

Since transmissions are performed through the lights, the
RSUs can be considered integrated in the roadside infrastruc-
ture, already deployed, such as traffic lights or public lamps,
thus avoiding expensive installations (as, for example, in the
case of IEEE 802.11p). We assume that vehicles know the
positions of the RSUs thanks to a location service, out of the
scope of the present work.

We assume that messages are transmitted through the front
and rear LED lights and received by photodiodes integrated
in the vehicles lights themselves. The transmitter (LED) is
characterized by a certain angle of irradiance and the receiver
(photodiode) by its field of view (FOV): wider angles provide
larger service areas, but also lead to performance degradation
because of higher probability of receiving undesired light
signals.

A transmission between two vehicles occurs only if they
are in visibility. More in detail, a transmission between two
vehicles occurs if and only if 1) the virtual line connecting
them is inside the transmitter angle of irradiance and the
receiver FOV, 2) the virtual line connecting them does not
cross any other vehicle or building, 3) the received power Pr
is higher than the receiver sensitivity Prmin and 4) the signal to

Fig. 1. Scenario: vehicles try to exploit multi-hop VLC for data uploading
at the RSUs. In case of unavailability, cellular transmission is performed.

noise and interference ratio (SINR) is higher than a threshold
�min, where the SINR can be evaluated as [16], [26]–[28]

SINR =

�2P 2
r

I + �2
shot + �2

thermal
(1)

where � is the detector responsivity, I the interference power,
�2

shot the shot noise variance given by all the background light
sources, such as sunlight and other artificial lights, and �2

thermal
is the thermal noise variance, with both the noise contributions
assumed as Gaussian distributed [29]. The received power Pr
is evaluated as

Pr = H(d, ✓, )Pt (2)

where Pt is the transmitted power and H(d, ✓, ) represents
the DC channel gain, which follows the generalized Lamber-
tian model [30]

H(d, ✓, ) =

⇢
(m+1)A
2⇡d2 cos

m
(✓) cos( ) if  <  C

0 otherwise

where A is the physical area of the detector, d is the distance
between the transmitter and the receiver, ✓ is the angle of
irradiance at the transmitter,  is the angle of incidence at the
receiver,  C is the half width of the FOV at the receiver and
m represents the order of the generalized Lambertian radiant
intensity and it is given by m = � ln 2/ ln(cos� 1

2
) where � 1

2

is the half power angle at the transmitter. A synthesis of the
main parameters and their meaning can be found in Table I.

III. VLC WITH CSMA/CD AND IMMEDIATE FEEDBACK

We refer to the IEEE 802.15.7 standard, which defines three
different PHY layers and the MAC layer [15]. Specifically,
we consider in the paper one of the standard PHY layers and
we describe the required modifications at the MAC layer to
support the proposed algorithm.

The three PHY layers differ for the adopted modulation and
coding schemes. Independently on that, the standard adopts
different types of forward error correction (FEC) for channel
coding: for vehicular communications (or outdoor applications
in general), where distances may be long and sunlight or public
illumination may interfere, short data frames obtained with
concatenated Reed-Solomon (RS) and convolutional codes

- Uplink	transmission	of	data	from	vehicles	 to	the	remote	control	center	(RMC)
- Each	vehicle	periodically	 transmit	a	message	with	position,	speed,	acceleration,	ID,	…
- Vehicles	try	to	tx through	the	head	or	rear	LED	lights	to	the	nearer	road	side	unit	(RSU)

- If	in	visibility	of	the	RSU:	direct	transmission
- If	not	in	visibility	of	the	RSU,	multi-hop	toward	the	RSU	with	greedy	forwarding	(GF)	algorithm

- TX	via	LED
- RX	via	photodiode
- RSUs	are	integrated	

in	traffic	lights

- If	no	neighbors	in	visibility:
- When	a	max	number	of	packets	has	been	accumulated,	tx through	the	cellular	network

Transmission via	cellular
systemonly
- after a	given time	

out	or
- when a	certain

amountof	data	has
been collected.
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Assumptions	on	VLC

1. Communication	based	on	IEEE	802.15.7	Standard
2. PHY:	PHY1	based	on	VPPM	modulation	with	data	

rate	124.4	kb/s
3. MAC:	non	beacon	enabled	unslotted random	access	with	

CSMA/CA	
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VLC	Channel	Model

Channel	Model:	a	transmission	is	possible	only	if	
1. the	virtual	line	connecting	two	vehicles	is	inside	the	transmitter	

angle	of	irradiance	and	the	receiver	FOV
2. they	are	in	visibility,	that	is	the	virtual	line	connecting	them	does	not	

cross	any	other	vehicle	or	building
3. the	received	power	Pr >	receiver	 sensitivity	Prmin

4. the	SINR	is	higher	than	a	threshold	γmin

Since beacon enabled MAC requires a coordinator, which is
not suitable for ad hoc networks, and carrier sensing allows
higher throughput, we consider as MAC protocol a non beacon
enabled unslotted random access with CSMA/CA. In addition,
we assume that vehicles recognize the presence of neighbors
and their position by exploiting visible light positioning (VLP),
which is straightly allowed by the typically high directivity of
visible light propagation and support precisions much larger
than GPS [16].

C. Channel Model
We assume that a transmission between two devices is

possible only if 1) the virtual line connecting them is inside
the transmitter angle of irradiance and the receiver FOV, 2)
they are in visibility, that is the virtual line connecting them
does not cross any other vehicle or building, 3) the received
power Pr is higher than the receiver sensitivity Prmin and
4) the SINR is higher than a threshold �min. Specifically, the
SINR can be evaluated as [16], [20], [22]

SINR =

�2P 2
r

I + �2
shot + �2

thermal
(1)

where � is the detector responsivity, I is the interference
power, �2

shot is the shot noise variance given by all the
background light sources, such as sunlight and other artificial
lights, and �2

thermal is the thermal noise variance, both assumed
Gaussian distributed [19]. The received power Pr can be
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IV. SIMULATION TOOLS AND SETTINGS

To provide significant evaluations, we consider both a
complete simulation of the VLC technology and a realistic
vehicular scenario. Hence, we adopt VISSIM as vehicular
traffic simulator to take into account all roads with speed
limits, vehicles acceleration and decelerations, and queues
[25]. The position of vehicles in time and space are then
given as input to the simulation platform for heterogeneous
interworking networks (SHINE) to provide realistic results
in terms of communication system performance [2], [26],
[27]. Specifically, SHINE simulates IEEE 802.15.7 from the
application layer down to the physical layer.

Scenario. The road-network layout of the reference scenario
is plotted in Fig. 2 and consists of a portion of the medium
sized Italian city of Bologna. We consider 92 traffic lights at 23
crossroads, each one possibly acting as RSU to convey packets
from vehicles and forwarding them to the remote control
center. The traffic lights are sorted following the number of
vehicles that crossed the junction in a reference time interval
(details can be found in [4]).

In the 1.8 x 1.6 km2 scenario, fluent traffic with 150
vehicles/km2 on average is assumed (fluent traffic in [3]).
All vehicles are assumed equipped with a VLC interface;
specifically, with LEDs for transmission and photodiodes for
reception (photodiodes are assumed integrated in the vehicle
lights).

Application. In each vehicle, the OBU acquires from on-
board sensors several vehicle parameters every Ts seconds,
that is, with a data generation rate � = 1/Ts packet/s.
Measured data are organized into 100 byte packets that are
stored in the OBU transmitter queue and then delivered to the
remote control center either through a multi-hop communica-
tion or through the cellular infrastructure. To avoid data losses,
the cellular link is exploited when the transmission queue is

Since beacon enabled MAC requires a coordinator, which is
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higher throughput, we consider as MAC protocol a non beacon
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we assume that vehicles recognize the presence of neighbors
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which is straightly allowed by the typically high directivity of
visible light propagation and support precisions much larger
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• Congestion-adaptive VLC-DSRC	procedure	(CA-VDS):

– In	every time	interval of	durationTcm =	0.1	s,	the	DSRC	channel congestion ξcc is measured by	each
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– VLC	is preferred if ξcc>=ξD,	where ξD is a	given threshold (DSRC	is considered congested).	
– If ξcc <	ξD,	DSRC	is preferred.

• using ξ =	0,	VLC	is always preferred to	D	(VLC	first)
• DSRC	irrespective of	the	channel congestion level
• when ξD =	1,	DSRC

is alwayspreferred (DSRC	first)	
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impeded by the presence of any obstacle. In the
case of VLC, two front and two rear LED lights are545

assumed, with integrated photodiodes as receivers;
the angle of incidence of the transmitters and the
field of view (FOV) of the receivers are all assumed
of 30o. More details about the adopted model are
provided in Appendix C. With the considered set-550

tings, listed in Table 4, the LOS range is 50 m. Also
in the case of VLC, sensing and random access pro-
cedures, with all the consequences, are reproduced
in details. Where not differently specified, the high-
est possible throughput as in the IEEE 802.15.7555

specifications is adopted, thus the nominal bit rate
is 266.6 kb/s.1
On both interfaces, retransmissions are performed
in case of packet loss up to 7 times.

Routing. Each SV attempts to forward its pack-560

ets to the nearest RSU adopting the well known
greedy forwarding (GF) routing algorithm [47, 57].
With GF, each SV selects as next hop the neighbor-
ing SV which maximally reduces the distance from
the nearest RSU. More specifically, if the SV is un-565

der coverage of an RSU, it performs a direct data
transmission to that RSU. Otherwise it considers
as possible relays the neighbors that are closer to
the destination; the SV then selects as the next hop
the relay which is closest to the destination. In the570

case no other SV is closer to the destination, the
data is stored.

The GF routing algorithm is firstly performed for
each technology separately. If no next hop is avail-
able for a given technology, the next hop of the575

other technology is automatically selected. Other-
wise, if a DSRC next hop and a VLC next hop are
both available, the adaptive procedure described in
the following subsection is performed.

4.2. Congestion-adaptive VLC-DSRC selection580

procedure (CA-VDS)

A simple but effective algorithm named CA-
VDS has been designed to manage the joint use
of VLC and DSRC. The algorithm exploits the al-
ready available capabilities of the receivers and al-585

lows to investigate the performance of the two VLC

1The highest possible data rate of the IEEE 802.15.7 spec-
ifications for VLC and the lowest one of IEEE 802.11p for
DSRC were adopted for Figs. 6-8 to limit the difference be-
tween the two; given the trend of research on these technolo-
gies, it is in fact expected that only the VLC data rate will
increase significantly, thus a larger difference does not seem
realistic.

Table 4: Simulation Settings. Asterisks mean that the
value is used when not differently specified.

Param. Definition VLC 802.11p

P
t

Transmission power 30 W 0.2 W
� Detector responsivity 0.54 A/W -

A
Physical area

1 cm2 -
of the photodiode

 
c

FOV of the receiver 30o -

m

Order of the genera-
20 -lized Lambertian

radiant intensity
�
min

Minimum SNR 11.4 dB 10 dB

d
max

LOS range 50 m
520÷1050 m
(96% prob.)

R Nominal data rate 266.6 kb/s (*) 3 Mb/s
B Packet size 100 bytes
� Packet generation rate [0.1-10] packets/s

first and DSRC first opposite approaches (see Sec-
tion 3.2) and solutions in between, by varying a
single parameter (the threshold ⇠D, hereafter dis-
cussed).590

As previously detailed, the position of all DSRC
and VLC neighbors are continuously updated; ev-
ery time a neighbor is available as next hop for both
technologies, a selection is performed as follows:

1. In every time interval of duration Tcm = 0.1 s,595

the DSRC channel congestion ⇠cc is measured
by each SV;

2. DSRC is considered congested and VLC is pre-
ferred if ⇠cc > ⇠D, where ⇠D is a given thresh-
old. If ⇠cc < ⇠D, DSRC is preferred.600

CA-VDS can be implemented without an in-
crease of the complexity of the receiver (thus with-
out additional costs). The DSRC channel con-
gestion ⇠cc is calculated, in fact, by each SV au-
tonomously and asynchronously thanks to its sens-
ing capabilities, similarly to [58, 59]. Specifically, it
is

⇠cc =
tbusy

tbusy + tidle
(2)

where tbusy is the time the DSRC medium has been
sensed busy and tidle the time the DSRC medium
has been sensed idle. From (2) it follows that ⇠cc
goes from 0 (free channel) to 1 (fully used chan-
nel). The threshold ⇠D defines the DSRC channel605

congestion level above which VLC is preferred.
As already observed, CA-VDS includes VLC first

and DSRC first as special cases. Please note, in
fact, that using ⇠D = 0, VLC is always preferred to
DSRC irrespective of the channel congestion level610
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Simulation	Settings
• 1.8	x	1.6	km2 scenario

• Four VLC	RSU	at the	main
junction

• One 802.11p	RSU

• Traffic:
• Fluent traffic with	455	

vehicles on	average
• Congested traffic with	670	

vehicles on	average

(CCs) are preferred [31]. Since FEC codes are made available
by PHY I and PHY II [15], in this work we consider PHY I
with variable pulse-position modulation (VPPM), optical rate
equal to 400 kHz, RS code, and data rate RV = 266.6 kb/s.

At the MAC layer, the IEEE 802.15.7 standard foresees the
use of carrier sensing multiple access with collision avoidance
(CSMA/CA): each node transmits only if the medium is sensed
as idle after a random backoff interval time; then, the message
is considered correctly received only upon the reception of
an acknowledgment at the transmitter. This mechanism may
cause a high waste of resources since a transmission needs to
conclude before a collision is recognized, even in the case the
receiver cannot detect the signal from the beginning. In addi-
tion, since only vehicles in direct visibility can communicate
one with each other, the sensing mechanism is limited to the
neighbors in visibility and collisions may easily occur.

To improve the performance of vehicular VLC, we propose
the use of CSMA/CD; this multiple access technique cannot
be applied with the conventional HD scheme but it can be
implemented exploiting the FD functionality. Please note that
assuming LEDs as transmitters and photodiodes as receivers,
the implementation of FD does not require any modification
to the hardware. This additional feature can potentially double
the throughput per link exploiting the possibility for two com-
municating nodes to transmit reciprocally at the same time.
In particular, in the proposed protocol the receiver exploits
the use of FD to send an immediate feedback as soon as a
message is being correctly decoded, without waiting that all
the decoding process is completed to send an acknowledgment.

Once a node has a message to send, it performs the
collision avoidance procedure with random backoff following
the standard specifications with full compatibility with legacy
devices. Once the transmission begins, the FD receiver starts
decoding the message and checking its validity.
If the message is being correctly received during a first
interval, called detecting interval Tdet, the receiver sends a
feedback message on the reverse link to confirm the ongoing
reception. The detecting interval must be long enough to allow
the destination obtaining the sender identifier, but as short as
possible to avoid resource wasting.
To provide a negligible interference towards the other ongoing
transmissions, the message contains only a hash of the identi-
fier of the transmitter and is sent at a very low data rate during
an interval called feedback interval Tfbk. If the transmitter does
not receive the feedback message or reads a different identifier
as the sender, it will immediately abort its transmission and
act as a collision was detected.

IV. SIMULATION TOOLS AND SETTINGS

To provide significant evaluations, we consider both a
complete simulation of the VLC technology and a realistic
vehicular scenario. In fact, the position in time and space
of the vehicles significantly impacts the performance of both
the communication system and of the traffic redistribution
itself, especially for VLC links, where only vehicles that
are in visibility can communicate. Hence, we adopt VISSIM

Fig. 2. Simulated scenario: city of Bologna (Italy) with four traffic lights
acting as RSUs.

as vehicular traffic simulator to take into account all roads
with speed limits, vehicles acceleration and decelerations and
queues [32]. The position of vehicles in time and space are
then given as input to the simulation platform for hetero-
geneous interworking networks (SHINE) to provide realistic
results in terms of metrics that are described in the further
[33], [34].

Scenario. The road-network layout of the reference scenario
is plotted in Fig. 2 and consists of a portion of the medium
sized Italian city of Bologna. We consider 4 traffic lights,
positioned at the most travelled city junction, each one acting
as an RSU to convey packets from the vehicles and forwarding
them to the RMC.

In the 1.8 x 1.6 km2 scenario both i) fluent traffic with 455
vehicles on average and ii) congested traffic with 670 vehicles
on average are considered.

Application. In each vehicle, the on board unit (OBU)
acquires from on-board sensors several vehicle parameters
every Ts seconds, that is, with a data generation rate � = 1/Ts

packet/s. Measured data are organized into 100 byte packets
that are stored in the OBU transmitter queue and periodically
transmitted to the RMC through a multi-hop communication if
available, otherwise through the cellular link, assumed as ideal.
To avoid data losses, the cellular link is exploited when more
than 10000 packets are waiting in the transmission queue; in
this case, the first 2000 are immediately delivered to the RMC
assuming full cellular coverage and no outage.

Channel Model. We assume a received power inversely
proportional to the distance raised to the power of four [29].
We approximate the maximum distance to a constant value,
independently on the angles of irradiance and incidence and
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Figure 4: Simulated scenario: part of the city center
of Bologna (Italy) with one IEEE 802.11p RSU and 4
VLC RSUs represented by traffic lights at a crossroad.

from the application layer down to the physical
layer [48, 49, 50, 51].470

Scenario. The two Bologna scenarios, fluent
and congested, are used (Table 3 and Appendix A).
The road-network layout of the scenario is plotted
in Fig. 4 and consists of a portion of the medium
sized Italian city of Bologna of 1.8 x 1.6 km2. In475

Fig. 4 a zoomed area of vehicular traffic simulated
in the congested traffic scenario is reported to pro-
vide a visual representation of the traffic conditions
nearby busy junctions. The vehicular traces, de-
tailed in Appendix A, provide the 2-D position of480

the SVs, that are all assumed of the same height.
The length and width of all vehicles is assumed
equal to 4 and 2 meters, respectively.

Application. In each SV, the OBU acquires
from on-board sensors several vehicle parameters485

that are periodically packed into B = 100 byte
packets every Ts seconds, that is, with a data gen-
eration rate � = 1/Ts packets/s. Packets are stored
in the SV transmitter queue and then attempted to
be delivered to any RSU through single or multi-490

hop communication.
RSUs. Fixed points of access are placed in the

scenario, following one of these two cases:

1. One DSRC RSU;
2. Four traffic lights with VLC capability acting495

as RSU.

The four traffic lights are placed on the four direc-
tions of the mostly crowded junction of the scenario,
as represented in Fig. 4; the DSRC RSU is placed

in the same position as the northern traffic light of500

these four. RSUs are used to convey packets from
vehicles and to forward them to a remote control
center. The traffic lights considered as VLC RSUs
are placed at one side of the road, at a height that
does not allow to overcome the top of an approach-505

ing vehicle.
Communication technologies and neighbor

list update. All SVs are assumed equipped with
both a DSRC and a VLC interface, with LEDs
used as transmitters and photodiodes as receivers.510

The neighboring vehicles are continuously updated
thanks to the beaconing mechanism in DSRC [52] (a
beacon message is periodically sent by each SV on a
control channel, with information that includes the
updated position) and to visible light positioning in515

VLC [53].
Output Figure. The system performance is

evaluated in terms of

• DR, which is the ratio of packets delivered to
the control center through the RSU (i.e., using
V2V and V2R),

DR , 'RSU

'gen
(1)

where 'gen is the overall number of packets
generated, and 'RSU is the number of packets520

delivered to the RSUs;

• L, which is the average delay of delivered pack-
ets, in seconds.

The 95% t-based confidence interval is shown for
all results. The interval is almost negligible in the525

majority of cases.
PHY and MAC layers. When V2V and V2R

communications are carried out by means of DSRC,
following [54] and [55] we assume a path loss pro-
portional to the distance raised to the power of 2.2530

in line of sight (LOS) conditions and we add the
effect of buildings and random large-scale fading,
as better detailed in Appendix B. With the consid-
ered settings, listed in Table 4, in the 96% of cases
the LOS range is between 520 and 1050 m. Sens-535

ing and random access procedures, with collisions
and retransmissions, are reproduced in details, also
including hidden terminals, exposed terminals, and
capture effects. The most reliable mode is used,
thus the nominal bit rate is 3 Mb/s.540

When VLC is adopted, we assume a received
power inversely proportional to the distance raised
to the power of four [56] and the communication
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Table 4 
Simulation settings. Asterisks mean that the value is used when not differ- 
ently specified. 

Param. Definition VLC 802.11p 
P t Transmission power 30 W 0 .2 W 
β Detector responsivity 0.54 A/W –

A Physical area 1 cm 2 –

of the photodiode 
ψ c FOV of the receiver 30 o –

m Order of the genera- 20 –

lized Lambertian 
radiant intensity 

γ min Minimum SNR 11 .4 dB 10 dB 
d max LOS range 50 m 520 ÷1050 m 

(96% prob.) 
R Nominal data rate 266.6 kb/s ( ∗) 3 Mb/s 
B Packet size 100 bytes 
λ Packet generation rate [0 .1–10] packets/s 

probability that the largest group of vehicles connected to each 
other involves at least the 10% of vehicles; such probability falls 
below 0.015 in the Highway and Cologne scenarios. 

It is thus clear that the use of pure VVLNs is not sufficient for 
the implementation of the whole set of safety applications and 
it cannot provide the full (or at least high) connectivity degree 
needed for real time or interactive applications. Pure VVLNs ap- 
plicability is thus confined to some limited safety services and to 
delay tolerant applications, where an intermittent connectivity is 
not an issue, such as infotainment content distribution or traffic 
detection. 
3.2. VLC as complementary technology 

All in all, the limited applicability of pure VVLNs risks to never 
foster industries to really implement it on the vehicles. Following 
this observation, it is thus of major relevance to also discuss how 
VLC can be exploited to improve the scarce resources of the IoV, 
as an addition to the other technologies that can be applied to im- 
plement vehicular services. 

VVLNs can, in fact, offload part of the RF networks to im- 
prove the overall performance and increase the number of imple- 
mentable services. The unlicensed bandwidth, the reduced deploy- 
ment costs, and the potential availability of points of access at the 
road side, are only some of the characteristics that make VLC suit- 
able for this scope. 

Above the other advantages, let us here remark the spatial 
reuse allowed by VLC, which makes the full bandwidth being 
used in almost all links. To give an idea of how many concurrent 
sources can be present in VLC and to compare it with the case of 
DSRC, the ccdf of the number of neighbors that are seen by the 
generic vehicle is shown in Fig. 3 for both VLC ( Fig. 3 (a)) and DSRC 
( Fig. 3 (b)). The settings detailed in Section 4 and summarized in 
Table 4 are used. As observable, whereas the number of neighbors 
with DSRC ranges between tens to hundreds, causing a fragmen- 
tation of the available bandwidth, the probability of having more 
than one neighbor with VLC is less than 0.5 in a highway busy 
scenario and less than 0.2 in all the others. 

Hence, even when the available throughput and range of VLC is 
normally lower than those of the RF technologies, still VVLN can 
provide non negligible additional resources. 

Once VLC is applied as complementary technology (for instance, 
with respect to DSRC), the main issue is to define the strategy for 
the use of the joint available resources. To this aim, although sev- 
eral algorithms can be designed, they all lie between the two fol- 
lowing (opposite) approaches: 

1. VLC is used only in those cases where DSRC is not possible 
( DSRC first approach); 

2. VLC is used anytime it is possible in order to maximally offload 
the DSRC network ( VLC first approach). 
The former approach makes VLC being used only when the 

other technology cannot be applied, while the latter makes VLC 
being used anytime it is possible. Which approach is preferable 
clearly depends on the specific conditions, such as the offloaded 
RF technology, its settings, and the addressed application. 

For example, if VLC with the settings defined by the 
IEEE 802.15.7 specifications and DSRC with the settings of 
IEEE 802.11p are used, the use of DSRC first approach causes VLC 
to be rarely used. This is due to the fact that VLC provides smaller 
range and lower throughput than DSRC. If the VLC first approach is 
instead adopted, VLC can offload part of the traffic from DSRC, thus 
improving the overall performance. 

These considerations, given in general, are hereafter explored in 
a specific example case. It will be shown, through simulations in a 
realistic urban scenario, that VLC can indeed significantly improve 
the capacity of the vehicular network. 
4. Example results: VLC to offload DSRC in crowd sensing 
vehicular networks 

Example results on the use of VLC to offload DSRC are obtained 
in the realistic scenario of Bologna, focusing on the CSVN applica- 
tion [46,47] . In CSVN, vehicles (hereafter smart vehicles (SVs)) are 
equipped with an on board unit (OBU) that periodically collects 
information from various sensors to be delivered to a remote con- 
trol center. The SVs are all equipped with dual technology wireless 
systems (VLC and DSRC) and communicate to each other in order 
to reach, using V2V and vehicle-toroadside V2R, any of the avail- 
able RSUs. The RSUs then act as gateways towards the control cen- 
ter. The main settings, detailed hereafter, are also summarized in 
Table 4 . 

Please note that this application plays a major role in the 
IoV, since the periodic generation of measurements that are then 
sent to a remote control center has been already implemented on 
millions of vehicles worldwide for insurance purposes and traffic 
monitoring (currently using cellular networks). 
4.1. Simulation settings 

Results are obtained in realistic vehicular scenarios by using 
the simulation platform for heterogeneous interworking networks 
(SHINE), which reproduces both IEEE 802.11p and IEEE 802.15.7 
from the application layer down to the physical layer [48–51] . 

Scenario. The two Bologna scenarios, fluent and congested, are 
used ( Table 3 and Appendix A ). The road-network layout of the 
scenario is plotted in Fig. 4 and consists of a portion of the 
medium sized Italian city of Bologna of 1.8 × 1.6 km 2 . In Fig. 4 a 
zoomed area of vehicular traffic simulated in the congested traffic 
scenario is reported to provide a visual representation of the traf- 
fic conditions nearby busy junctions. The vehicular traces, detailed 
in Appendix A , provide the 2D position of the SVs, that are all as- 
sumed of the same height. The length and width of all vehicles is 
assumed equal to 4 and 2 meters, respectively. 

Application. In each SV, the OBU acquires from on-board sen- 
sors several vehicle parameters that are periodically packed into 
B = 100 byte packets every T s seconds, that is, with a data genera- 
tion rate λ = 1 /T s packets/s. Packets are stored in the SV transmit- 
ter queue and then attempted to be delivered to any RSU through 
single or multi-hop communication. 

RSUs. Fixed points of access are placed in the scenario, follow- 
ing one of these two cases: 
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CCDF	of	the	number	of	devices	in	the	
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Fig. 3. Statistical distribution of the number of neighbors in realistic scenarios with VLC and DSRC. 

Fig. 4. Simulated scenario: part of the city center of Bologna (Italy) with one IEEE 
802.11p RSU and 4 VLC RSUs represented by traffic lights at a crossroad. 
1. One DSRC RSU; 
2. Four traffic lights with VLC capability acting as RSU. 

The four traffic lights are placed on the four directions of the 
mostly crowded junction of the scenario, as represented in Fig. 4 ; 
the DSRC RSU is placed in the same position as the northern traffic 
light of these four. RSUs are used to convey packets from vehicles 
and to forward them to a remote control center. The traffic lights 
considered as VLC RSUs are placed at one side of the road, at a 
height that does not allow to overcome the top of an approaching 
vehicle. 

Communication technologies and neighbor list update. All SVs 
are assumed equipped with both a DSRC and a VLC interface, with 
LEDs used as transmitters and photodiodes as receivers. The neigh- 
boring vehicles are continuously updated thanks to the beaconing 
mechanism in DSRC [52] (a beacon message is periodically sent by 
each SV on a control channel, with information that includes the 
updated position) and to visible light positioning in VLC [53] . 

Output Figure. The system performance is evaluated in terms 
of 
• D R , which is the ratio of packets delivered to the control center 

through the RSU (i.e., using V2V and V2R), 
D R ! ϕ RSU 

ϕ gen (1) 
where ϕ gen is the overall number of packets generated, and 
ϕ RSU is the number of packets delivered to the RSUs; 

• L , which is the average delay of delivered packets, in seconds. 
The 95% t-based confidence interval is shown for all results. The 

interval is almost negligible in the majority of cases. 
PHY and MAC layers. When V2V and V2R communications are 

carried out by means of DSRC, following [54] and [55] we assume 
a path loss proportional to the distance raised to the power of 2.2 
in line of sight LOS conditions and we add the effect of buildings 
and random large-scale fading, as better detailed in Appendix B . 
With the considered settings, listed in Table 4 , in the 96% of cases 
the LOS range is between 520 and 1050 m. Sensing and random 
access procedures, with collisions and retransmissions, are repro- 
duced in details, also including hidden terminals, exposed termi- 
nals, and capture effects. The most reliable mode is used, thus the 
nominal bit rate is 3 Mb/s. 

When VLC is adopted, we assume a received power inversely 
proportional to the distance raised to the power of four [56] and 
the communication impeded by the presence of any obstacle. In 
the case of VLC, two front and two rear LED lights are assumed, 
with integrated photodiodes as receivers; the angle of incidence 
of the transmitters and the field of view(FOV) of the receivers are 
all assumed of 30 o . More details about the adopted model are 
provided in Appendix C . With the considered settings, listed in 
Table 4 , the LOS range is 50 m. Also in the case of VLC, sensing and 
random access procedures, with all the consequences, are repro- 
duced in details. Where not differently specified, the highest pos- 
sible throughput as in the IEEE 802.15.7 specifications is adopted, 
thus the nominal bit rate is 266.6 kb/s. 1 

1 The highest possible data rate of the IEEE 802.15.7 specifications for VLC and 
the lowest one of IEEE 802.11p for DSRC were adopted for Figs. 6, 7 , 8 to limit the 
difference between the two; given the trend of research on these technologies, it is 
in fact expected that only the VLC data rate will increase significantly, thus a larger 
difference does not seem realistic. 

the	probability of	havingmore	than one
neighbor with	VLC	is less than 0.5	in	a	

highway busy scenario	and	less than 0.2	in	all
the	others

number of	neighbors between tens to	
hundreds
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• The performance of DSRC first is similar to DSRC only
• When VLC is selected first, for values of λ greater than 1 packets/s DR is

instead higher than both the DSRC 

Delivery	rate	vs	packet	generation	rate
46 A. Bazzi et al. / Computer Communications 93 (2016) 39–51 

Fig. 7. Delivery rate and average delivery delay varying the packet generation rate with one DSRC RSU. 

traffic is high and most SVs have something to transmit. The im- 
provement is possible due to the offloading of DSRC in favor of 
VLC that makes less SVs contending for the DSRC medium. In fact, 
it is shown for example in [60] that an increase of the number of 
contending nodes reduces the overall capacity of a DSRC network. 

In the case of VLC RSUs, the bottleneck is in the bandwidth 
available at the RSUs themselves, and the value of ξD is not so rel- 
evant. However, it is interesting to note that in the case of Bologna 
fluent, giving priority to DSRC ( ξD = 1 ) allows to carry more data 
in the proximity of the traffic lights, with a small increase of D R . 

Regarding the threshold ξD , its optimal definition is influenced 
by several factors, such as the distribution of the vehicles on the 
road, the propagation medium and the random access mechanism 
including capture effect, hidden terminals and exposed terminals. 
However, the results shown in Fig. 6 suggest that its choice is not 
critical, since similar performance is achieved following small vari- 

ations. It can be noted, in any case, that a value lower than 0.5 
reduces the DSRC congestions and is thus preferable. 
4.3.2. Effect of data traffic load 

Results varying λ are then shown in Fig. 7 for the case of one 
DSRC RSU and in Fig. 8 for the case of four VLC RSUs, comparing 
the performance of: 
• DSRC or VLC only (depending on the RSUs); 
• DSRC first ( ξD = 0 ); 
• VLC first ( ξD = 1 ); 
• CA-VDS with ξD = 0 . 3 . 

In particular, assuming one DSRC RSU, the delivery rate D R and 
the average delivery delay L are plotted in Fig. 7 as a function of λ, 
for fluent ( Fig. 7 (a) and (c)) and congested ( Fig. 7 (b) and (d)) traffic 
conditions. 



ISWCS	28-08-2017Toward	5G	vehicular	networks

Conclusion

• In	terms of	availability,	IEEE	802.11p/ITS	G5	have the	desirable featuresof	not
relying on	network	infrastructure and	being fully distributed,	

• On	the	other hand,	the	uncoordinated channel access strategy used by	IEEE	
802.11p	is unable to	fulfill the	(deterministic)	latency,	reliability	and	capacity
requirements of	future	V2X	use	cases toward autonomous vehicles

• Will	LTE-V2X	gain	the	momentumor	should we wait for	5G?
• Cellular-V2X	is the	road	to	5G	vehicular networks,	where the	best	of	both the	

world	will be	combined together and	with	other technologies

3

The V2V connected car is here!
Engineers push state of the art…secure, high bandwidth, no interference!

The	connected	car	is	here!
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