Routing in Delay Tolerant Networks Comprising Heterogeneous Node Populations

Thrasyvoulos Spyropoulos, Member, IEEE, Thierry Turletti, Member, IEEE, and Katia Obraczka, Member, IEEE

Abstract—Communication networks are traditionally assumed to be connected. However, emerging wireless applications such as vehicular networks, pocket-switched networks, etc. coupled with volatile links, node mobility, and power outages, will require the network to operate despite frequent disconnections. To this end, opportunistic routing techniques have been proposed, where a node may store-and-carry a message for some time, until a new forwarding opportunity arises. Although a number of such algorithms exist, most focus on relatively homogeneous settings of nodes. However, in many envisioned applications, participating nodes might include handhelds, vehicles, sensors, etc. These various “classes” have diverse characteristics and mobility patterns, and will contribute quite differently to the routing process.

In this paper, we address the problem of routing in intermittently connected wireless networks comprising multiple classes of nodes. We show that proposed solutions, which perform well in homogeneous scenarios, are not as competent in this setting. To this end, we propose a class of routing schemes that can identify the nodes of “highest utility” for routing, improving the delay and delivery ratio by $4-5x$. Additionally, we propose an analytical framework based on fluid models that can be used to analyze the performance of various opportunistic routing strategies, in heterogeneous settings.

Index Terms—delay tolerant network, intermittent connectivity, routing, utility, replication, fluid model.

I. INTRODUCTION

The traditional view of networks as a connected graph over which end-to-end paths need to be established might not be appropriate for modeling existing and emerging wireless networks. Due to wireless propagation phenomena, node mobility, low power nodes periodically shutting down and waking up, etc., connectivity in many wireless networks is, more often than not, intermittent. Despite this limited and/or episodic connectivity, many emerging wireless applications could still be supported. Some examples are the low-cost Internet provision in remote or developing communities [1–3], vehicular networks (VANETs) for dissemination of location-dependent information (e.g. local ads, traffic reports, parking information, etc) [4], “pocket-switched” wireless networks to extend and sometimes bypass access point connectivity to the Internet [5–7], tactical networks operating in an intermittent fashion for LPI/LPD detection [8], underwater networks [9], etc.

These networks are often referred to collectively as Delay Tolerant Networks (DTN [10]), and target scenarios where: (i) providing guaranteed connectivity is very challenging due to the particular environment in hand (e.g. deep space, underwater) and (ii) providing some level of service, even if more limited than what we are accustomed to in the wired Internet, may present significant economical, social, and/or cultural advantages to the end user or operator [1, 6, 11]. The goal is to provide certain networking services, despite frequent and long-lasting disconnections. As such, the targeted services are usually ones that are asynchronous and can, thus, often tolerate some amount of delay with little perceived degradation of quality (e.g. email and cached/offline web access [12], sensor data gathering [13], service or information discovery [6], etc.).

However, networking under such intermittent connectivity is particularly challenging, as many of the assumptions made by traditional protocols (TCP, DNS, etc.) “break” in this context [10]. Arguably though, routing is one of the biggest hurdles to overcome. Traditional routing protocols, both table-driven or pro-active (e.g. link-state based routing protocols like OSPF and OLSR) and reactive ones (e.g. DSR, AODV), assume the existence of a complete end-to-end path, and try to discover it before any useful data is sent. As a result, their performance deteriorates drastically as connectivity becomes increasingly sporadic and short-lived.

To overcome this problem, researchers have proposed a variety of opportunistic routing schemes [14–16] most of which exhibit the following basic characteristics: (i) a message may be stored and carried by a node for long periods of time until a communication opportunity arises (“mobility-assisted”), (ii) local forwarding decisions are made independently, and often with little or no knowledge about the destination’s position, with the goal that a message will eventually be delivered (“opportunistic”), and (iii) multiple copies of the same message may be propagated in parallel (“replication”), to increase the probability of at least one being delivered.

One of the schemes proposed that has shown promising performance is that of “Controlled Replication” or “Spray and Wait” [16–18]. This scheme distributes a small and controlled number of message replicas to the first few nodes encountered; then, each of the nodes that received a copy in this first phase is only allowed to give it to the destination itself. This approach exhibits a number of desirable characteristics: (i) it consumes much fewer resources than epidemic routing [19] and its variations [13, 20], where potentially all nodes receive the message, (ii) due to its simplicity, it can be controlled to achieve the desired performance trade-off (resources used vs. delivery delay/probability), even in an almost unknown environment, by appropriately choosing the number of copies [16], and (iii) it has been recently shown to be quite robust to some security attacks [21]. The rationale behind the protocol is that picking just a few relays, even randomly, could create enough redundancy to ensure one will encounter the destination soon. If most nodes in the network are highly “mobile”, roughly homogeneous in terms of their message delivery capability, and make decisions independently, there is indeed little or no penalty on the delivery delay or delivery probability [16, 18], despite the greedy choice of relays and their small number. In fact, it has been proven that, if nodes are homogeneous and mobility is stochastic and IID, handing over copies greedily to the first nodes encountered is optimal [17, 22].

Yet, in many scenarios, the requirement for nodes with homogeneous capabilities and independent mobility does not hold. For example, imagine a scenario where the majority of nodes tend to
spend most of their time around the same nodes (e.g. employees in the same office or floor, or monitored animals in the same herd [13]), while only a small number of nodes tend to move often between disconnected parts of the network (e.g. vehicles, nodes with a more “social” daily routine, etc.). In such a scenario, handing over copies to the first few nodes encountered, implies that some or all of these copies will end up with nodes that may never encounter the destination. In general, when nodes in a network are heterogeneous in terms of their ability to deliver a message, greedy replication may fail to discover the “better” relays, especially if the latter are much less common than the “non-useful” ones.

To address this problem, some existing schemes allow an initially chosen relay to hand over its message replica to a “better” relay. This is usually achieved by maintaining some utility or fitness function by nodes, which is then used to perform a gradient-based search for the destination [15, 16, 23]). However, this implies that each message replica may be transmitted more than once or even loop around the network. Although proposed solutions have been shown to not exhibit a significant increase in overhead on average (see e.g. [16]), the worst-case performance can be arbitrarily bad in principle. What is more, unlike the case of controlled replication, it is significantly more difficult to analytically predict the number of transmissions and expected delay for this scheme [16]. This can be a rather undesirable feature of the protocol for some applications. For example, assume an application has stringent energy constraints (bounded amount of energy per message) but some flexibility in the delivery ratio or delay (e.g. sensor data with inherent redundancy). As a different example, in a self-organized network where a credit-based system is used to incite collaboration between nodes [24], it is important for the user to be aware of exactly how many credits a message will consume. Summarizing, although allowing each copy to be forwarded over multiple hops can sometimes reduce the message delivery delay, it may also result in unpredictable and uncontrolled resource usage.

For these reasons, in this paper we focus our study on strategies which use a fixed number of copies and no forwarding, similar to the basic greedy replication algorithm. Our aim is to maintain control and predictability of resource usage as our primary objective, while at the same time try to achieve the best performance possible, in terms of delay and delivery ratio; At the same time, we explicitly assume that our network consists of highly heterogeneous nodes and require a routing protocol that can efficiently address this. In short, we try to answer the following question: given a fixed budget of message copies, how can we best allocate it to a network consisting of nodes with varying capabilities and behaviors?

To this end, we propose the idea of smart replication or utility-based replication, where instead of naively (greedily) handing copies to the first nodes encountered, we choose relays according to some utility function. We examine in detail situations where nodes might be heterogeneous in one or both of the following aspects: (i) in terms of which other nodes they tend to encounter often (e.g., due to social links, co-location, etc.), and (ii) in terms of generic characteristics according to which nodes can be categorized into various “node classes” (e.g. static nodes, vehicles, pedestrians, etc.) with relatively homogeneous characteristics (e.g., mobility, resources, etc.) inside the class, but largely heterogeneous between classes. We propose and evaluate a number of simple, yet efficient, replication strategies, and also examine how to “tune” important parameters of each protocol in practice. Using both synthetic and trace-driven simulations we show that utility-based replication schemes consistently outperform greedy replication, by up to $4 - 5 \times$ in the scenarios considered. This work extends on our work described in [25], where we have performed a preliminary presentation and simulation-based evaluation of some replication strategies using synthetic simulations only.

Additionally, we propose an analytical framework based on fluid models to analyze the performance of mobility-assisted routing schemes in heterogeneous networks consisting of different populations of nodes. Fluid models are quite popular in the mathematical biology community to model epidemics in populations [26]. Although an initial effort to apply such models in a DTN context has been made in [27], it was done so for homogeneous networks only. To the best of our knowledge, this is the first work that analyzes encounter-based routing protocols in networks consisting of heterogeneous node classes. We use this framework to analyze the performance of greedy and utility-based replication, as well as the performance of epidemic routing [19], a popular routing protocol for disconnected environments, which can be optimal under certain, ideal conditions. We believe that our model could provide a better understanding of various encounter-based processes (e.g. electronic virus spread, DTN podcasting [28]) in real, heterogeneous wireless networks.

In the next section, we go over related work. Then, in Section III, we define the general utility-based replication algorithm and describe three specific strategies based on it. In Section IV, we present synthetic and trace-driven simulation results comparing these 3 utility-based schemes against greedy replication, and then, in Section V, we give some insight into how utility-based replication can be tuned in practice. In Section VI we develop our theoretical model and use it to derive the delay of various mobility-assisted protocols. Finally, we conclude and present some future work directions in Section VII.

II. RELATED WORK AND CONTRIBUTIONS

A number of (mobility-assisted) routing protocols have been proposed for DTN networks that assume known or enforced future connectivity (e.g. [2, 29]). If future connectivity is intermittent but known, existing routing algorithms (e.g. Dijkstra’s) can be appropriately modified to discover shortest paths-over-time. In general, problems with such future knowledge can often be formulated as dynamic multi-commodity flow or quickest transshipment problems [30, 31]. A couple of interesting extensions of this work is to try to discover and maintain shortest paths-over-time, under uncertain or probabilistic information about future connectivity [32] or to employ hybrid MANET-DTN routing solution, when there is some stability or connectivity in certain parts of the network [33, 34].

Similarly to [15, 16, 19, 27], we, in this paper, follow a different approach assuming random connectivity (note: random does not necessarily mean unpredictable) and “opportunistic” forwarding decisions. A number of such opportunistic routing proposals are described in [14]. Among these protocols, controlled replication variants have been found to present a desirable tradeoff in many scenarios, especially when it comes to efficient resource usage [27]. However, it has also been shown that simply generating and handing over a few redundant copies may not often suffice in situations where the mobility or interactions between nodes are highly correlated and follow specific patterns [16, 35].

When such “structure” exists in the mobility patterns, it has been demonstrated that trying to infer these patterns and use the knowledge to probabilistically predict future connectivity can lead to better forwarding decisions and improve performance [16, 20, 23, 36, 37]. However, this is often done assuming a specific utility function and a specific mobility setting, while at the same time not providing explicit control over the resources used per message. In this paper, we aim to explicitly combine resource control and use of history-based information into an “online” allocation problem. Interesting
epidemic routing occurs [19]. Messages get forwarded according to the following rules:

- If a node (either the source or a relay), carrying a message copy and \( c > 1 \) forwarding tokens for this message, encounters a node with no copy of the message\(^1\), it spawns and forwards a copy of that message to the second node; it also hands over \( l(c) \) tokens to that node \((l(c) \in [1, c - 1])\) and keeps the rest \( c - l(c) \) for itself ("Spray" phase);
- When a node has a message copy and \( c = 1 \) forwarding tokens for this message, then it can only forward this message to the destination itself ("Wait" phase).

There are two flavors of the basic scheme that have been proposed. In the 2-hop version of the scheme [41], only the source may forward an extra copy (i.e. \( l(c) = 1 \) in the above description). In the (binary) tree-based version [16, 17], \( l(c) = \lceil \frac{c}{2} \rceil \) for any node with \( c > 1 \) tokens. The common characteristic between these two algorithms is that they are both greedy. By "greedy" here we mean that any opportunity to forward one of the available copies to a new node with no copies will always be seized upon. In other words, the budget of \( L \) message replicas will be distributed to the \( L \) first nodes encountered.

The tree-based greedy algorithm is shown to be optimal in a homogeneous environment (I.I.D. node mobility) [16, 17]. The intuition behind this is that, if all nodes are statistically equivalent [48], there is no benefit in waiting when a forwarding opportunity arises. Nevertheless, if nodes are heterogeneous (e.g. different mobility characteristics, different resources, etc.) greedy distribution of message copies can be easily shown to be sub-optimal. Consider, for example, an intermingled and connected network of mobile nodes, where a percentage \( p \) of the nodes are not (that) useful in delivering a message to a remote destination (e.g. move very slowly, or encounter few new nodes over time). We will call these "snail" nodes. If we assume uniform mixing rates [48] for both normal and snail nodes, then with greedy replication \( pL \) of the copies, on average, would end up with snail nodes\(^2\). Using the delay equations of [16] (e.g. Eq. (2)) or [17], it is not difficult to show that the performance degradation compared to the case where all nodes are "non-snail" ones is approximately given by

\[
\text{Delay(normal)} = \frac{c_1 + c_2}{1 - p}
\]

where \( c_1, c_2 \) are constants, such that \( c_1 + c_2 = 1 \). The first term of the sum, is related to the spraying phase, while the second term to the wait phase, with \( c_1, c_2 \) absorbing the various quantities common to both cases, e.g. number of copies, spray phase duration, etc.

This equation implies that if the number of snail nodes is large, then the delay of greedy Spray and Wait quickly increases. The reason for this is that greedy replication cannot identify nodes that are not useful, and mistakenly hands them over some copies. The larger the percentage of non-useful relays in the network, the larger the negative impact of greediness. Of course, a more appropriate comparison would be against the delay of the optimal algorithm given \( p \) snail nodes. We defer this to Section VI. Nevertheless, the above equation already provides enough insight on the expected performance degradation due to heterogeneity.

### B. Utility-based Spraying

Based on the previous exposition we can draw the following conclusion: in a heterogeneous environment, where a limited budget of \( L \) message copies needs to be distributed to \( L \) relays, a mechanism is necessary to distinguish the "better" relays and avoid using the least useful ones. Ideally, we would like to find the \( L \) best relays in the network (given some optimization criterion). However, this problem is not trivial even in moderately complex scenarios [49], especially

---

\(^1\)We assume that a message ID vector exchange similar to that performed in epidemic routing occurs [19].

\(^2\)This is not exactly true; if snail nodes move less frequently around the network than normal ones, it may be the case that they are also encountered by other nodes less frequently; in that case, \( pL \) would just be an upper bound.
given the fact that candidate relays appear (i.e. are encountered) not all together, but in an online fashion. Therefore, here we will turn our attention to heuristic methods to decide on the fitness or utility of a given node as a relay.

Definition 3.2 (Utility-based Spraying): Similarly to the basic spraying algorithm (see Def. 3.1), Utility-based Spraying uses forwarding tokens to grant a node the right to further forward message copies. Additionally,

- each node \( i \) maintains a utility function \( U_i(j) \) for every other node \( j \) in the network. \( U_i(j) \) reflects the probability that node \( i \) will deliver a message to node \( j \), and it may be based on a number of different parameters (e.g. encounter history, mobility, friendship index with \( j \), etc.)
- if a node \( i \) (either the source or a relay) carrying a message copy for a destination \( d \) and \( e > 1 \) forwarding tokens for this message encounters a node \( j \) with no copy of the message, it spawns and forwards a copy of that message to the second node according to one of the following rules:
  - rule 1: if \( U_j(d) > U_{th} \) for some \( U_{th} \) threshold value (absolute utility criterion);
  - rule 2: if \( U_j(d) > U_i(d) \) (relative utility criterion);

It also holds \( h(c) = \lceil \frac{c}{2} \rceil \) forwarding tokens to that node and keeps the rest \( \lfloor \frac{c}{2} \rfloor \) for itself (i.e. tree-based).

Each algorithm could use either of the forwarding rules above (“absolute utility” or “relative utility”) or a combination thereof (e.g. “use rule 1 to ensure a minimum utility and then rule 2 among the nodes that qualify”). Rule 1 requires an appropriate threshold parameter \( U_{th} \) to be set in every case. Rule 2 is easier to implement, yet it does not guarantee that all “bad nodes” will be avoided (e.g. “very low utility” nodes could still give copies to “low utility” nodes).

We are going to describe different variations of the basic algorithm in terms of the utility function they use. Before we choose our utility function, we note that, in a real setting, there are a number of different reasons why a given node might be a “better” relay than another. These might range from special “bonds” with the destination, to higher resources available to a node, to higher reliability or trustworthiness of a node. In general though, candidate utility functions could be broadly categorized into destination-dependent (“DD”) and destination-independent (“DI”) functions:

Destination-dependent (DD) Utility: One node may be the best relay for one destination \( d_1 \), and another node the best relay for a different destination \( d_2 \). In other words, for DD functions:

\[
U_i(d_1) > U_j(d_1) \text{ but } U_i(d_2) < U_j(d_2), d_1 \neq d_2.
\]

Examples of DD utility functions could be those based on age-of-last-encounter for a given destination [15, 23], social relation with a given destination [50], correlated mobility patterns [51] etc. Destination-dependent utility functions impose a larger overhead on nodes, as in essence they need to maintain an entry for every other node in the network. To reduce this overhead caching techniques could be used (e.g. storing only the \( m \) highest utility values).

Destination-independent (DI) Utility: The “utility” of a given node is independent of any destination; instead, it depends on some special characteristic(s) this node has. This implies that one node may be the best relay for most or all destinations. In other words,

\[U_i(d_1) \geq U_j(d_1) \Rightarrow U_i(d) \geq U_j(d), \text{ for most or all } d, j, d.\]

Examples of nodes which are highly preferable as relays for any destination would be nodes with high and frequent mobility (e.g. vehicles), nodes with many “friends” (e.g. hubs in scale-free networks), or nodes with higher resources (e.g. a “message ferry” [14]). DI utility functions have a smaller overhead than DD functions as they require each node to maintain only a single utility value each. Yet, DI functions also imply that the “better” nodes might have to bear a higher forwarding overhead than others. This might result in poorer load-balancing and utilization of the total network capacity, and/or faster battery drainage of a few nodes. We address this issue in Section V.

We will now turn our attention to specific replication strategies, some of which use DD utility functions and others DI ones. It is important to note that it is possible to define hybrid algorithms also that take into account both the general fitness of a node as well as destination-specific information when making a forwarding decision. However, it is beyond the scope of this paper to examine in depth all possible options. Instead, we are interested in describing a few simple replication heuristics, depending of the expected “structure” of the network and the types of nodes one would expect to encounter. We will demonstrate later, in Section IV, that even these simple solutions can have a significant impact on performance. Furthermore, it is our belief that finding an “optimal” utility function requires first to choose a particular target application. It is then that one should aim to optimize one of these simple strategies (or a combination of them) based on the specific application characteristics and requirements.

All algorithms hereafter are variations of the basic utility-based replication scheme described in Def. 3.2.

C. Last-Seen-First (LSF) Spraying

The basic idea is to choose as relays the nodes that have seen the destination most recently. Thus, LSF is an example of a destination-dependent utility function.

Definition 3.3 (LSF Spraying): Each node \( i \) maintains a timer \( \tau_i(j) \) for every other node \( j \) in the network, which records the time elapsed since the two nodes last encountered each other as follows:

\[\tau_i(j) = 0 \quad \forall j \text{ if } i \text{ encounters } j \text{ for the first time, } \tau_i(j) = \tau_i(j), \text{ otherwise increase each } \tau_i(j) \text{ at every time unit.} \]

Finally \( U_i(j) = \frac{1}{\tau_i(j)} \).

The basic idea of using age-of-last-encounter timers has been introduced to advance a single message copy towards its destination in a connected mobile network, using gradient-based routing [23]. Unlike [16, 23], where one starts with a random set of relays and use age-of-last-encounter to find better and better ones, LSF uses it to choose a promising set of relay nodes from the beginning. Strategies based on last encounter could be efficient, for example, when nodes are separated into groups (e.g. work groups, departments, herds, etc.) and members in a group see each other more often than members out of it. Another example could be when certain nodes tend to see much larger subsets of nodes in general, and thus would also encounter a randomly chosen destination more often than the average node (note that frequency of encounter can also be captured indirectly in the age-of-last-encounter, from a statistical point of view).

D. Most-Mobile-First (MMF) Spraying

This is our first algorithm that uses a destination-independent (DI) utility criterion. It is a simple scheme that assumes that some nodes
are more “mobile” (or, in general, more “capable”) than others. This scheme would work well, for example, when the majority of nodes participating in the ad hoc network are pedestrians moving within a local area, while a few nodes are vehicles (e.g. buses, taxis, etc.) that tend to visit larger areas and with higher speeds (and thus have a higher chance of meeting new nodes). For now, we will assume that each of these nodes carries a label that states the type of the node, e.g. “BUS”, “TAXI”, “PEDESTRIAN”, “BASE STATION”. Although, in some scenarios, it would not be too burdensome to manually configure a label (e.g. by setting some software parameter when installing a radio, say, on a bus), in the next section we discuss one way of assigning labels automatically.

Definition 3.4 (MMF Spraying): Assume there are m total node labels, \( \text{LABEL}_1, \text{LABEL}_2, \ldots, \text{LABEL}_m \). Each node \( i \) is assigned one of the labels, let \( \text{LABEL}(i) \), and we define the utility of node \( i \) as \( U_i(j) = U_i = \text{LABEL}(i), \forall j \). Finally, labels are put in a preference order (\( > \)):

\[
\text{LABEL}_1 > \text{LABEL}_2 > \cdots > \text{LABEL}_m
\]

This assignment of preference order to labels can be made offline, based on the general mobility statistics and perceived usefulness of different types of nodes. Furthermore, one could also have different preference orders depending on the type (label) of the destination. For example, nodes of \( \text{LABEL}_j \) may not be good relays in general, but excellent candidates if the destination is also of \( \text{LABEL}_j \). A label assignment along these lines is performed in [52], where labels are based on affiliation. Thus a node is a good relay for any destination with the same affiliation. This would actually bring the scheme somewhere in between DI and DD.

E. Most-Social-First (MSF) Spraying

In the previous scheme we assume that, somehow, information about the mobility characteristics of a node is available. However, in many scenarios the same wireless device might be carried by a pedestrian, left at the office desk, or lie inside a vehicle at times. Hence, we need a mechanism that could estimate the “degree of mobility” online. What is more, some nodes might encounter more nodes than average not due to mobility, but just because they visit some “hub” locations (e.g. cafeteria) more often, or have more social links than average. This implies that a more appropriate metric of the utility of a node might be its sociability rather than its mobility.

Definition 3.5 (Sociability): Let us look at a node \( i \) during a time interval \( t_n = [(n-1)T, nT] \), where \( T \) is the duration of the interval. Let us further define the indicator function \( I_{ij}(t) \), which shows whether nodes \( i \) and \( j \) are neighbors at time \( t \) (e.g. have performed an “association” with Bluetooth). Finally, let \( N_i(n) \) denote the set of nodes \( j \) such that

\[
N_i(n) = \{ j \neq i : \exists t \in [(n-1)T, nT] \text{ for which } I_{ij}(t) = 1 \}.
\]

Then, we define the sociability \( S_i(n) \) of node \( i \) during the interval \( t_n \) as \( S_i(n) = \frac{\|N_i(n)\|}{n} \).

In general, the sociability value of a node will be a function of the time interval during which it is measured. If a node’s statistical behavior varies over time, then its sociability index might also change between time intervals. This implies that it might be more appropriate for a node to maintain a running average of its perceived sociability index, rather than just looking at the previous interval.

Definition 3.6 (MSF Spraying): Each node \( i \) maintains a running average for the “sociability index” \( S_i \), as follows: for a given time interval \( t_n = [(n-1)T, nT] \) (\( T \) = sliding window duration), it counts the number of unique node IDs encountered, \( N_i(n)^4 \). Then, at the end of window \( n \), it updates \( S_i \) as

\[
S_i = \frac{(1 - \alpha)S_i + \alpha N_i(n)}{T},
\]

and proceeds to the next interval \( t_{n+1} \). \( \alpha \) is the weight given to the current measurement in the sliding window mechanism. Finally, the utility of node \( i \) is given by \( U_i(j) = U_i = \hat{S}_i, \forall j \). This is another example of a DI utility function.

IV. Simulation Results

We have described a number of utility-based replication protocols that aim at improving the performance of greedy replication schemes. In this section, we are going to use simulations to evaluate all the different flavors we have discussed, namely LSF, MMF, and MSF, against the basic (greedy) replication scheme (i.e. tree-based Spray and Wait [16, 17]). We have used a custom discrete event-driven simulator using both synthetic mobility as well as some real mobility traces from the DieselNet project [53, 54] to evaluate and compare the performance of the different algorithms. A simplified version of the slotted CSMA (Carrier-Sense Multiple Access) MAC protocol has been implemented. The simulator code and details about the various scenarios used (network parameters, traffic load, and protocol parameters) are publicly available in [55].

For all synthetic mobility scenarios, we assume that 100 nodes move according to the “Community-based Mobility Model” (CBM) [56], which is motivated by real mobility traces like the ones found in [54]. In the CBM model, each node has its own small community (network size = 500 × 500, community size = 50 × 50) inside which it moves preferentially for the majority of time (e.g. the user’s department building on a campus). Every now and then it leaves its community (with probability 1 – \( p_t \)), roams around the network for sometime (e.g. going to the cafeteria, library), and then decides to return to its community (with probability 1 – \( p_t \)). Finally, to capture node heterogeneity, each node may have different mobility characteristics (\( p_t, p_r \)) in addition to different communities. Node speed is always 1 network unit / time unit, when a node is moving, and thus differentiation between node class behavior is achieved only by manipulating the above transition probabilities and community pause times. The work in [57], where a somewhat “richer” version of this model (multi-tiered communities and time-dependent behavior) has been used, shows that the CBM model closely matches existing traces, confirming that this model better describes real mobility patterns. Finally, we have used here a simple traffic model, with a number of messages (400 unless otherwise stated) routed between uniformly chosen nodes. We intend to look into more sophisticated traffic models in the future.

A. LSF Spraying

The first scenario considered (Scenario 1) consists of 4 different types of nodes (e.g. to capture a hybrid metropolitan network): (local nodes) 40% of the nodes move locally most of the time (\( p_t \in [0.85, 0.95] \)) but may occasionally roam in the whole network (\( p_r \in [0.1, 0.2] \)); (community nodes) 40% of the nodes move only inside their own community (\( p_t = 1, p_r = 0 \)); (roaming nodes) 10% of the nodes roam quite often outside their community (\( p_t \in [0.7, 0.8], p_r \in [0.3, 0.5] \)); (base stations) 10% of the nodes are static

\(^4\) If \( T \) is not too large, the overhead of maintaining a list of unique node IDs and look-up time when a new node is found is not significant.
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Fig. 2. Scenario 1: performance improvement of MMF spraying over greedy Spray and Wait (SW), for two different connectivity scenarios (sparse and almost connected); \( L \) is the number of copies.

Fig. 3. Scenario 2: performance improvement of MMF Spraying over greedy Spray and Wait, as a function of the percentage \( p \) of "useful" relay nodes; different configurations for \( K = \) nodes’ transmission range, and \( L = \) # of copies.

Fig. 4. Performance comparison of MSF, MMF, and greedy Spray and Wait, as a function of the percentage \( p \) of “useful” relay nodes.

V. PROTOCOL TUNING

Results in the previous section demonstrate that utility-based replication protocols can achieve significantly superior performance, when compared to greedy replication, in scenarios where node capabilities and behavior are heterogeneous. In this section, we discuss how to tune the main parameters of the proposed protocols in practice, in order to achieve such good performance; And, in addressing some practical issues, we also describe possible complementary mechanisms to the proposed protocols.

A. Sliding Window for MSF Sociability Estimation

The MSF replication algorithm is the most generic and practical, among the ones presented, as it can identify “social” nodes online. As was shown, it can achieve as good a performance as algorithms that know the “good” relays in advance (e.g. MMF). However, setting the sliding window parameters in MSF correctly (window duration \( T \), and \( \alpha \)) is necessary to achieve this.

Let us define the stochastic sequence \( \{N_i(n), n = 1, 2, \ldots\} \), where \( N_i(n) \) is the number of unique node IDs encountered by node \( i \) during window \( t_n : ([n-1]T, nT]. \) Whether or not the running sociability estimate \( S_n \), based on past measurements in \( t_{n-1}, t_{n-2}, \ldots \), will be a useful predictor of future interactions (i.e. \( N_i(n+1), N_i(n+2), \ldots \)) depends on the amount of “structure” in the interaction and mobility patterns of the nodes involved, the window parameters, and the desired “horizons” for the prediction.

**Stationary Case:** If the mobility process of all nodes in the network is stationary, then the sequence \( \{N_i\} \) will also be stationary. Thus, \( E[N_i(n)] = E[N_i]; \forall n \) and similarly

\[
E[S_i(t_n)] = E[S_i(T)], \forall n.
\]

The same holds for higher moments of the sequence (i.e. \( E[(N_i(n))^k] = E[(N_i)^k], \forall n, k \)). This implies that it is not important during which time window ones looks at a node’s behavior. A node with a highly social past behavior will also have a social future behavior. An example of this could be if all nodes move according to the Random Direction model, but different nodes move with different average speeds and/or pause times. A node \( i \) with higher speed and shorter pauses than another node \( j \), will meet on average more new nodes in the same amount of time than \( j \), at any time scale.\(^8\)

Since the statistics of the process do not change over time in the stationary case, what matters is choosing the value of \( \alpha \) so that our sliding window estimator works efficiently. This depends on the variance \( \sigma_{N_i} \) of the number of nodes encountered in each window. If the sociability variance of a node during different

\(^7\)We have used \( L = 10 \) copies per message for all schemes, \( T_x \) range \( K = 30 \), the sliding window for MSF is 1000 time units, and \( \alpha = 0.8 \).
windows is high, it means that a small $\alpha$ value is needed to smoothen the estimate and ensure convergence. However, the smaller the $\alpha$, the slower this convergence. One solution is for each node to maintain also the variance of the sampled sociability, in addition to the mean. This incurs little overhead and could be used to tune $\alpha$ according to the measured variance. Another solution would be to start with a relatively large $\alpha$ (aggressive) and keep increasing it until the oscillations of the running average from window to window, $E[S_i(t_n) - \hat{S}_i(t_{n-1})]$ are smaller than some desirable threshold $\epsilon$.

Cyclo-stationary (Periodic) Case: In real-life, people (and sometimes animals) often tend to have different mobility/interaction patterns during different times of the day. It has been frequently observed that real-life mobility exhibits such time-periodicity [58]. In this case, the statistics of the encounter sequence $N_i$ might change as a function of time-of-day. This implies that, for some scenarios, the $N_i$ (and, thus, $S_i$) could be modeled as a cyclo-stationary process. In these processes, if the sliding window $T$ duration is smaller than the process’ cycle, then what happened in the previous time window cannot necessarily predict what will happen in the next. Yet, stationarity may also emerge here given a large enough time horizon for the prediction. If the duration of such a period is not prohibitive compared to the desired delivery delay\(^9\), setting the sliding window $T$ to this value would allow one to reliably predict future delivery probability in the next cycle.

On the other hand, if finer granularity is needed for the prediction (i.e. targeted delays are much smaller than this period), one is forced to use a shorter sliding window. In this case, one could maintain multiple sociability values, corresponding to different time periods of the day (e.g. “morning”, or 2 – 4pm, etc.): then, each sample measured will affect only the time bin to which it corresponds, and inquiries about future delivery probability will take into account the sociability estimate corresponding to the time period(s) included in the horizon until the message in hand expires.

Non-Stationary Case: In some cases, the mobility process of the nodes might be too complex to be modeled as a stationary or cyclo-stationary process. Nevertheless, mobility/interaction behavior in real life is never absolutely random. Even if the statistics (long-term behavior) of the process are changing, one would assume that these do so slowly. (Note that we do not here talk about the event of measuring different sociability values during different windows, something expected and predicted by the variance of the process, but rather the random process parameters changing.) In this case, the running average should still be able to follow and adapt to these changes, even so with a small lag that might just introduce a bit of error in the predicted delivery probability.

B. Number of Copies

Another important protocol parameter is the number of copies $L$ to be used. This number has been calculated for Greedy Spraying in a homogeneous network, in order to achieve a desired transmission-vs-delay tradeoff [16]. The same procedure could be modified for the case of MMF spraying. The main idea is that, if there are $M$ total nodes and MMF uses only $p$ percent of them based on their labels, then this is equivalent to a network of $pM$ nodes (some care is needed though, regarding the effect of the other $(1-p)M$ nodes in the minimum/optimal delay [16]).

\(^9\)Given the delay-tolerant nature of the targeted services (e.g. advertisements, email, message boards) and some of the targeted environments (e.g. developing countries, remote villages, etc.) it is not difficult to imagine that, for some users, delays as large as one day or more (i.e. equal to the daily process’ cycle) could be acceptable.

In the case of MSF Spraying, a different approach could be taken, as described by Lemma 5.1.

Lemma 5.1: Assume there are $M$ total nodes in a network moving independently of each other, and messages have a TTL value of $T_{\text{max}}$. Let further each node use the MSF algorithm (rule 1) with sliding window $T = T_{\text{max}}$, and threshold sociability value $S_{th} = \frac{N_{th}}{T_{\text{max}}}$. If the desired delivery probability for each message is $R_{\min}$, then the number of copies per message $L_{\min}$ and sociability threshold must satisfy

$$1 - \left(1 - \frac{N_{th}}{N}\right)L_{\min} \geq R_{\min}, \quad (3)$$

where $N$ is the total number of nodes.

The above lemma can be derived by setting the sliding window duration $T$ equal to the TTL value ($T_{\text{max}}$). Then, the sociability threshold would become $\frac{N_{th}}{T_{\text{max}}}$. $N_{th}$ becomes an estimate of the unique number of nodes encountered within the message’s lifetime and thus of the delivery probability $\frac{N_{th}}{T_{\text{max}}}$ of one relay, assuming that relays encounter other nodes in the network independently. If $L_{\min}$ relays are used in total, the probability of delivery before the TTL expires is thus $1 - \left(1 - \frac{N_{th}}{N}\right)L_{\min}$. Although this might not be realistic in practice, it could serve to either find a minimum $S_{th}$ given $L_{\min}$ or $L_{\min}$ given $S_{th}$, if the sliding window is $T = T_{\text{max}}$. An interesting question arises when one considers how to scale this value for a smaller time window. For example, consider how the parameters used for MSF in the case of Fig. 4 fit this equation. The main problem in this case is that the sliding window there is $T = 1000$ (with $N_{th} = 5 - 10$), while $T_{\text{max}} = 10000$; thus we only have an estimate of the average number of nodes encountered during $\frac{1}{10}$ of a packet’s lifetime. If $N_{1000}$ is the average sociability when the window is $T = 1000$, what can we say about $N_{10000}$? Linear scaling (i.e. $N_{th} = 50 - 100$) gives too optimistic results (0.99 delivery ratio). The correct value of $N_{th}$ corresponding to a sliding window of $T_{\text{max}} = 10000$, to achieve $R_{\min} \geq 0.9$ (as in Fig.4) seems to be around $N_{th} = 25$. We believe prediction methods like the one used in [16] could provide the answer to this scaling question, but we defer this for future work.

In general, the joint problem of choosing both the number of copies and the copy bearers optimally is difficult. We assume here that either the number of copies is set by the application (e.g. credits per message) or the protocol is fixed and the network parameters known. Nevertheless, we next discuss a methodology that could potentially address the joint optimization problem.

C. Copy Allocation as Portfolio Management:

Whether the nodes’ mobility process is stationary or not, maintaining higher moments of a node’s past sociability can allow a node to make more “educated” decisions when allocating message copies. For example, assume that each node maintains a tuple $(\bar{S}_i, \sigma_i)$, that is, estimates of the node’s average sociability and its variance, respectively. Let, for example, a node carrying an extra copy of a message encounter nodes $i$ and $j$. Let further $\bar{S}_i > \bar{S}_j$ but $\sigma_i > \sigma_j$. This means that, although node $i$ is more sociable in general than $j$, it is also much more “risky”: its future behavior cannot be reliably predicted. Also, whether $i$ or $j$ should get the extra copy, should also depend on who the other relays having received a copy are. A list of the relays that have received a copy can be maintained, with a predicted delivery profile (expected delay and variance) based on their joint characteristics. Then, every new copy forwarded should aim to improve this profile. For example, if we know that a number of “consistently” social nodes (i.e. good sociability with small variance)
already have a copy, it might be worthwhile to risk giving a copy to \(i\), which might have some chance of delivering the copy faster than other relays, as opposed to using yet another “average” relay. This results into more complex, but also more powerful forwarding decisions, as opposed to simply comparing average values.

Although we have described this procedure in the context of MSF, it is important to note that it could be also applied to other utility-based replication variants, e.g. LSF. In the case of LSF, a tuple \(\{T_{id}, T_{rd}\}\) with estimates of the average and variance of the intermeeting time would be maintained. In general, the problem of allocating copies to nodes with different expected “return” (e.g. delivery delay) and different “risk” (e.g. variance of predicted delivery delay), is, in some aspects, equivalent to optimal asset allocation and portfolio theory in finance [59]. An interesting effort uses ideas from modern portfolio theory to address some reliability issues [38]. We intend to look more into this issue in future work.

D. Avoiding Node Overloading

If message replicas are handed over to a few good nodes, then these nodes might absorb a disproportionate amount of workload compared to the average node. Accepting a copy implies a particular overhead for a node in terms of buffer space, battery power, and bandwidth consumption. Nevertheless, in many scenarios of interest node overloading is not a concern. For example, in situations where some nodes (e.g. buses with no energy constrains [53]) have considerably more resources than the average node (e.g. a pedestrian carrying a PDA), it is desirable to direct more traffic to the over-provisioned nodes. Furthermore, if overusing a particular node resource is a concern, one could incorporate the usage of this particular resource into a (hybrid) utility function that aims at optimizing a combination of different goals. For example:

**Remaining battery level:** a node may use a hybrid utility function \(\hat{U} = U_{\text{orig}} \times U_{\text{power}}\), where \(U_{\text{orig}}\) captures the probability of message delivery (i.e. \(U_{\text{orig}} = \{U_{\text{LSF}}, U_{\text{MMF}}, U_{\text{MSF}}\}\) and \(U_{\text{power}}\) is the remaining battery level (taking values in \([0, 1]\)). Then the forwarding rule could be defined as:

- if \(U_{\text{power}} > U_{\text{power_{min}}}\), then \(\hat{U} = U_{\text{orig}}\).
- if \(U_{\text{power}} < U_{\text{power_{min}}}\), then \(\hat{U} = 0\).

This policy sets a “cutoff” \(U_{\text{power_{min}}}\) preventing nodes to serve as relays when their remaining lifetime is below a certain level. Another policy could weigh the advertised utility by the remaining power:

\[
\hat{U} = \frac{U_{\text{power}}}{U_{\text{power}^{\text{orig}}}} \quad \text{(linearly)}
\]

\[
\hat{U} = 1 - \frac{1}{U_{\text{power}^{\text{orig}}}} \quad \text{(non-linearly)}.
\]

A similar mechanism could be employed to prevent a node from serving as a relay if its buffer occupancy drops below a threshold. Thus, under light loads the protocol operates with routing efficiency in mind, while at high loads it makes load-balancing a factor.

E. Security Considerations: Counterfeiting Utility

Allowing “gravitational points” that attract a high proportion of the network load can also become a security “loophole”. Ideally, the node that forwards the copy(ies) trusts the next hop to be stating its true, measured utility. Thus, if a malicious node decides to advertise a very high (fake) utility value, it can easily absorb a large number of messages. It could then just drop them (DoS) or try to read/decode them (compromise privacy).

The proposal of security solutions for delay-tolerant networking is beyond the scope of this paper. We should point out that it is an area of active research. For instance, some security-related issues arising from intermittent connectivity have been partly addressed in [60]. Reputation mechanisms based on monitoring neighboring transmission are revisited in [61], since such monitoring is difficult in sparse networks. The studies reported in [21, 62] show that the very nature of epidemic replication makes it quite resilient to many types of attacks. Finally, it has been shown that mobility itself could facilitate the establishment of a robust trust system on the fly [63].

VI. PERFORMANCE ANALYSIS OF ENCOUNTER-BASED ROUTING IN HETEROGENEOUS NETWORKS

Having concentrated in the previous sections on the protocol performance and tuning, in this last section, we embark on developing appropriate theoretical models for encounter-based message dissemination in heterogeneous networks. These models not only aim to help us analyze the performance of the routing schemes presented, but can also serve as the foundation to analyze various other encounter-based processes (e.g. wireless virus spread [64]) in networks consisting of mixed populations of nodes.

Our theoretical framework is based on an appropriate fluid model formulation for epidemic routing [19], in a heterogeneous setting. The basic concepts and terminology are borrowed from the field of Epidemiology and Mathematical Biology [26]. Nodes having already received a copy (we call these nodes “Infected”, \(I\)) may forward an additional copy to a node not having yet received one (we call this nodes “Susceptible”, \(S\)). We are then usually interested in the expected time until a given node (e.g. destination) gets infected (i.e. receives the message) or the probability of this occurrence (delivery ratio). A fluid model can then be formulated that captures the rate of message propagation (“infection”) among nodes and can be used to calculate the above quantities. Our model extends the fluid model formulation of [27], which was proposed for homogeneous networks with a single class of nodes. Although fluid models are only a deterministic approximation of the stochastic spreading of messages using epidemic routing, they produce accurate results for moderate to high numbers of networks nodes [27].

We have chosen to start by modeling epidemic routing first for the following reasons: (i) epidemic routing [19] is the first, and among the most generic opportunistic routing protocols proposed with many variants having followed (e.g. Prophet [20], SLEF [62], etc); (ii) its delay is minimum under ideal conditions (little or no contention for shared resources like bandwidth and buffer space), and thus can serve as an optimality baseline; (iii) we will use it to describe a version of controlled replication (greedy and utility-based), that is equivalent to the one originally presented [22], but is more amenable to our fluid model based analysis. Having developed this basic model for epidemic routing, we then use it to quantify the performance of Greedy Replication when node mobility is heterogeneous (the homogeneous case is treated in [17, 22]). Finally, we analyze how good a delay we can achieve, as compared to the optimal case, by using Smart Replication algorithms like MSF or MMF.

Before we proceed, it is important to define node heterogeneity in a rigorous manner. Our model for a heterogeneous network consists of multiple classes of nodes (\(k\) total), with different intra- and inter-class meeting characteristics. The reason for this choice is two-fold: (i) this setting can successfully capture two scenarios of high interest, one, scenarios where nodes are naturally separated into communities or groups with high intra-group meeting rate (e.g. same department, affiliation, family), and two, scenarios where some subsets/classes of nodes have different characteristics or capabilities than others (e.g. vehicles, pedestrians, base stations, etc.); (ii) this multi-population
model is more amenable to fluid model analysis; it has also been used often in epidemiology from which we might be able to borrow some results or formalisms.

In the remainder of this section we will assume the following:

(a.) There are $M$ nodes in total, each moving according to some stochastic mobility model in a finite area. This mobility is neither known in advance [2] nor enforced [29].

(b.) Each of the $M$ nodes belongs to a particular mobility class $i$, among $k$ possible ones. Nodes in different classes may move according to different mobility models (e.g. some nodes perform random walks, while others perform random direction mobility) or simply have different mobility parameters (e.g. all nodes perform random waypoint mobility, but nodes in one class have high average speed and small pause times). The total number of nodes in class $i$ is denoted as $M_i$ with $\sum_{i=1}^{k} M_i = M$.

(c.) Let a node $i$ belong to mobility class $i \in [1,k]$ and another node $j$ belong to mobility class $j \in [1,k]$. Further, let the two nodes start from their stationary distributions at time 0. The meeting time ($M_{ij}$) between them is defined as the time it takes to first come within range of each other, that is $M_{ij} = \min\{t : \|X_i(t) - X_j(t)\| \leq K\}$, where $K$ is the maximum transmission range, and $X_i(t)$ is the position of node $i$ at time $t$.

(d.) We define the meeting or “mixing” rate between the two classes $i$ and $j$, $\beta_{ij}$ as the inverse of the expected meeting time for these classes: $\beta_{ij} = \frac{1}{E[M_{ij}]}$. The mixing rate is a measure of how often a node of one class meets a given other node of another (or the same) class. We will assume that all meeting times $M_{ij}, i,j \in [1,k]$ are approximately exponentially distributed (or have an exponential tail [48]) with expected value $E[M_{ij}] = \frac{1}{\beta_{ij}}$. It has been shown that a number of popular mobility models have such exponential tails (e.g. Random Walk, Random Waypoint, Random Direction, Community-based Mobility [41, 56]).

(e.) $I_i(t)$ denotes the number of nodes of type $i$ that have already been infected (i.e. have received a copy) at time $t$.

### A. Epidemic Routing

In this section, we start by modeling the performance of the Epidemic Routing protocol [19] in heterogenous networks. A similar formulation for multiple populations can be found in the context of Mathematical Biology, yet with different quantities of interest in mind (e.g. epidemic threshold) [45].

**Lemma 6.1:** Let’s assume that there are $k$ classes of nodes, and that one message from a node in a class $s \in [1,k]$ originates at time $t = 0$. If this message is propagated using epidemic routing and no “buffer cleaning” policy, the spreading of this message is given by the solution of the following system of rate equations:

$$\frac{dI_i(t)}{dt} = (M_i - I_i(t)) \sum_{j=1}^{k} I_j(t)\beta_{ij}(t), \forall i \in [1,k]$$

(4)

$\begin{align*}
I_i(0) = 1, I_j(0) = 0, & \forall j \neq s, \quad \text{Proof:} \quad \text{A fluid model approximation for a single class of nodes has been formulated and justified in [27]. Here, we extend this formulation into multiple classes, using similar arguments and assumptions about scaling as [27]. Let us assume that there are } I_i(t) \text{ nodes of class } i \text{ that have received a copy of the message (i.e. are "infected") at time } t. \text{ The number of susceptible nodes of class } i \text{ are } M_i - I_i(t). \text{ If there are also } I_j(t) \text{ nodes infected from class } j \text{ and individual nodes of classes } i \text{ and } j \text{ encounter each other (i.e. mix) with rate } \beta_{ij}, \text{ then the probability of a new node of class } i \text{ getting infected by a class } j \text{ node at the next time instant } \Delta t \to dt \text{ is}
\end{align*}$

$$I_i(t + dt) - I_i(t) = \beta_{ij}(M_i - I_i(t))I_j(t)dt.$$ 

Taking into account also all other classes $j \in [1,k]$ of nodes that can (independently) infect nodes of class $i$ gives us the system of Eq.(4). Initial conditions simply state that only a node from class $s$ is infected at first.

The next theorem derives the complementary cumulative probability distribution function (CCDF) of the delay until a message is delivered to a randomly chosen destination. The CCDF completely describes the delivery delay for epidemic routing (expected value and higher moments).

**Theorem 6.1:** Let’s assume that the destination for the message propagated in Lemma 6.1 belongs to class “d”. Let further, the CCDF (Complementary Cumulative Distribution Function) of the delay until the destination receives the message be denoted as $P = P(D_{epid} > t)$. Then, $P$ is given by solving the following equation:

$$\frac{dP(t)}{dt} = -P(t) \sum_i \beta_{id}I_i(t),$$

(5)

where $I_i(t)$ are given by Lemma 6.1.

**Proof:** Let us calculate the probability $P(D_{epid} > t + dt)$. It is easy to see that

$$P(D_{epid} > t + dt) = P(D_{epid} > t) \cdot (1 - P(\text{prob}(\leq D_{epid} \leq t) + dt).$$

Since meetings between nodes are approximated by a Poisson process, the probability of the destination being found at any instant of duration $dt$ is equal to the aggregate meeting rate of infected nodes with the destination at time $t$ times $dt$: $\sum_i I_i(t)\beta_{id}dt$. Thus

$$P(t + dt) = P(t) \left(1 - \sum_i I_i(t)\beta_{id}dt\right)$$

$$\Rightarrow \frac{P(t + dt) - P(t)}{dt} = -P(t) \sum_i I_i(t)\beta_{id}.$$ 

Based on the above density function, the expected delay for epidemic routing in this multi-class population follows easily from elementary probability.

**Corollary 6.1:** The expected delay of epidemic routing in a network of $k$ node populations is given by $E D_{opt} = \int P(t)dt$.  

10In [17], it is suggested that “anti-packets” are propagated back to infected nodes after the message reaches its destination, in order to release some buffer space and avoid further infection. These nodes would then be considered “Recovered” (R), and an SIR model would be more appropriate. Without loss of generality, here, we decide to treat the simpler case of no anti-packets (i.e. “No-Immune” version in the paper).
Two mobility classes (k = 2): To get some insight into the above formulation, we will look in more detail into the special case of only 2 classes of nodes, as in Section III-A. Specifically, we will assume that the network comprises: (class 1) a fraction of nodes 1 − p that move more slowly and rarely than nodes in the second class (b_{22} \gg b_{11}) or are static (b_{11} = 0), (class 2) a fraction of nodes p that move frequently and/or fast around the network (e.g. vehicles). In this case the system of ODEs of Lemma 6.1 becomes:

\[
\begin{align*}
\frac{dI_1(t)}{dt} &= (M_1 - I_1(t))(1 + b_{11} + I_2(t)\beta_{12}) \\
\frac{dI_2(t)}{dt} &= (M_2 - I_2(t))(I_1(t)\beta_{12} + I_2(t)\beta_{22}) \\
I_1(0) &= c_1, I_2(0) = c_2
\end{align*}
\]

(6) \hspace{2cm} (7) \hspace{2cm} (8)

In Fig. 5 we depict I_1(t), I_2(t), the total number of infected nodes of each class as a function of time, for different values for M_1, M_2, and in Fig. 6 we depict the respective cumulative probability density functions. It is easy to observe from these figures that, when there are more “fast” nodes in the network (class 2) infection is faster, and delivery delay smaller.

Finally, in Fig. 7 we compare simulation results for the delay of epidemic routing against analytical values calculated according to Corollary 6.1, again for a scenario of 2 populations of nodes, as a function of the ratio between nodes of the two classes. We observe that theoretical and simulation results are closely matched, which confirm the accuracy of our fluid model.

B. Controlled Replication (Spraying)

Here, we will turn our attention into analyzing the delay of Controlled Replication, both greedy and utility-based. The delay of greedy replication (Spray and Wait) has been analyzed using probability theory and Markov Chains in [16, 17, 22], for homogeneous node scenarios. To calculate the delay in heterogeneous networks, we will use again fluid models, as in the previous section, due to their power to model population mixing problems. However, instead of using the scheme described in Def. 3.1, we will use the variant of Def. 6.1. This one is more amenable to a fluid model analysis, and has equivalent performance to the original scheme, on average.

Definition 6.1 (Time-Bound Spray & Wait): Let’s assume a message gets created at time T_{start}. Let further T_{spray} be such that \( I(T_{spray}) = \sum_{i} I_i(T_{spray}) = L \), where I_i(t) are given by Lemma 6.1. Then,

- (spray phase) all nodes (source and relays) perform epidemic forwarding (i.e. give a copy to every new node encountered) until time T_{start} + T_{spray},
- (wait phase) after time T_{start} + T_{spray}, any node that has received a message copy, may only give a new copy to the message destination.

The above scheme emulates greedy, tree-based replication with L copies (see Section III-A).

1) Greedy Replication:

Theorem 6.2: Let’s assume that there are k classes of nodes in a network with M total nodes (\( M = \sum_{i=1}^{K} M_i \)). Let further a message originate at time t = 0 from a node in a class \( s \in [1, k] \) and destined to a node of class \( d \in [1, k] \). Let further this message be routed using the time-bound Spray & Wait protocol of Definition 6.1. Then, the expected delivery delay of the message, \( ED_{sw} \), is upper bounded by

\[
ED_{sw} \leq T_{spray} + \frac{1}{M} \sum_{i=1}^{k} M_i \beta_{id} I_i(T_{spray}),
\]

(9)

where \( I_i(T_{spray}) \) are given by Lemma 6.1.

Proof: T_{spray} is the time during which message copies are distributed to relays (using epidemic spreading as described in Definition 6.1). During this time \( \sum_{i=1}^{k} I_i(T_{spray}) \) copies are given in total, where I_i(t), i \in [1, k] are given by Eq.(4). Since source-destination pairs are chosen uniformly among all nodes, the probability that the destination has not been found during the copy distribution phase is equal to \( P(\text{wait}) = \frac{M - \sum_{i=1}^{k} I_i(T_{spray})}{M} \). In that case, each of the L nodes will hold on to its message copy until it encounters the destination itself (or TTL expires). Let us denote this additional time as T_{wait}, and let at the end of T_{spray} exist \( I_i(T_{spray}) \) relays of class i (since no fractions of nodes can exist). If we assume that each one of them meets the destination independently, and the individual meeting times are exponential with average \( \frac{1}{\beta_{id}} \) for class i, then

\[
T_{wait} = \frac{1}{\sum_{i=1}^{k} I_i(T_{spray}) \beta_{id}}.
\]

Putting it altogether

\[
ED_{sw} \leq T_{spray} + \frac{1}{M} \sum_{i=1}^{k} I_i(T_{spray}) \beta_{id}.
\]
The reason why the above is an upper bound is that we always count the whole spraying delay, $T_{\text{spray}}$, even if the destination was actually found before the end of the replication timer. Nonetheless, if $L \ll M$ (the case we are most interested in, since we want to drastically reduce the number of nodes that are burdened with a copy), then the above bound becomes tight, similar to the single-population case [22].

2) Utility-based Replication: Next, we will look into the delay of Utility-based Replication that allows only nodes in particular classes to act as relays. Although this is typically the MMF routing protocol, it can also model MSF routing with appropriately chosen thresholds. We start with a special case that is easier to handle, where only one class of nodes can act as relays. We can adapt the results of [16] to calculate the delay for this case, without resorting to fluid models. We use the fluid model next to address the general case.

**Lemma 6.2:** Let’s assume that a message, from a node in a class $s \in [1,k]$ to a node of class $d \in [1,k]$, is routed with MMF spraying using only nodes of some class $r \in [1,k]$. Further, let $ED_{MMF}(L + 1)$ be the expected delay of the scheme, when $L + 1$ copies are used. Finally, let $ED(i)$ be the expected remaining delay after $i$ message copies have been spread. Then, $ED(1) \approx ED_{MMF}(L + 1)$, where $ED(1)$ is calculated by the following system of recursive equations:

$$
ED(i) = ET_{next}(i) + P_{next}(i)ED(i + 1), \quad i \in \left[1, \frac{L}{2}\right];
$$

$$
ED(i) = ET_{next}(i) + P_{next}(i)(2i - L)ED(i) + \frac{L - i}{2}ED(i + 1), \quad i \in \left[\frac{L}{2} + 1, L - 1\right];
$$

$$
ED(L + 1) = \frac{1}{L\beta_d + \beta_{sd}},
$$

where

$$
ET_{next}(i) = \frac{1}{(i - 1)} \left( (M_r - i + 1) \left( \beta_{rr} + \frac{\beta_{s}}{2}\right) + \beta_{rd} + \beta_{sd}\right),
$$

$$
P_{next}(i) = (M_r - i)(\beta_{rr}(i - 1) + \beta_{sd}) + (1 - i)\beta_{rd} + \beta_{sd}.
$$

**Proof:** This proof follows a similar methodology as that of Theorem 4.2 in [16]. Let us look into the case, when there are $i$ nodes ($i < L$) that have one or more copies. Since the source always has at least one copy, this would imply that there are $i - 1$ relays of class $r$ and one of class $s$. Further, let’s assume that, among the $i$ nodes with copies, $X_i$ of them have more than one copy (“active”), and are allowed thus to forward copies further to other relays. Since all hitting times are independent and exponentially distributed, nodes with a message copy ($i$ total) encounter: (i) any of the nodes of class $r$ without a copy ($M_r - i$) with rate $(i - 1)(M_r - i)\beta_{rr} + (M_r - i)\beta_{sr}$ or (ii) the destination itself with rate $i\beta_{rd} + \beta_{sd}$. This is the time until the next encounter of interest occurs (either a candidate relay or the destination), and we shall denote it as $ET_{next}(i)$. Now, if the node encountered is the message gets delivered. Otherwise (with probability $P_{next}(i) = \frac{(M_r - i)(\beta_{rr}(i - 1) + \beta_{sd}) + (1 - i)\beta_{rd} + \beta_{sd}}{(M_r - i)(\beta_{rr}(i - 1) + \beta_{sd}) + (1 - i)\beta_{rd} + \beta_{sd}}$), the algorithm continues, performing one of the following: a) with probability $\frac{X_i}{i}$ it is one of the “active” nodes that encountered this other node, and therefore hands it over half its copies; $i + 1$ nodes have copies now, and an expected time $ED(i + 1)$ remains until delivery; b) with probability $\frac{1 - X_i}{i}$ it was one of the other nodes carrying a message copy that encountered a new node. Since these relays only forward their message copy to its destination, nothing happens, and the remaining time is still $ED(i)$. Putting it altogether

$$
ED(i) = ET_{next}(i) + P_{next}(i) \left( \frac{1 - X_i}{i}ED(i) + \frac{X_i}{i}ED(i + 1) \right).
$$

In a manner similar to Theorem 4.2 of [16] we can show that a useful approximation is $X_i = i, i \in [1, L/2]$ and $X_i = L - i, i \in [L/2 + 1, L - 1]$.

Finally, if all $L$ copies have been distributed (at source and $L$ at nodes of class $r$), and the destination has not been found yet, then the remaining time is easily found to be $ED(L + 1) = \frac{1}{L\beta_d + \beta_{sd}}$.

**Theorem 6.3** addresses the general case where utility-based spraying may use more than one classes of nodes as relays. Its proof follows a similar methodology as Lemma 6.1.

**Theorem 6.3:** Let a message be routed using the time-bound Spray & Wait protocol of Definition 6.1. However, assume further that only a subset of classes $R$ can act as relays, $R \subset [1,k]$ (i.e. MMF/MSF spraying). Then, the expected delivery delay of the message $ED_{MMF}$ is upper bounded by

$$
ED_{MMF} \leq T_{\text{spray}} + \frac{1}{M} \sum_{i \in R} \frac{i}{I_i(T_{\text{spray})}} / \beta_{id}.
$$

where $I_i(T_{\text{spray}})$ are given by Lemma 6.1.

**Proof:** The proof goes along the same lines as that of Theorem 6.2, with the difference that the nodes of classes who cannot act as relays ($\notin R$) are ignored. Also, note that $L = \sum_{i \in R} I_i(t)$, the total number of copies distributed after $T_{\text{spray}}$, will be smaller here than the value of Theorem 6.2, everything else equal. To make sure that the average number of copies distributed for MMF spraying is equal, on average, as in the greedy replication case, we need to set $T_{\text{spray}}(MMF)$ such that:

$$
T_{\text{spray}}(MMF) = \arg \min_{i} \left\{ \sum_{i \in R} I_i(t) = L \right\} \geq
$$

$$
T_{\text{spray}}(greedy) = \arg \min_{i} \left\{ \sum_{i = 1}^{k} I_i(t) = L \right\}.
$$

This implies that the first component in the right-hand side of Eq (10), $T_{\text{spray}}$, will be larger in the MMF case than in the greedy case (Eq. 9). The reason is that, in the greedy case, after $L$ nodes with no copy are encountered, the spraying phase always ends; in the utility-based case, the first $L$ nodes do not necessarily become relays (if they don’t have high enough utilities). Thus, the spraying phase continues and finishes only after enough nodes have been met (say $L' \geq L$), such that $L'$ of them had a high enough utility to receive a copy. For the same reason, the probability that the destination is found during the “spraying” phase for MMF is $P_{\text{spray}}(wait) = \frac{L'}{M}$, if one of the $L'$ nodes encountered is the destination, the message gets delivered. Since, in the greedy case, this probability is $P_{\text{greedy}}(wait) = \frac{1}{M}$ and $L' \geq L$, it follows that the probability of finding the destination in the spraying phase, is higher for MMF. In fact, if the subset of candidate relays (classes in $R$) becomes sufficiently narrow (total number of nodes in classes in $R$ is smaller than $L$), then the destination is always found during the spraying phase.

The following Lemma and its Corollary 6.2 compare the performance of greedy replication and utility-based replication in multiple-population scenarios.

**Lemma 6.5:** The expected remaining delay (“wait phase delay”) after all copies, let $L$, have been distributed is always smaller in the case of MMF than in the case of greedy replication.

**Proof:** Let’s assume that $T_{\text{spray}}(MMF)$ and $T_{\text{spray}}(grd)$ are such that $L$ copies are distributed on average for both MMF and greedy replication. Then,
\[
\sum_{\beta \in R} I_{i}^{MMF}(t)\beta_{id} \\
(1) \sum_{\beta \in R} I_{i}^{spray}(t)\beta_{jd} + \sum_{\beta \in R} \left( I_{i}^{MMF}(t) - I_{i}^{spray}(t) \right)\beta_{id} \\
(2) \sum_{\beta \in R} I_{i}^{spray}(t)\beta_{jd} + \min_{\beta \in R} \left( \sum_{\beta \in R} I_{i}^{MMF}(t) - I_{i}^{spray}(t) \right) \\
(3) \sum_{\beta \in R} I_{i}^{spray}(t)\beta_{jd} + \min_{\beta \in R} \left( \sum_{\beta \in R} I_{i}^{MMF}(t) - I_{i}^{spray}(t) \right) \\
(4) \sum_{\beta \in R} I_{i}^{spray}(t)\beta_{jd} + \sum_{j \in R} I_{i}^{spray}(t)\beta_{jd} \\
(5) \sum_{j = 1}^{k} I_{i}^{spray}(t)\beta_{jd}.
\]

Step (1) is simply adding and subtracting \( \sum_{\beta \in R} I_{i}^{spray}(t)\beta_{jd} \). Step (2) follows by replacing each \( \beta_{jd} \in R \) with the minimum value among them. Since the number of copies spread for both the greedy and the utility-based cases is equal to \( L \), it holds that \( \sum_{i \in R} I_{i}^{spray}(t) = I_{i}^{MMF}(t) - I_{i}^{spray}(t) \). This simply says that the rest of copies, which in the MMF case are given to some nodes of classes in \( R \), are given to nodes in classes outside \( R \) (\( R \)) in greedy replication. This gives step (3). Step (4) follows from the fact that nodes in any class in \( R \) mix faster with the destination that nodes in any class outside \( R \). Thus \( \min_{\beta \in R} \beta_{jd} \neq R \). Step (5) is simply merging the two sums.

Consequently,
\[
\sum_{i \in R} \frac{1}{I_{i}(T_{spray}(MMF))} \beta_{id} \leq \sum_{i = 1}^{k} I_{i}(T_{spray}(grd)) \beta_{id}
\]

**Corollary 6.2:** Let \( s \) and \( d \) denote the node class of the source and the destination of a message, respectively, and let \( s, d \notin R \), where \( R \) is the set of classes that can act as relays in the MMF replication algorithm. Finally, let \( \frac{\beta_{id}}{\beta_{jd}} > 1, \forall i, j, k \in R \), and \( \forall i \in R \). Then, the expected delivery delay of the MMF algorithm \( E_{D_{MMF}} \) is always smaller than the expected delay of greedy replication \( E_{D_{grd}} \).

**Proof:** This can be derived using some calculations from Lemma 6.3 and Theorem 6.3.

Lemma 6.3 and Corollary 6.2 essentially say that, if data sources and sinks do not generally mix but rely on a set of “special”, mobile nodes to carry traffic around, then utility-based replication is always faster than greedy replication. This would be the case for example when nodes are either static (sensors) or slowly moving (pedestrian) while routers are vehicles like buses [53].

As a final note, we have also compared simulation and analytical results (bounds) for greedy and utility-based replication for heterogeneous networks consisting of 2 populations of nodes, as in the epidemic routing case (Section VI-A). We have observed that respective results present a similarly good match, so we choose to not include the plots due to space limitations.

**VII. Conclusion**

In this work, we have looked into the issue of efficient mobility-assisted or opportunistic routing for networks comprising heterogeneous node populations. We have explored the issue of allocating a fixed budget of message replicas among a number of candidate relays with different capabilities and mobility patterns. To this end, we have proposed a number of simple heuristics that try to capture how probable it is for a given relay to encounter the destination in the near future. Using both theory and simulations, we show that choosing the relays carefully rather than picking the first few relays encountered [16–18], can significantly improve performance in heterogeneous scenarios.

Possible directions for future work include exploring the design of more sophisticated or hybrid heuristics, as well as addressing the issue of optimally solving the joint number-of-copies/copy-allocation problem. Yet, we believe that this work clearly shows that utility-based replication presents a desirable and often necessary routing mechanism, when the number of total transmissions needs to be controlled, while at the same time not all nodes in the network are equally useful for routing. Finally, using utility-based replication rather than greedy replication during the initial distribution phase of message replicas could also have an improvement on the performance of schemes that allow multi-hop forwarding [16].
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