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Abstract

Wireless channels are highly affected by unpredictable factors such as cochannel
interference, adjacent channel interference, propagation path loss, shadowing and mul-
tipath fading. The unreliability of media degrades the transmission quality seriously.
Automatic Repeat reQuest (ARQ) and Forward Error Correction (FEC) schemes are
frequently used in wireless environments to reduce the high bit error rate of the channel.
In this paper, we propose an adaptive error control scheme for wireless networks based
on dynamic variation of error control strategy as a function of the channel bit error rate,
desired QoS and number of receivers. Reed-Solomon erasure codes are used throughout
this study because of their appropriate characteristics in terms of powerful coding and
implementation simplicity. Simulation results show that our adaptive error control pro-
tocol decreases the waste of bandwidth due to retransmissions or extra coding overheads
while satisfying the QoS requirements of the receivers.

Keywords: QoS, adaptive error control, ARQ, FEC, Markov model, wireless networks.

Recently, the emergence of new multimedia applications has created a strong need for
the support oQuality of Service (Qo0S). In response, the Internet is moving from a best ef-
fort model to a system, capable of supporting a range of traffic characteristics and service
requirements. The main obstacle in order to enable users to have access to Internet and mul-
timedia applications in wireless environments is the high error rate of the wireless channels.
In fact, wireless channels are highly affected by unpredictable factors such as cochannel in-
terference, adjacent channel interference, propagation path loss, shadowing and multipath
fading. As a result, most of the wireless systems are equipped with a complementary error
control protocol at the link layer.

Basically, there are two main error recovery mechanisfgomatic Repeat Request
(ARQ) andForward Error Correction (FEC). ARQ tries to retransmit the lost packets while
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FEC transmits some redundant data with the original ones. FEC is frequently used in wireless
environments but it can not assure full reliability unless coupled with ARQ. The scheme
combining ARQ with FEC is normally calleHybrid ARQ. In this paper, we propose an
adaptive protocol capable of choosing either an ARQ or a hybrid ARQ error control protocol
as a function of the QoS requirements of receivers as well as the wireless channel conditions.

We take a multicast communication mode. If we consider multicast communication as
a general communication mode where the traffic is sent to a set of receivers, unicast and
broadcast communications can be viewed as special cases where the traffic is only sent to
one receiver or to all receivers respectively. Having a framework for QoS provisioning in the
case of multicast communications means that the same general rule can be applied to any
communication mode. Note that we suppose a single QoS per multicast session. It means
that all members of a given group are supposed to have the same QoS requirements. Other
approaches like layered multicast [1] may be used in the case of receivers with different QoS
needs but this is not the subject of this study.

[2] showed that the use of hybrid ARQ protocol improves the performance of error con-
trol schemes for wireless links in most cases. However, the choice of the coding scheme
depends on several parameters. A high degradation of the channel bit error rate may cause
a high retransmission rate. On the other hand, even in good channel conditions, the retrans-
mission rate increases enormously if there is a high number of receivers in a session. Hence,
choosing a fixed coding scheme may cause the waste of bandwidth during the normal be-
havior of the channel since the redundant information is not required due to the low bit error
rate of the channel. On the other hand, during the temporary degradation of the network,
the amount of redundancy may not be sufficient for receivers to recover from transmission
errors. Even with good channel conditions, if there is a high number of receivers, the redun-
dancy level of a code may not be sufficient. Therefore, the use of adaptive coding schemes
for wireless channels is an issue that requires further study.

An adaptive algorithm needs to estimate the channel conditions of all receivers listening
to the same session in order to adjust its parameters dynamically based on an optimization
criteria. Adaptive schemes have already been proposed in different contexts. It has been pro-
posed for real-time applications in order to cope with retransmission delays in Internet [3]
[4] [5] as well as in wireless networks [6] [7] [8] [9]. It has also been proposed for multicast
communications [10] [11]. We observe that all the adaptive schemes designed for multi-
cast communications are based on a fixed environment. The other works have considered a
wireless network but their adaptation scheme is designed for a point-to-point communication
mode. Our proposed approach is different from other adaptive algorithms since it is capable
to adapt itself not only to the channel conditions but also to the number of receivers. It is
based on a predictive mechanism in the sense that it forwards a certain number of redundant
packets in the network before their necessity. It attempts to decrease the used bandwidth
while maintaining the desired QoS parameters.

We take a finite state Markov chain in order to model the radio channel. The advantage
of such a model lies on its facility to capture the burstiness of the error process as well as to
predict the future states of the channel based on its present state. Prediction is useful due to
the memory that exists in the physical channel. Our proposed scheme tries to take advantage
of the channel memory in order to obtain better performance. WReeskSolomon Erasure
(RSE) codes because of their appropriate characteristics in terms of powerful coding and



implementation simplicity.

The paper is organized as follows. We start by some background information about
coding and Reed-Solomon Erasure codes. After describing the protocol models, we explain
the QoS metrics that have been taken in order to analyze the effect of our adaptive scheme.
Then, we present the finite state Markov model used in this paper. Our proposed prediction
method as well as our adaptation policy are presented afterwards. Finally, we illustrate some
simulation results comparing the performance of our adaptive error control protocol with
other protocols.

1 Coding Aspects

Coding consists of adding redundant information to data in order to allow the receiver to
recover the original data even in the presence of transmission errors. Basically, a code trans-
forms adata block of k£ symbolsd = (di_1,di—_2, ..., do) into acoded block of n symbols

C = (¢p-1,Cn-2,...,c0). In a system that uses FEC for error control, the sender and the
receiver use a mutually agreed code to protect the data. If a coded block can be divided
into the data part and the redundancy part, then the code is said teysteraatic code. A
systematic code generates a coded block consisting of an unaltered copy of the data block
followed by theh = n — k redundant symbols. The advantage of a systematic code is that in
case a receiver receives the data block correctly, no decoding is necessary.

A Reed-Solomon erasure code is a Reed-Solomon code with symbols defined over the
Galois Field GF'(2™), designed to recover from erasures. It is representedds(n, k)
and it has a symbol size of bits. A Reed-Solomon erasure code has the capacity to recover
from h erasures with only: redundant symbols. This characteristic makes this kind of code
particularly powerful to cope with transmission packet losses. The parameters of such a code
are:

Number of symbols in a coded blockn = 2™ — 1,
Number of redundant symbols: h=n-—k,

In the sender side, the RSE encoder takefata packets and generatesedundant
packets to form a coded block of= k + h packets. If the receiver gets at leagpackets
out of thek + A transmitted packets correctly, it can reconstruct the original data. Note that
the loss unit is a packet and a packet payload is considered as a symbol.

1.1 Implementation | ssues

McAuley proposed a hardware architecture for RSE codes in [12] using a symbet size

8 andm = 32. Rizzo proposed a software implementation of RSE codes in [13] with a
symbol size in the range ot = 4, ..., 16. RSE coders with large symbol size are difficult to
implement. Normally, the packet size is in the order of hundreds or thousands of bits. In this
case, we need to consider a packétggmbols ofr bits and the coding can be implemented
using/ parallel RSE coders, each operating on a symbol size bits.



Since the number of elements of the'(2") with a symbol size ofn is limited to2™,
it is important to choose an RSE code with< 2™. If we takem = 8, we will have a
maximum block lengt. = 255 which is sufficient in our case.

In the following, we use the software RSE coder developed by Rizzo in the systematic
form with a symbol sizen = 8. The encoding and decoding speeds of this software coder
have been tested in various platforms from high speed workstations to small portable systems
[13] [14] and have been shown to be in the order of Mega Bytes per second. One important
observation is that for all the tested platforms the encoding and decoding speadd¢,
respectively, remain approximately constant over a wide rangeaofd /» with ¢, slightly
smaller tharr. due to additional overheads in decoding. As a result, we consider them as
constants during this study.

In order to have variable error correcting capabilities, we are interested to modify the
coding parameterg and ~ of an RSE code. This is feasible by usidgprtening and
puncturing techniques [15]. Shortening consists of adding a certain number of informa-
tion symbols equal to zero to the original information in the encoding phase. Let's con-
sider a Reed Solomon erasure code&?ofE (n, k). We can generate a set of shortened code
RSE(n—b,k—b)with1 < b < k—1 and an error correcting capability, equal toh. These
shortened codes have th&inigh order information symbols equal to zero. Code puncturing
involves not transmitting (deleting) certain redundant symbols. Puncturing allows a coder to
change its number of redundant packetshile shortening allows it to change its number of
data packets. The shortened and punctured codes can use the same encoder/decoder pair
as their original code.

We consider amriginal code RS E(N,au, Kiar) With Hyop = Npaw — Kps. Using
the shortening technique, we can derivbagic code RS E(N, K) with the same number
of redundant packetd = H,,.. = N — K. From this basic code, we can create a large
set of RSE code&SFE(n, k) with £ < K andh < H using the shortening and puncturing
techniques. The software coder proposed by Rizzo can be easily extended to support multiple
block sizes and multiple redundant packets as in [14]. The only implication of such a coder
is that it needs to support the maximum data block sizehich is normally bigger than the
actual data block sizé. However, taking the maximum data block size allows us to use a
single generator matrix that can support ugstaata packets which is important if we need
to vary our coding parameters.

It is important to note that having & > £ leads to a higher space complexity of the
software coder. However, the time complexity is unaffected by the v&lu€he time com-
plexity is only affected by the actual data block sizesed in encoding/decoding. Therefore,
choosing a highy” does not affect the encoding and decoding speeds.

2 Protocol Models

As stated before, our adaptive protocol can select two different error control protocols. The
first protocol, P1 uses an ARQ mechanism. The second protocol, P2, uses a hybrid ARQ
scheme with RSE codes. We consider that both protocols/sdath packets before waiting

for a feedback. Protocol P1 proceeds as follows:



e At the sender side

1. Sendk data packets.

2. Send a POLL message for feedback to indicate the end of the transmission and
start a timer.

3. If no NAK is received after the time out, then no packet is lost. Proceed to the
transmission of the next new packets.

4. If there areR received NAKs or if there is a timeout but there are less than
NAKSs, include the lost packets as well as new packets in the next transmission.

5. Go to the first step.
e At the receiver side

1. Buffer the received packets.
2. If k packets are received, send them to the higher layer.

3. IfaPOLL is received but there is less thapackets in the buffer, send a NAK to
the sender indicating the sequence numbers of the lost packets. Send the correctly
received packets to the higher layer.

4. Go to the first step.

Protocol P2 uses a hybrid ARQ scheme. We assume that the receiver can distinguish
a data packet from a redundant packet thanks to the header information of each packet. If
the receiver receives all thedata packets correctly, no decoding is necessary. Protocol P2
performs as follows:

e Atthe sender side

1. Sendkt data packets followed by redundant ones.

2. Send a POLL for feedback to indicate the end of the transmission and start a
timer.

3. If no NAK is received after the time out, then no packet is lost. Proceed to
the transmission of the next coded block composing: afew packets and
redundant packets.

4. If there arel received NAKSs or if there is a timeout with less thAMNAKSs, then
include the lost packets as well as new packets followefl lgdundant ones in
the next transmission.

5. Go to the first step.
e At the receiver side

1. Buffer the data as well as redundant packets.
2. If all the k& data packets are received correctly, send them to the higher layer.



3. If there are lost data packets but with enough redundant packets (&t [mast-
ets out of thek + A transmitted packets are correctly received), recover the lost
packets by decoding and send thdata packets to the higher layer.

4. If there are lost data packets but there are not enough redundant packets to re-
cover (less thai packets are correctly received), generate a NAK including the
sequence numbers of the lost packets. Send the correctly received data packets
to the higher layer.

5. Go to the first step.

Note that both protocols are NAK based and that we send only one NAK for a block of
k packets. The receivers send a NAK message if they have not received a packet correctly.
If a receiver has received all the packets correctly, it does not send any feedback. It is clear
that in this case the sender needs a timer mechanism in order to proceed the transmission if
it receives no NAK message from receivers.

We have considered a non-continuous mode protocol where the sender sends a POLL
message in order to inform the receivers about the end of the transmission. The sender then
starts a timer and stops sending packets until it receives a NAK from each receiver or until it
makes a timeout. This is because in case of multicast communication, the reception of one
NAK can not trigger the transmission of the next block since it may be other receivers that
have lost a packet in the transmitted block but they have not yet sent their feedbacks. Hence,
the sender can not start the transmission of the next block. However if it has received either
no NAK or less thank NAKs after the timeout, it means that other receivers have correctly
received their packets and thus the sender can proceed to the transmission of the next block.
It is clear that the timer value must be large enough in order to allow all receivers to send
their NAKs.

The protocols presented above do not have any feedback suppression mechanisms. In
case of multicast communication, we may have several NAKs coming from different re-
ceivers to the sender for the same block causing a feedback implosion at the sender. A
feedback suppression mechanism, like the one proposed in [20], is useful to reduce the pro-
cessing load of the received feedbacks in the sender. However, it adds an extra delay in case
of retransmission due to its mechanism for feedback suppression.

3 QoS Metrics

Several aspects must be taken into account when using an adaptive scheme as a QoS control
mechanism. The first aspect to consider is its effect on bandwidth. In other words, we have
to evaluate how much overhead our proposed scheme adds compared to other schemes. We
take efficiency as a measure of the used bandwidth and we define it as the inverse of the
average number of transmissions required by all receivers to receive a packet correctly.

The second issue is to evaluate the loss probability before and after our adaptive mecha-
nism. We defingacket loss rate as the probability that at least one receiver can not receive a
packet correctly after the first transmission. This metric allows us to observe the decrease of



loss rate due to the utilization of our adaptive protocol. It gives us a precise measure of the
effectiveness of our protocol in reducing the loss rate.

The last issue is the effect of our adaptive protocol on delay. The transmission delay of

a packet is composed of several components. At the sender side, the delay is affected by
the processing, queuing and encoding time. At the network side, we have to account for the
transmission and propagation delays. At the receiver side, there are also processing, queuing
and decoding delays that have to be considered. We ignore the effect of the queuing delay
since this delay can be influenced by other flows of data and it depends on the congestion
state of the network and also on the scheduling algorithm used. Here our objective is to see
the effect of our protocol on the average delay of a packet. In this sense, we are interested in
comparing the average delay of a packet in our protocol with other protocols.

In the protocol models used in our adaptive scheme, a receiver delivers the packets to
the higher layer if it receives all thie packets in a block correctly or if it receives a POLL
message. In other words, a packet can not be delivered to the higher layer before the end
of the reception of its block. Therefore, the delay of each packet is nearly equivalent to the
delay of its block since it must wait for the reception of all the packets in its block before
going to the higher layer. Moreover in case of packet losses, the receiver has to wait for the
transmission of the next block. Therefore, we defineaverage delay as the average time
spanning from the beginning of the transmission of a block until it has been successfully
received by all receivers.

Throughout this paper, we suppose that the loss events at different receivers are inde-
pendent. We assume that all bit errors in a received packet are detected thanks to its CRC
field and no control messages are lost. In case of multicast, the traffic is transmitted to all
receivers using the broadcast mechanism of the radio rather than sending a separate copy for
each receiver.

4 Finite State Mar kov M odel

Markov chains have been extensively used in the literature to capture the bursty nature of
the error sequences generated by a wireless channel. Previous studies [16], [17] show that
a first order Markov chain provides a good approximation of the error process in fading
channels. Furthermore, the parameters of the model can be easily mapped to real physical
guantities in case of a Rayleigh fading channel. We take a finite state Markov model as in
[18]. This model is depicted in Figure 1. As it can be seen, the channel states associated
with consecutive symbols are assumed to be neighboring states. This assumption is true for
a slow fading channel where the SNR varies slowly compared to the symbol iriferval

2 S-1,S-1

t 0,0 t 11 t 2,
t 01 O t 12 t 2,3 t S§-2,5-1
G
t 10 t 21 t 32

Figure 1: Finite state Markov model



Let0 = A < A1 < A2 < ... < Ag = oo be the thresholds of the received SNR.
The channel is said to be in statevheres € {0,1,2,....,5 — 1} if the received SNR is
in the interval[\;, A\;+1). Associated with each state, there is a Binary Symmetric Channel
(BSC) with the error probability,. Recall that Rayleigh fading results in an exponentially
distributed distortion of the signal [19]. The probability density function of the SNR),
follows an exponential distribution:

) = fern(=3) A0 W

where) is the average SNR.

Assuming that the channel fades slowly with respect to the symbol intéfyathe
Markov transition probabilities can be approximated using the level crossing rate and the
SNR density function as follows:

lss41 A iefl?p(_)\sjl ) faT QW%SH (2)
Ty A A

loa % —eap(= )T [ 5 ©

lss =1 —tss1 —tsoq1 (4)

lop=1—1oa (5)

ls—1,5-1 =1 —1s_15-2 (6)

where f; is the maximum doppler frequency given fiy= % with v the vehicle speed.
the carrier frequency andthe speed of lightX x 10%*m/s). The steady state probabilities,
T, are:

m= [T = e ) - (=) 7

The error probabilities of each statecan be related to the received SNR according to
the modulation scheme used in the system.

SN en(M)dA 1 pret
J— AS — €
€s = /\/\Ss-l-l f()\)d)\ - 7 A f()\) m()\)d)\ (8)




wheree,, () is the modulation function relating bit error probability to received SNR. For a
Binary Phase Shift Keying (BPSK) scheme, we have:

em(A) =1— F(\/z_)\)
where
F(A) = 2, Aeep(—%)de

Simplified expression fo¢; is provided in [18] for a BPSK scheme. The average error rate
of the model can be found as= 357} ,e¢,.

5 Prediction Method

We consider a finite state Markov model as described in the previous section. In order to
investigate the effect of packet level FEC, we are interested to model the process of suc-
cessful or unsuccessful packet transmission. [21] showed that a Markov approximation for
a packet loss process is a good model for a broad range of parameters. In fact for typical
data rates (e.g. more than 64 Kb/s) and for environments commonly considered (e.g. carrier
frequency of about 1-2 GHZ and typical pedestrian and vehicular speeds), we can assume
that the channel is constant during a packet intefvalvith this assumption, the packet loss
probability of each state;, can be calculated as in a BSC model with the error probability

es. For a packet of length bits, we have:

ps=1-(1-¢)" (9)

5.1 Efficiency

In order for our adaptive algorithm to change its coding parameters dynamically, it must be
able to predict the performance of each of the available error control schemes for the next
block before actually transmitting it. Let us first consider the protocol P1 where a sender
multicasts data t@ receivers using an ARQ scheme. The original packet is retransmitted if
there is at least one receiver that has not received the packet correctly. The sendér sends
packets at a time before waiting for a feedback. Generally, it is not aware of a packet loss
unless it receives a negative feedback from one of the receivers. In this case, it can only
retransmit the lost packet after the retransmission delay. We assume that the channel remains
at the same state during the time spanning the end of the transmission of a block and the
beginning of the transmission of the next block. It is clear that if this time interval is longer
than the correlation time of the channel, the assumption that the channel stays at the same
state is not correct. We defirdg as the number of times that a packet gets lost by a receiver.



We assume that the state transitions occur at the beginning of a time slot of unit length and
then a packet is transmitted. The probability that a receiver loses a packet éxswty is:

Py(L,

S—1
Y AL -
5=0

k—1

=0

k—1

=0

+Ps—1(i7 k—
Pk = Doyl = pa)| 1=0

+P5_1(i, k —
+PS+1(i, k - 1)ts—|—1,sp5:|

(10)

Z[Ps(i,k —)tea(1 = p)

1)t5—1,s(1 - ps)

3 [Ps(i,k —)lyaps

1)t5—1,sps
[=1,2

g Ly e

= [) is the probability that a receiver loses a packétnes with the channel

ending in states. F;(i,k — 1) represents the probability to havepacket losses ik —

1 packet transmissions with the channel ending in stat¢?22] calculated the probability

to have: errors inj transmissions in a Gilbert-Elliot model using recursion. Using the
same approach, we can calculate the probability to hpeeket losses amongransmitted
packetsP(z, j), in afinite state Markov chain. Lét(:, j) be the probability to havepacket
losses among transmitted packets with the channel ending in stat&s before, we assume

that state transitions occur at the beginning of a time slot of unit length and then a packet
is transmitted. Extending the equation from a Gilbert-Elliot model to a finite state Markov
model, the probability to havepacket losses i packet transmissions is:

S—1
6,j) =Y Pli,j),
s=0

Py(i,7)

=Py(1,5 = Dts(1 =
1

for: =0,1,2,...,sandj = 1,2, 3... (11)

Ps)

)ts 15( ps)
+ Pot1 (2,5 — Dlsyrs(1 — ps)
+ Ps(i — 1,5 — 1)ts5ps
+ Poi(i— 1,7 — L)tes1sps
+ P (i = 1,7 — Dtsqas

‘I’Ps l(l.]

We assume that the adaptive algorithm is informed about the channel state of all the
receivers at the beginning of the transmission of each block. Once the channel state of all
receivers at instaritis known, the algorithm can predict the evolution of channel conditions



of the receivers for the next block taking advantage of the fact that the future states of the
Markov chain depends only on its present state. Assuming that a receiver is ifl atatee
beginning of the transmission, the initial conditions fQf:, ;) in equation (10) are:

1 if s=4 [=0,1
P,(0,0) =<0 otherwise [=0,1
P(L.=1-1) [=2,..

Using the above initial conditions, we gétdifferent values for”(:, j) and P(L, = [)
depending on the state where the receiver was at the beginning of the transmission. We
represent these probabilities BY L, = [|s’) andP(z, j|s') wheres’ is the state of a receiver
at the beginning of the transmission. We represent the number of receivers in each of the
states of the Markov chain by, 1, ..,7s_1} and the total number of receivers A&s It is
clear that we havE 2=} -, = R. The algorithm estimates the efficiency of P1 foreceivers
as follows:

1 1
Eff = = (12)
EM] T = o
M] 3 (1— H(l—P(L,,:m—Hs’))“')

Now, we consider protocol P2 where the sender uses an RSE code with a coded block
size ofn packets containing original packets and redundant packets. In this case, the
sender sends original packets followed by: redundant ones. Each receiver can recover
from loss if it receives correctly packets out of the = £ + h transmitted packets. If the
receiver can not recover from loss, it asks for a retransmission.

We defineQ) (L, = [) as the probability that a receiver loses a packet exadtiges in
the case of hybrid ARQQ(L, = [) is again the sum of),(L, = [), the probability of a
receiver to lose a packet exactliimes with the channel ending in stateln the presence of
FEC, a packet is retransmitted if it is lost by the FEC receiver and if more/than out of
the othem — 1 packets of the coded block are lost. In the same way, a packet is considered
to be correctly received if it has not been lost or if it has been lost but there are at ledst
packets out of the other — 1 packets of the coded block that have been correctly received.
Once again, we assume that the channel does not change its state during theihtetval
wheret corresponds to the time between the end of the transmission of the last packet of a
coded block and the beginning of the transmission of the first packet of the next coded block.
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In order to estimate the efficiency of protocol P2, the adaptive algorithm needs to estimate
Q(L, =) first. Assuming that a receiver is in statet the beginning of a transmission, the
initial conditions forP;(z, j) in equation (13) are:

1 if s=4 [=0,1
P,(0,0) =<0 otherwise [=0,1
Qu(L,=1-1) 1=2,...

Note that once again, we have differént’, = /) probabilities depending on the channel
state at the beginning of the transmission. We represent these probabilitigs. by /|s)
wheres’ is the channel state of a receiver at the beginning of the transmission. The algorithm
predicts the efficiency of protocol P2 as follows:

1 k 1
Bff= g =t (1)
EM n 51
M (T = ey

Note that in all the above formulas we hate;, = 0 for s = 0 and¢, ., = 0 for
s=5-—1.



5.2 Packet Loss Rate

The next QoS metric that the adaptive algorithm must estimate is the packet loss rate which
is the probability to have at least one receiver that has not received a packet correctly after
the first transmission. Considering protocol P1, the probability to receive a packet correctly
after the first transmission (L, = 0). Once again, we defing as the number of receivers

in states. P(L, = 0]s’) is the probability of a receiver to receive a packet correctly after the
first transmission with the receiver being in statat the beginning of the transmission. The
packet loss rate of protocol P1 is estimated as follows:

S—1 T
PLR=1-T] [P(L,, _ 0|5/)] S (15)

s'=0

In case of protocol P2, the probability that a receiver gets a packet correctly after the first
transmission i€)(L, = 0). We represent this probability with the receiver being in state
at the beginning of the transmission @y L, = [|s’). The adaptive algorithm estimates the
packet loss rate of protocol P2 as below:

S5-1

PLR=1-]] [Q(L,, _ 0|5')] S (16)
s'=0
5.3 AverageDelay
Variable | Definition
D Packet delay
Dy Transmission time of a data packet
D, Transmission time of a control packet
X, Control packet (NAK, POLL) processing time at sender
X, Encoding delay per packet at sender
T, The timer value at sender
Y Data packet processing time at receiver
Y. Control packet (NAK, POLL) processing time at receiver
Y. Decoding delay per packet at receiver
N, Number of transmission rounds for a packet
A Number of received NAKs at the sender
R Number of receivers
[ Number of lost packets
Lg Packet size in Bytes

Table 1: The definition of the variables used in the delay analysis

The last metric that the adaptive algorithm has to consider is the average delay. The list of all
variables involved in the delay analysis is presented in Table 1. In this analysis, we ignore
the effect of propagation delay.



Let us begin with protocol P1 which uses only an ARQ mechanism. Considering that
each packet is transmittefd[ M| times in average, the total delay due to the transmission
of a block isk EF[M]D,. Since the protocol does not work in a continuous way, the sender
has to either receivE NAKs or make a timeout in order to continue the transmission of the
next block. Therefore, a packet can not be retransmitted immediately. We Reitiné Trip
Delay (RTD) as the minimum time that it takes between the end of the transmission of a
block and the beginning of the transmission of the next block. Note that this minimum time
corresponds to the situation where the sender recéidaKs before the expiration of its
timer. In case the sender receives less thAKs, it has to wait for the timeout. The timer
value must be high enough to allow all receivers to send their NAKs. The sender starts the
timer right after the transmission of the POLL message. Therefore, the retransmission only
takes place after the POLL processing delay at the sender, the POLL transmission time and
the RTD in the best case.

In order to calculate the RTD, we have to take into account the average processing time of
the POLL message at the receivefy;], the average processing time of a NAK message at
the receiverf[Y.], the NAK transmission time))., and finally the average NAK processing
time at the sendef? [ X.|. Therefore, we have:

RTD = RE[X.] + 2E[Y.] + D.

In order to estimate the average delay, we need to estimate the average number of trans-
missions for a packet first. This parameter has already been estimated in equation (12).
Moreover, we have to predict the probabilities of havinilAKs and no NAK for a block of
k packets. Recalling that every receiver sends only one NAK: foackets, the probability
to have« NAKs, (A = «a), is the probability to have only and ondyreceivers that have lost
at least one packet among thdéransmitted packets. The probabilities of haviRgNAKs
and no NAK for a block of: packets can be estimated as follows:

S5-1

v(a=m =1l [1 — P, k|3')]“' (17)
B(A = 0) = E[P(O, k|3')]“' (18)

P(0,k|s") is the probability to have zero lossesArtransmissions with the receiver in
states’ at the beginning of the transmission. This probability can be calculated from equation
(11) using the following initial values.

(0 otherwise

P,(0,0) = {1 if s=s

The average delay in protocol P1 is then determined as follows. Note that the RTD and
T, are the minimum and the maximum times that it takes before the sender starts transmitting



the next block. Theé’[X.]+ D. in the following formula corresponds to the POLL processing
and transmission delays.

E[D] =kE[M]D, + kE[Y,]
+(EM] = 1) (E[Xc] +D.+®(A=R)RID (19)

(1= B(A=R)— (A= 0))T5)

The delay of protocol P2 is essentially the same but with the addition of coding delays.
Recall that if a packet is correctly received no decoding is necessary since we use systematic
codes. Decoding is only used when a packet is lost but there are enough redundant packets in
order to recover. For this protocol, the adaptive algorithm needs to estimate the probability
of decoding as well as the probabilities to hav@&lAKs and no NAK before estimating the
average delay. We take, as the probability of decoding which is the probability to have
at least one receiver which has lost a packet but it has enough redundant packets to recover
from the loss (at least packets out of the other — 1 packets are correctly received). The
protocol estimates the probability of decodifigas:

Py = ii[: [Q(Lr — 0|3’)]r5/ - E [P(L,, _ 0|5')]r5' (20)

We definel[ N, ] as the average number of transmission rounds necessary for a packet to
be correctly received by all receivers. In fagt,N,] is the average number of transmissions
required for a packet to be correctly received by all receivers without taking into account the
coding overhead:

E[M] = ZE[N,] (21)

where K[ M] in the above equation is found from equation (14). Rizzo has calculated the
time required to produck parity packets in [13] as follows:

kLp

Ce

X, =

(n —k) (22)

wherelp is the packet size in Bytes andis the encoding constant in Byte/sec. In the same
way, the decoding time i3, = ’“LBZ where! is the number of lost packets angis the
decoding constant in Byte/sec. Assumlng that the number of lost packets in a coded block
is equal to the number of redundant packets in a block, the decoding delay that each packet
undergoes is:



kLp

&%)

Y, =

(n—k) (23)

The last thing that we have to estimate is the probabilities to have R NAKs and no NAK
in case of P2:

B(A = R) ff [1 S P(i,nls') ] (24)
S
v(a=0=1 [g P(i,n|3’)] ’ (25)

where againP (i, n|s’) represents the probability to havéosses im transmissions with th
receiver in state’ at the beginning of the transmission. The initial values are the same as
equations (17) and (18).

The overall average delay of protocol P2 can be determined as below. The RTD is exactly
the same as in protocol P1. We have simplified the decoding delay by assuming that the
number of lost packets in a block is equivalent to the number of redundant packets of the
block. The implications of this simplification are that we calculate the decoding delay in the
worst case and that onkypackets among thetransmitted ones are correctly received at the
last transmission round.

E[D] =nE[N,]Dg + E[N,|X. + kE[Y)] + FiY.
+(E[N]=1) (E[XC] + Do+ ®(A = R)RTD (26)

(1= d(A=R)— (A= 0))T5)

6 Adaptation Policy

LetC = {cg, 1, ..., cx} be the set of RSE codes available at the sender. The sender can either
choose a hybrid ARQ error control protocol (protocol P2) with an RSE codéona pure

ARQ protocol (protocol P1). According to the variations of SNR, the receiver channel may
be in one of the states of the Markov model at each ingtai/e assume that the sender
knows the state of the Markov chain at the transmission time for all receivers. Let’'s define
the transmission status at timet as the set of all tuples, r;) wheres € {0,1,...,5 — 1} is

the channel state in the Markov model ands the number of wireless receivers in stats

timez.

Before transmitting, the adaptive algorithm in the sender must estimate the efficiency,
packet loss rate and delay of the hybrid ARQ protocol using all the available coding schemes
as well as the ARQ protocol as a function of the transmission status. It then tries to find



the protocol satisfying the desired packet loss rate and delay. If there are several protocols
satisfying these criteria, the algorithm must choose the one with the highest efficiency in
order to minimize the use of bandwidth. Note that our adaptive approach is predictive rather
than reactive since the sender tries to predict the channel conditions as well as the evolution
of QoS metrics for all receivers before actually sending a block. The sender then chooses a
protocol according to its predictions.

The time is divided into transmission rounds. Each transmission round corresponds to the
transmission of packets in case of FEC akgackets in case of ARQ. A transmission round
ends when the sender is informed about the reception states of all receivers. The adaptive
algorithm is repeated at the end of each transmission round. Basically, the algorithm goes
through the following steps:

1. At the beginning of the algorithm, the sender determines the desired packet loss rate
and delay of the session. It also determines the transmission status.

2. The sender estimates the packet loss rate and the delay of the ARQ as well as the
hybrid ARQ using all the available coding schemes, based on the transmission status.
If it finds several protocols satisfying the QoS metrics of the session, it chooses the one
with the highest efficiency. It then adjusts its parameters and starts the transmission of
the block.

3. Atthe end of atransmission round, the sender again determines the transmission status.
It then repeats the step 2.

In the above algorithm, the sender finds the best error control mechanism in real-time
right before transmitting a block. One possible optimization is for the sender to make
a table of optimal mechanisms called FHBBLE indexed on transmission status. Each
time, the sender estimates the QoS metrics for a transmission status, it adds an entry to the
FEC_TABLE. In this way, if a transmission status occurs again, the sender can find the best
mechanism by a simple table lookup. If the service differentiation is limited to some classes
with predefined QoS metrics, then a table can be generated for each QoS class off-line.

One may argue that the sender risks to consume a lot of memory if there is a high number
of receivers or if the Markov model used to model the wireless channel has many states.
It is clear that the choice between using a precomputed table or an online estimation is a
tradeoff between the consumed memory and the complexity of the algorithm. However,
the simulation results show that the choice of the best error control protocol does not vary
significantly for a wide range of transmission status.

7 Simulation Results

We have carried out several simulations in OPNET which is an event-driven simulation tool.
We take a date rate @by Mb/s for our wireless network. The carrier frequency.is GHz.

The data and control packets havieand9 bytes respectively. The timer value of the proto-
cols is fixed at/;, = 2RT'D. We use a BPSK modulation scheme. The average SNR is



dB corresponding to an average bit error probability @f*. All the receivers are located
within a distance o£3 meters from their base station. The wireless channel is modeled by
a 3 state Markov model in the OPNET environment. The staté the Markov model cor-
responds to a Bad state with ~ 1, the states; corresponds to an intermediate state with a
non-zero error probability; ~ 2 x 10~° and the state, corresponds to a Good state with

a zero error probability, ~ 0. In order to have an error probability ef ~ 1, A; must

be equal t@2dB in BPSK. For a zero error probability ~ 0 in states,, we also need to

fix A\, at 34dB in BPSK. Knowing the threshold values of the Markov model, all the other
parameters can be easily found as in Section 4. For our adaptive scheme, we take an original
codeRS E(255,235) and a basic cod&S F(70, 50). Using this basic code, we can vary the
coding parameters such that for any used cBdé’(n, k), we havet < 50 andh < 20.

T T
& NoFEC = No FEC

0.64 -8 RSE(60,50) || -=- RSE(60, 50)
=&~ RSE(70, 50) -8 RSE(70, 50)
-9~ Adaptive schem 061 -6~ Adaptive scheme|
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°
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Figure 2: Simulation results faP L R = 50%

For each scenario, we have carried out ten different simulations, each with a different
seed. Figure 2 compares the efficiency and the packet loss rate of our proposed adaptive
scheme with a pure ARQ protocol, a hybrid ARQ protocol uskitgF (60, 50) and another
hybrid protocol usingRS £(70,50). The number of receivers is fixed Ei00. This figure
corresponds to a scenario where non-real-time traffic such as data is transmitted over the
network. The protocols try to retransmit a packet until it is correctly received by all receivers.
We have chosen &L R = 50% in order to reduce the retransmission rate by a half in case
of adaptive scheme. From this figure, we can observe that the adaptive scheme provides the
best efficiency. It also has &L R less tharb0% as it was expected. Although other fixed
hybrid protocols provide better packet loss rates, they have a lower efficiency compared to
our adaptive scheme.

Figure 3 compares the efficiency and the average delay of our proposed adaptive scheme
with the same error control mechanisms as in the previous figure. The number of receivers
is again1000. This scenario corresponds to a traffic with delay constraints. The maximum
lifetime of each packet is fixed at 100 msec. We observe that our proposed adaptive scheme
provides the lowest average delay while maximizing the efficiency. The other hybrid ARQ
protocols also provide an average delay lower than 100 msec but they have a lower efficiency
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Figure 3: Simulation results for a packet life time of 100 msec
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Figure 4: Simulation results for a packet life time of 50 msec aid.& of 10%

Figure 4 depicts the average delay and the packet loss rate of our adaptive algorithm and
the same error control protocols as before as a function of the number of receivers. The
packet life time is fixed ai0 msec and the packet loss rate @#%. Our adaptive mechanism

can guarantee an average delayp®insec up t@00 receivers while the ARQ mechanism,

for example, can guarantee this delay up@areceivers as it can be seen in the first plot.
The packet loss rate is also less thaf up to200 receivers in our adaptive scheme and less

than20 receivers in the case of ARQ protocol.



8 Conclusion

In this paper, we proposed an adaptive algorithm capable to switch between an ARQ and a set
of hybrid ARQ error control protocols. The coding scheme used in the hybrid ARQ protocols

is based on RSE codes. The adaptive algorithm chooses the best error control mechanism as
a function of the channel bit error rate, the channel state of the receivers and the desired QoS
metric of the receivers while maximizing efficiency. We used a finite state Markov chain as
our wireless channel model. This model allowed us to predict the future states of the channel
for each receiver based on its current channel state. Simulation results showed that the use of
adaptive mechanism is useful in order to save bandwidth while maintaining the QoS metrics
below their thresholds.

We considered efficiency, packet loss rate and average delay for our analysis. The ef-
fect of our adaptive protocol on other QoS metrics such as jitter, dropping rate and power
consumption of mobile terminals is an interesting direction for our future work.
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