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Abstract

This work builds upon earlier results presented in [1, 2], where the authors consid-
ered power allocation strategies for multiuser fading channels without processing delay con-
straints. These optimal strategies make the assumption that perfect channel state informa-
tion is made available to the users. Our work has since been extended by several authors,
most notably the remarkable work of Tse and Hanly [3]. Our results are a special case of
their general theory.

Using a general continuous-time wideband block-fading channel model we give upper and
lower bounds to the probability of joint decoding error for multiuser communication. We
then specialize our treatment to ergodic or high diversity systems where arbitrarily small
error probabilities can be achieved. The power spectral allocation strategy for maximizing
total system throughput is derived and shown to be an orthogonal dynamic frequency as-
signment based on the channel responses of all the users. The primary quantitative result is
that significantly higher data rates are achievable on fading multiuser channels than on non-
fading AWGN multiuser channels. Numerical comparisons with traditional multiple-access
schemes not benefiting from transmitter channel state side information are made. An inter-
esting by-product is that the allocation strategy is equivalent to a transmit antenna selection
diversity scheme, which we appropriately term multiuser diversity. We extend the analysis
to a worst-case cellular interference channel model and conclude that similar improvements
over traditional multiple-access schemes can be expected.
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1 Introduction

Recent advances in communication electronics have paved the way for the use of sophisticated
signal design and processing techniques in wireless infrastructure. The coding and multiple-
access techniques used in systems like IS-95 [4] and GSM [5] are examples of how communication
theory has seeped its way into wireless communications practice. This will surely continue into
the third generation of wireless communications as UMTS/IMT-2000 [6] becomes a reality.

In parallel to these technological advances, recent theoretical work in the area of wireless
communications continues to open up many new and promising avenues for systems design.
The goal of this paper is to investigate the effect of using channel state (side) information
at the transmission end of a wireless M—user system perturbed by slowly-fading multipath
propagation. One may question the feasibility of having complete channel state information
at the transmission end. We maintain, however, that for time-division duplex (TDD) systems,
it is definitely a possibility, and furthermore it is already used to some extent in systems like
DECT [7] and PHS [8]. Since both links are duplexed in time and can therefore share the same
frequency band, measurements of the frequency response across the entire system bandwidth can
be made at the terminal end since the basestation broadcasts on all frequency channels. This
is clearly critical for performing optimal spectral allocation, which as we will see results in the
per-user use of only portions of the available bandwidth.

In frequency-division duplex (FDD) systems it is more difficult to obtain channel state in-
formation at the transmitters for two reasons. Firstly, a feedback channel is required (like the
power control scheme of 1S-95 [4]). Secondly, and more importantly, the basestation can only
estimate the response of the users in the frequency band(s) to which they are assigned, and
can thus not perform optimal allocation. A possible method for alleviate the second drawback
would be to use very low-power spread-spectrum measurement signals superimposed on top
of each user’s information signal. The measurement signals would occupy the entire signaling
bandwidth, whereas the users signals power would be allocated in an optimal fashion.

Shamai and Wyner [9, 10] build upon earlier works of Wyner [11] and Hanly [12] dealing
with cellular multiple-access channels. They treat the effect of fading and with and without
distributed processing in such systems.

Our work was originally motivated by the single-user studies of Goldsmith and Varaiya[l3,
14]. Some of the results presented here appeared in [1, 2]. Recently, other authors have extended
these results, and many new results are summarized in [15]. Specifically the remarkable work by
Tse and Hanly [3] completely characterize the capacity region of a discrete-time multiple-access
channel with optimal power allocation, both with and without processing delay constraints. Our
main result is a special case of their general theory, in the sense that we are concerned only with
the power allocation strategy which maximizes the total throughput of the system, and not
those which achieve any possible set of information rates.

Our main conclusions are primarily of a quantitative nature and we have tried to focus mainly
on systems issues. We will show that power controlled multiple-access techniques can provide sig-



nificant performance improvement over conventional signaling schemes, such as spread-spectrum
and orthogonal multiplexing without spectral optimization (CDMA ,FDMA , TDMA F-TDMA).
Quantitatively, we may expect close to a twofold increase in spectral efficiency compared to con-
ventional spread-spectrum and orthogonal multiplexing single-cell systems for practical signal-
to-noise ratios (SNR). Furthermore, these gains are possible only by orthogonally multiplexing
users’ information signals, which we will show is a sort of dynamic channel allocation. This re-
sults in a simple system requiring single-user codes without the need for successive interference
cancellation as is the case on non-fading AWGN channel [16]. We will also show that similar
gains are possible in interference-limited cellular systems which do not benefit from distributed
processing (for results on distributed processing systems see [11, 12, 17, 9, 10]).

1.1 Multiuser Diversity

In wireless systems, one normally attempts to provide some mechanism for combating the effects
of fading due to multipath propagation. Typically this is an antenna diversity [18] scheme
which was traditionally limited to the receiver. This has recently resurfaced with a promising
coded-modulation technique known as space-time coding which allows for similar performance
gains with multiple transmit antennae [19, 20, 21]. Alternately as in the GSM system [5], one
may frequency-diversity with error control codes [22, 23, 24, 25, 26]. For quickly time-varying
systems, similar techniques are achieved by interleaving coded signals [27, 28, 29]. We will
show that a similar diversity effect, which we term multiuser diversity, can be achieved without
multiple-antennae and results in the aforementioned performance enhancement. The optimal
power allocation strategy is essentially a transmitter diversity scheme akin to selection diversity
with multiple transmit antennae. One astonishing result is that significantly more information
can be transmitted across a multiuser fading AWGN channel than a non-fading AWGN channel
for the same average signal power at the receiver. It stems from the fact that the channel gain at
a particular time and frequency is random and can be significantly higher than its average level.
Using proper dynamic time-frequency allocation one can take advantage of this in a multiuser
system since resources must be shared by the users. The fading channel gives a non-negligible
power boost which can be as high as 5 or 6 dB.

2 Wideband Block-Fading Multiuser Channels

Our signal and channel model consists of block (or packet) based M-—user systems with slow
multipath fading and additive white Gaussian noise. It is a model studied by several authors
for single-user systems [30, 31, 32, 22, 24, 25]. Caire et al have used a similar model to study
F-TDMA multiuser cellular systems. In [33], Caire et al consider the use of channel state infor-
mation at the transmitter for single-user block-fading channels under processing delay constraint.

We assume that data is coded and split into signal blocks of duration T seconds, and that
T is chosen to be shorter than the coherence time of the channel. This means that the channel



is stationary for the duration of a block. A guard-time T < T is inserted between blocks so
that the signals from each block do not overlap at the receiver due to time-dispersion. If the
delay—spread of the channel is at most T seconds we take Tz > Ts. Note that since this is a
multiuser system, to use a guard-time as short as possible, some loose synchronization between
users is required, but by no means are users signals synchronous. We may call them block
or frame synchronous. TG should also be chosen, therefore, to take into account any residual
asynchronism between the users. A diagram of this system is shown in Figure 1.

The n'h signal block for user m is denoted by the real signal z,, ,(¢) which is non-zero only
in the interval (n — 1)(T+ T¢) <t < (n—1)(T'"+Tg) + T. Assuming that the information is
coded (and decoded) across N such blocks, the signal processed by the receiver is given by

N
y(t) =D yalt)
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(
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] =
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where S denotes an arbitrary subset of {1,2,---,M}. The transmit power of each user is
assumed to satisfy the constraint

N
Y Bl ()dt < N(T+Tg) Py, (2)
n=1

given that x,, ,(t) is stationary during each block. The information rate of each user, denoted
R; bits/sec, is agreed upon beforehand by the transmitters and receiver and is not changed
during the course of communication. The noise processes, z,(t), are Gaussian and white with
power spectral densities Ng/2. The input signals are taken to be virtually bandlimited to a
frequency band [—W, W] Hz, in the sense that an arbitrarily small amount of signal energy is
present outside of this band. We assume wideband systems so that W is considerably larger
than the coherence bandwidth of the channel processes.

We will always assume that the channels are known perfectly to the receiver but not necessar-
ily to the transmitter. This implies that some form of training information is transmitted along
with the data. In order not to reduce information rates, the amount of training information
must be small compared to T" which, in turn, implies that the channel cannot vary significantly



during each block. This assumption is therefore valid in our case. The receiver also knows the
second-order statistics of the input and noise signals.

The channel-corrupted information signal sum in block n of the users in & may be written
as

US n (t) — Z Um,n (t) — Zus,n,iés,n,i(t : T7 h)v (3)
=1

meS

where {¢si(t : T, h),(n—1)(T+Tg) <t < (n—-1)(T+T1g)+T,i=1,---,00} is an arbitrary
orthonormal basis over L2((n — 1)(T+T¢), (n — 1)(T + T¢) + T). We have explicitly indicated
the dependence of the eigenfunctions on the signal block duration, T, and the set of channel
realizations which we denote h. It can be a random vector (known to the receiver) which contains
all the information concerning the channel responses (e.g. path gains and delays). Note that
the receiver can, at least in principle, compute the {¢s , ;(¢ : T, h)} since the channel realization
and the input statistics are known.

2.1 Achievable Rates

We now choose the basis functions for each block, {¢s:(t : T, h)}, to be the eigenfunctions of
the covariance function of ug,(¢) (i.e. a Karhunen-Loeéve expansion)

Ksn(t,t': T,h) =
meS

Kot =7 :T)R(t — 7)R(t' — 7')drdr’
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( (n=1)(T+Tg) (4)

n—1)(T+T5)
where K, (1t — 7' : T) is the covariance function of the x,,,(t), which are assumed to be
stationary during the block, in the sense that

Ko t—t:T), (n=1)(T+Ta)<t,t! <(n—1)(T+Ta)+T
Kooy = [ K= 5T (0= D4 10) 10 € (= (T +T5)+
0, otherwise.
Note that the input autocorrelation functions are asymptotically stationary (in each block) as
are the Kg (¢, : T, h). We take for granted that users transmit (statistically) independently of
one another. The {us ,;} are independent, have zero-mean and variances {As , (7, h)} which,
along with {¢s,:(t : T, h)}, are the solution to
(n=1)(T+Te)+T
/\SJM' (T, h)¢57n7i(t : T, h) = / I{S,n (t, t/)CbS,n,i (t/ : T, h)dt/. (5)
(n=1)(T+Tc)

We may now write the received signal in terms of its expansion coefficients as

YSmi = US i+ USc ni+ Zn (6)



where ugc ,; and z,; are the projections of the signals of users in §¢ and the noise on {¢s (¢ :
T,h)}. The discrete representation in (6) allows for the following theorem bounding the proba-
bility of decoding error for joint decoding of the signals,P. (R, N,T,Tq).

Theorem 1 For a block-fading channel with block duration T and guard-time Tg, there exist

joint channel codes with probability of error when jointly decoding a set of M users over N blocks
satisfying

K(R,N,T,T¢) Pout(R, N, T, 1) < P.(R, N, T,1¢)

§min 1, Z Pout(RvstvTvTG) +
Se{1,2,,M}
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where K (R, N,T,T¢q) is a constant approaching 1 with increasing N (1T + 1),
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Pout(R,S,N,T,T¢) = Pr (Z R; > I(S, h)) (10)
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and

P (R,N,T,Tg) = Pr U {ZRZ- > I(S, h)} (11)

se{1,2,- .M} \ies
Moreover, there exists no channel code with probability of error less than the lower bound.
Proof: (see Appendix 1)
This shows that reliable communication may be impossible !, unless P, (R, N,T,Tg) =

Pout(R,S,N,T,Tg) = 0. Furthermore, unlike the single-user case [22, 23], the upper and lower
bounds do not converge in the limit of large T+ T(.

Yin the sense that there will always be an irreducible error probability, irrespective of the codeword duration



Corollary 1 (Ergodic Channels) For ergodic sequence of channels {h,(t),n=1,---,00} we
have that

lim Py (R,N,T,Tg) = lim min | 1, Pout(R,S, N, T,T,
Nl—r>noo t( G) Nl—r>noo i Z t( S G)

SC{1,2,,M}
=7Z|Re€ U {ZRZ'SEHI(SJI)} ;
56{1727"'7M} €S

where Z(+) is the indicator function.

Proof: (See Appendix 1)

The practical interpretation of Corollary 1 is that in such cases, which correspond to high
diversity systems, arbitrarily small error probabilities are possible if the set of information rates
satisfies the 2™ — 1 inequalities Yies Bi < Enl(S,h),vS C {1,2,---, M}. We do not require
the time-invariant assumption on the channel responses to arrive at these results. For the follow-
ing corollary, however, this is required in order to obtain useful expressions for computational
purposes.

Corollary 2 (Limiting Expressions) For T — oo we have that

Ly Wl 2 S H |4
QN;/_W 08y <1+ Ne ; i (N Hip(f)] ) If (12)

where S;,(f) is the power spectral density [~ K, (t)e=*"/'dt and H; ,,(f) is the Fourier trans-

form ffooo h(t)e=7?7ftdt. The average power constraints become

I(S,h) =

N o w
Smn(f)df < NP,,. (13)
-W

n=1

Proof: (see Appendix 1)

2.2 Fast and Slow Fading

It is typical of wireless radio channels to exhibit both fast and slow fading phenomena. Fast
fading arises from multipath propagation which causes constructive and destructive interference
of the multiple paths. The rate of change of the signal strength is a function of the carrier
wavelength and the relative velocity between the receiver and transmitter, as well as changes
in the environment (i.e. moving vehicles, doors, people, etc.). Significant fluctuations occur
typically when the receiver/transmitter changes position by a few centimeters. Slow fading is
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a result of the electromagnetic path loss due to the separation between the receiver and the
transmitter which fluctuates when positions change on the order of tens of meters. Another
slow fading phenomena, called shadowing, arises from a varying portion of the multipath being
blocked by large objects such as trees or buildings. The rate of variation of this component is a
subject of great debate. Position changes anywhere from meters to tens of meters can yield signal
strength variation in the shadowing component, depending on the nature of the environment.
Fast fading is frequency-selective whereas slow-fading is virtually frequency-independent. The
two fading time-scales are illustrated in Figure 2 where we plot the magnitude of the channel
response to a signal e/2™/? as a function of ¢.

In the remainder of this work we will assume that the slow component remains constant
during the transmission of the N blocks and that the average fast fading strength at a given
frequency is normalized to unity.

2.3 Input Spectra without Channel State Information at the Transmitters

Before considering the optimal input spectra when the transmitters have perfect knowledge
of the channels (or can be guided by the receiver), we consider the case when no knowledge
is available. Intuition tells us that we should assign energy equally in the spectrum since all
frequencies are identically distributed, which is a ideal spread-spectrum system. This is indeed
the case, but it is somewhat delicate to show, and to our knowledge this has never been proven
in the literature?. For the sake of completeness, we have the following theorem:

Theorem 2 For an ergodic block-fading multiuser system without channel state information
and time-invartant slow-fading, the optimal input spectra are of the form

Smlf) = 2T (] € [-W, W) (14)

Proof:

Suppose we choose an arbitrary S,,(f) for each user and that we partition it into L equally
spaced intervals in both the positive and negative frequencies. We can consider the L! permu-
tations of these spectra Sy, x,(f),l=1,2,---, L! formed by swapping the intervals (similarly in
positive and negative frequencies to preserve symmetry) according to the permutation 7. It is
clear that the ergodic rate sums are identical for each 7, since the channel responses at each

frequency are identically distributed. Now, because of the convexity of the logarithm we have

> R _L'ZE/ 1og2(1+N Z|H DIPSmx(f ))df
w
<E /_1 log, <1+—OZIH ITmL(f)> df (15)

meS

2]t was however shown by Gallager that spread-spectrum outperforms frequency-division multiple-access [34]
for an idealized fading channel model



where

T () = 773 S (f)

which is periodic with period W/L. Defining Af = % we have

Jim T (/) —Algoz:s (f+ (k=DA)AG, [ c[IAG, (I+1)AF]
1 w
= e, V. 1
577 _WS() , VS (17)

Equality in (15) is achieved when S,,(f) is a constant satisfying the power constraint as in (14).

2.4 Optimal Power Allocation for Ergodic Channels

As discussed in the introduction, we are primarily interested in examining the effectiveness
of exploiting channel state information at the transmission end for achieving high information
rates. In our case, this amounts to choosing the input spectra to maximize the information rates
using this a priori knowledge. This problem was treated for non-fading two-user, discrete-time,
finite-memory ISI channels by Cheng and Verdi in [35]. Recently Tse and Hanly [3] have applied
similar ideas to a discrete-time fading channel model with an arbitrary number of users. The
techniques are essentially the same in our case, so we summarize these results in the following
theorem which is stated without proof:

Theorem 3 (Cheng & Verdu[35], Tse & Hanly[3]) For an ergodic block-fading multiuser
system with channel state information at the transmission end and time-invariant slow-fading,
the set of maximal rates and corresponding power spectra are parametrically described by the
solution to the maximization problem

{Ri(a),i=1,--+ M} = argmax ZO@ i = ME S () (18)
{Sin(f) =1, M}

where «; are parameters defining the mazimal rates and A; are Lagrange multipliers salisfying
the power constraints.

This theorem stems from the fact that the capacity region is convex so that each point on its
boundary touches the plane Ef\il a; R; at least once for each set {o;}. Furthermore, for each



set {a;} the R;(a) can be computed by successive decoding according to the {o;} sorted in
increasing order. The general solution to this maximization problem is solved elegantly in [3]
and makes use of the polymatroidal structure of the achievable rate region of the multiple-access
channel.

An important point of the capacity region is the one corresponding to the total rate sum
(i.e. when a; = 1,Vi). We have the following corollary to Theorem 3.

Corollary 3 (Total Rate Sum) The point on the capacity region corresponding to the mazi-
mum total ergodic rate sum Ef\il R; is achievable with inpul spectra

_I_
Sm,n(f) _ [ﬁ - %m] |Hm,n(f)|2 2 /<\:;, |Hm’,n(f)|27vzm, 7£ m (19)

0 otherwise

yielding maximal information rates

1 w Am ,
R,, = 5/WE {I (|Hm,n(f)|2 = max [O, {/\m' |Hpr o (H)2,m =1, - - 7M}])

log, (NOQ/\W | Hyn f)|2) } df bits/s (20)

if the events |Hy n(f)|* = AA’"I |Hpr o (f)]? occur with probability zero for m # m/.

Proof:
Since log(-) is a convex N function, the Kuhn-Tucker conditions [36] applied to the maxi-
mization problem in (18) for a; = 1,Vi are

Olog, (14 2 X0y S (1) Hrnin () ?) Hyn ()]
9S :No M : QSAmv mzlv"'vM
mn(f) Bt 2=t S (N[ Hp o (f)] (21)
with equality if Sy, ,,(f) > 0. If we define the function K, (f,£) for some set & of users such that
Hm n 2
I{n(f,g):#, vmegg{LviM} (22)
and
H’m n 2
K,.(f,&) > 7| A (N , VYm e E° (23)
then the power spectra of the users in & must satisfy
. Nol™*
meE
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and Sy, . (f) =0, Vm € &°.

In general, an infinite number of points maximize the total rate sum. If, however, the distri-
butions of |H,, (f)|* for each f are continuous, then the cardinality of £ is 1 with probability 1
and the power spectra are given by (19). Since only a single user occupies each frequency band
in a given block, joint decoding is not required and the ergodic rates are given by (20).

Our first observation is that this point is achievable only with orthogonal multiplexing. We
note, on one hand, that this is not the case on the non-fading Gaussian channel where there
is one point on the capacity region which is achievable both by orthogonal and non-orthogonal
multiplexing [37]. On the other hand, when channel state information is unavailable at the
transmitter and the system suffers from multipath fading, only a non-orthogonal scheme (i.e.
non-orthogonal wideband signals with successive decoding) can achieve achieve the total rate
sum.

A second observation is that since only one user occupies each frequency band at any given
time, channel estimation errors only affect the user who occupies that band. This is not the
case in a system where successive decoding [16] is required since channel estimation errors add
up as users signals are stripped from the received signal. Although theoretically this may not
pose a problem, it is still unclear at this point whether or not successive decoding is feasible in
practical receivers.

Perhaps the most important feature of the optimal power allocation scheme is that it is a
form of diversity akin to selection diversity[18] with either multiple transmit or multiple receive
antennae. As mentioned in the introduction, we refer to it as multiuser diversity. Unlike antenna
diversity, however, it does not require any additional resources and may prove to be a simple
method for achieving high data rates in a multiuser system.

The optimal power allocation strategy includes standard water-filling in addition to multiuser
diversity. We will see that, at least for Ricean/Rayleigh fading statistics, that the water—filling
power adjustment plays a rather insignificant role, as is the case for single—user channels [14].

2.5 Two-User Capacity Region

For the purpose of illustration, we have computed the two—user capacity region in Rayleigh
fading. The optimal input spectra can be expressed using either the optimization techniques
described in Tse and Hanly [3] or Cheng and Verdu [35] which allow the boundary region to be
computed numerically.

Let us denote the average channel strength for user m by A,, for a particular transmission
and assume unit-variance noise (so that A,, is the average signal-to-noise ratio for user m. In
Figure 3(a) we show a symmetric two-user capacity region 4; = 10, A3 = 10 and in Figure
3(b) a non-symmetric region A; = 15, A; = 5 with unit-mean square Rayleigh statistics for the
channel responses (i.e. figpp(h) = e "[28]). We also show the corresponding region for a non-
fading channel (fjgp(h) = é(h— 1)) with the same strengths for each user. The most important
thing to remark is that there is a portion on the fading channel which extends beyond that of

11



a non-fading channel. It is only around the equal rate point, however, when we operate in a
symmetric situation. We will see that this performance improvement on fading channels is due
to multiuser diversity.

2.6 Ergodic Rates with Slow-Power Control

In the remainder of this work, we focus on the point of the capacity region which maximizes
the total sum rate or the throughput. It is also the most likely point at which to operate in a
system with slow-power control even with unequal rate requirements. By slow-power control we
mean that the average received power, PR, is kept at a constant value achieving the desired
rate. This is achieved by amplifying the transmitted signals by the factor Pr,/A,,. This type
of power control is used in most cellular systems.

With unequal rates, we must assume that higher-rate users are willing to pay more in terms
of transmit power. This would also be the case in a slotted system (such as TDMA or FDMA)
where high-rate users can occupy more than one slot.

With slow power control, we may optimize the input power spectra now with a constraint
on the average received power. Without loss of generality we may write the total rate sum as

w
S R < oE / | log (1 b W;S PR,m|Hm<f>|25m<f>) df bits/s (25)

with both |H,,(f)|* and S,,(f) having unit average power and energy respectively.

2.7 Numerical Results for Different Fast Fading Distributions

Using the normalization p,, = A, }‘l;NO, it follows that with multiuser diversity the rates of the

users are given by

R%D:W/ log, (l) I1 F|H|2(
Hm Hm m'£m

and that the average received signal-to—noise ratio satisfies

P, m c0 1 1 Hm!
o= (o= 3) 11 e (52 s .

m!#m

’;m’v) fp()dy bits/s (26)

m

where fi2(7) and Fjgp(y) are the p.d.f. and c.d.f of the unit mean fast-fading power. We will
consider two types of distributions, namely Ricean fading with specular-to-diffuse power ratio
K and L-branch diversity combining with uncorrelated equal-mean Rayleigh fading on each
branch. The corresponding p.d.f.’s are

Js() = (4 K)exp(=K(1+ 14+ 1/K))lo (VAKA+K)), 720 (28)
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and

. . L-1
sy = 43 ()7 e 520 (29)
We have chosen these two cases to illustrate the effect of the variance of the power distribution on
the achievable rates. The diversity scheme would correspond to either a multi-antenna receiver
or some form of spread-spectrum signaling with RAKE reception [28]. In the latter case, this
would assume that the L multipath components are independent and of equal strength, which
is very optimistic. For Ricean fading (i.e. K > 0), there are no closed—form expressions for the
achievable rates, and they must be computed numerically. This is also true for the Rayleigh
fading case with L > 1, but for L = 1 and PR ,, = Pr,Vm we obtain the simple closed-form
expressions (see Appendix B) for the rate of each user and received SNR

M

RMP — MVE 5 ;(—1)2'—1 (]‘f ) E; (i) bits/sec (30)
L i(—l)i—l () [~ et (31)

where E,, (z) = [ €7 /t"dt is the n'™™ order exponential integral [38], and y is a non-negative
parameter.
We may also consider a simpler sub-optimal scheme where the received SNR is fixed but

multiuser diversity is still used. In this case

M
: M N, N,
RMD2 — MVI;Q Z(—l)l_l( . ) exp (iZPIS) Eq (i]\VZP;) bits/sec (32)

=1

We note for HI,D—]P\‘,O — oo that (31) yields g — "M M Py and RMP = RMP? | which indicates
that the water-filling component of the optimal spectral allocation policy has very little effect
on the achievable rates. Moreover, in the single user case (i.e. M = 1) this implies that channel
state information at the transmission end has very little effect on average information rates.

2.7.1 Comparison with Flat Input Spectra in unit-diversity (L = 1) Rayleigh Fad-
ing

We first address the issue of how much benefit can be drawn from performing optimal spectral
allocation (i.e. exploiting multiuser diversity). To this end, we compare the ergodic rates of an
optimal system without channel state feedback, that is one with flat input spectra. Furthermore,
we will assume at the moment that the total system bandwidth is a multiple of the number of
users in the system so that the bandwidth per user remains constant, say W = MWy. For a
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system without channel state information at the transmission end and equal average received
powers we have that

M
~ Pr 1 .
RNO-CSF — wiE log, (1 + WoNo M ;:1 042’) bits/sec (33)

It is worthwhile noting that the argument of the logarithm is a central Chi-square random
variable with 2M degrees of freedom, and that the expectation can be expressed in closed—form
involving the incomplete Gamma function (see Appendix C)

M—1M-1-j i F<' WN0>
Wy Wi (WN Ji 7P
No-csF _ WU =5 1) 0 - bit 4
k ot " 2 2 (D ( Pr ) T TG 1) s/ (34)

A similar expression was found in [9]. We see, however, for large M that it tends to the capacity

of a non-fading AWGN channel

P
RGauss =Wy 10g2 (1 + WU]?VVO) bitS/SeC (35)

The performance increase as a function of the number of users for fading channels was first noted
by Gallager [34]. It stems from the fact that the total instantaneous received energy becomes
more deterministic as the number of users increases. This diversity effect can be exploited by a
multiuser receiver.

With channel state information, the achievable rate also increases with the number of users,
but it is unbounded. Moreover, for M > 2 it is greater than that of a non-fading channel. For
W];—RNO — oo we have that the increase in spectral efficiency with respect to a non-fading channel
is

M

(M

W5t (RMP — RUauss) — _é + Z(—l)l( Z, ) log, i bits/s/Hz (36)
1=1

where v = .5772 is Euler’s constant. This is found using the expansion [38][p229,5.1.11]

o0

~

Ei(z) ==y —Inz-— Z(—l)”;n! (larg z| < m) (37)

n=1

The gain in spectral efliciency increases logarithmically with the number of users. It arises
from the fact that the channel strength can spend a significant portion of time above its mean.
Put in other words, the allocation strategy chooses the frequencies/times where the multipath
components combine coherently at the receiver. A similar effect can also be obtained with a
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multiple-antenna transmitter by choosing the transmit antenna gains/phases to obtain a max-
imum signal-to-noise ratio at the receiver of interest [39]. This beamforming technique relies
on the spatial variations of the propagation medium whereas in our case it relies on tempo-
ral/frequency variations.

The fact that the power gain and information rate are unbounded with an increasing number
of users is because theoretical models (i.e. Gaussian fading) have no upper-limit on the received
signal energy level. In practice this model will only break down for a very large number of users,
since it is common for the strength of a fading channel to rise to as much as 20dB more than its
mean. In the following section we will also show that the variance of the received power plays
an important role in how much power gain can be expected.

It is worthwhile to mention that for M = 1, RMP is nothing but the spectral efficiency of
FDMA, TDMA or perfectly orthogonal frequency-hopping systems. This essentially says that
the most that can be gained in terms of ergodic rates by using an optimal CDMA system without
channel state feedback is .8723 bits/s/Hz. In figure 4 we show the achievable spectral efficiencies

as a function of the signal-to-noise ratio per user W?J{VO . It is quite remarkable that at low signal-
to-noise ratios, we can expect spectral efficiencies twice as high as classical approaches. This
gain will carry through to the interference-limited case considered in Section 3.

2.7.2 The Effect of Received Power Variance

We show in Figures 5(a),(b) the necessary received signal-to-noise ratio to achieve 2 bits/s/Hz
for each user with M = 1, 2,4, 8 as the variance of the fading power p.d.f. changes. This is done
by varying L in the diversity case, and K in the case of a Ricean channel. Compare this to a
non-fading AWGN channel which requires 4.77 dB to achieve 2 bits/s/Hz. What is clear is that
systems which have either a strong deterministic component or a high diversity order do not
benefit from exploiting channel state information at the transmission end. This is reflected from
the fact that the channel has less effective gain when the p.d.f. is more concentrated around its
mean.

The optimal power allocation has a rather negligible effect, which allows us to conclude that
the major factor which allows for higher rates/lower power consumption is multiuser diversity.

3 Rates for Interference-Limited Cellular Systems

In cellular systems, signals from adjacent cells utilizing the same carrier frequency interfere with
the signals received at a particular basestation. In current systems, joint processing between
basestations is not performed, so these interferers are treated as noise. We will assume that this
is still the case. Studies of multiple-access schemes with joint processing using several receivers
can be found in [11, 12, 9, 10].

If we consider a system where multiuser diversity is used, we remark that the allocation of
the best user for a particular frequency band depends only on the channel states of each user
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and not the interference levels. This is because of the interference level in a particular band is
same for each user. As a result, under the assumption that users transmit Gaussian signals, the
optimal spectral allocation schemes remain the same. We note, however, that Gaussian signals
do not necessarily maximize mutual information on such interference channels.

To simplify the analysis, we will focus on a worst case scenario. This occurs when all
interferers have maximum received power at the receiver in the cell of the desired user. This is
illustrated for 2-cell system without frequency-reuse in figure 6.

In general we may consider systems with [ interfering cells yielding in the worst case M[
equal strength interferers with attenuation A with respect to the desired user. With interference
and equal received powers (25) generalizes to

1 w Pr
Y R.<E log, [ 1+ =T
s 2 Jow No/2+ AP Yot 2ozt [Hon i (1) |29 (f)

> [ Hm o) Sl f)) df bits/s (38)

meS

where H, o(f),5m.,0(f) are the channel response and power spectrum of user m in the reference
cell and H,, ;(f), Sm,:(f) are those in the ¢ = 1,- .-, I interfering cells.

We now compare the maximal symmetric rate again for different scenarios. First let us
examine a wideband system without fading where |H, ;(f)| = 1 and S,.;(f) = 5w Z(f €
[-W, W]). With multiuser detection for users inside the cell we obtain

MPg
bit
WNo + IAMPR> its/s (39)

w
RGaussl _ MlogQ (1 +

and with single-user detection

M/ P

Gauss2 R .
=—1 1 bit

ki M ( TN (IA+1)M — 1)PR) its/s

(40)

For an optimal spread-spectrum system with multiuser detection in Rayleigh fading we obtain

W Pr M

NO-CSF1 .
=" _Elog, |1 hi| bit
ki M2 082 ( Wy £ IAMPRg X_; ) its/s

M-1M-1—; ;
_ W &0 7 WAVO
_Man/ mz z_: (-1) ( P +IAMﬁ)

R

r (m AT IAMﬂ)
TGt DTG +1)

exp (WP—ZP\LIO + (IAM — 1)ﬁ) dp bits/s

(41)
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where § and h; are unit mean exponential random variables. For P/W Ny — oco we may use
[40][p.663,6.455] yielding

I'(e+7) o . .
, , F(l,i4+j+4+1;i4+2;1 - TAM) bits/sec
g PE+2TG+1) (42)

1 M-
RNO—CSFI — Ml 2 Z IAM i+7
n

where F(a, 3;7;z) is the hypergeometric series [40][p. 1039,9.100]. With single-user detection
we obtain

Mi P

NO—-CSF2 R .

= ——EI 1 k) bit

K nz 082 ( TN + (M(TA+1) — 1)Prp ) its/s

- exp (WNO +(M(IA+1) - 1)5) P
0 FPr

E (VZD]RVO + (M(IA+1) — 1)5) B bits/sec (43)

where h and 3 are unit-mean exponential random variables. For P/W Ny — oo we may again
use [38][p.230,5.1.34] yielding

w 1
RNOTOSF2 — — g, (M(IA+1) —1) bits/s. 44
In the sub-optimal multiuser diversity case where a constant transmit power is used (32)

generalizes to

M

= a0 () [ e g - rai- s (e 149] 5 v

Again for Py/W Ny — oo we may use [38][p. 230,5.1.34] yielding

M .
1% M\ log,(:TA) .
MD2 _hyiel 2
R = ;:1( 1) ( ; ) TA 1 bits/s (46)

We have not considered the optimal water-filling power control since this will cause a tail biting
effect. This is due to the fact that the power at each frequency depends on the interference level
which, in turn, depends on the signal power.

3.1 Discussion

We plot the worst-case spectral efficiencies for noise free interference channels in Figure 7 for

IA=1,2,4,6. Notice that we have nearly a twofold increase in spectral efficiency over classical
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approaches for a reasonable number of users, which would double system capacity of interference-
limited systems. As pointed out in [9, 10] higher data rates can be expected with fading in-
terference channels, since the interference levels have a high probability of being weak. This is
not the case for non-fading channels. This “interference-diversity” effect also carries through
in our case, resulting in the significant spectral efficiency increase with the added gain afforded
by multiuser diversity. We note also that although optimal spread-spectrum signals (RNO_CSI)
have a higher throughput capability than orthogonal signals (M = 1, RNO=CSI) the difference
is rather small.

Let us now examine the effect of using frequency-reuse strategies. We will assume that
groups of 16 users are multiplexed using multiuser diversity. Assuming a signal-to—noise ratio
of PR/Wy Ny = 10dB, we could expect at most a spectral efficiency of 5 bits/s/Hz (see Figure
4) under the assumption that interference is negligible with frequency reuse. With 2 cells this
becomes 2.5 bits/s/Hz, which is comparable to the rates without frequency reuse (1A = 1).
Examining the case with 6 interfering cells (i.e. hexagonal coverage), we require at least a reuse
factor of 3, yielding 1.67 bits/s/Hz, which is noticeably higher than the case for TA = 6, 1.2
bits/s/Hz. These results are somewhat different from the case where channel state information
is unavailable at the transmitter and delay constraints are imposed [29].

4 Practical Considerations

The optimal spectral allocation would surely be hard to achieve in practice. Nevertheless,
consider a system with many narrowband frequency slots, something along the lines of the
DECT[7] or PHS systems[8], or even multiuser OFDM. Here, narrowband means that the channel
responses in each subband are virtually flat (i.e. the bandwidth of the subbands is much less
than the coherence bandwidth of the channel.) We may then interpret the optimal spectral
shaping as gaining or losing narrowband channels in time as the strengths in each subband vary.
This system is still wideband since the users have the potential of transmitting anywhere within
the system bandwidth. Some users generally occupy a larger portion of the frequency band
than the others, on a short time-span. On average, however, users will share subbands equally
provided enough variation in time and/or frequency is present in the system.

This frequency-flat subband approximation will not incur a significant performance loss, if
the subbands are sufficiently narrow. Moreover, if this is not the case, the subband frequency
response will be characterized by more than one significant degree of freedom which will result
in a smaller dynamic range of the total received energy per block. We will clearly suffer a similar
reduction in the amplification effect discussed previously.

One of the main drawbacks of the optimal system is that we must wait for the channels to
change significantly in time for the rates to converge to their average value in (25). This assumes,
of course, that the bandwidth of the system is not large enough for this to occur without the need
for time variation. A sub-optimal scheme where the processing delay is reduced is considered in
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[41].

Although not implied by our results, a practical system employing multiuser diversity will
be variable-rate, where a user’s instantaneous data rate will depend on the number of channels
that are allocated to him. Moreover, the amount of time a user is allocated a particular rate will
depend solely on the time-variation of the channels. In delay-sensitive systems this will clearly
pose a problem.

To get an idea of the rate variation we may consider the probability of transmitting at a
given rate. Assume that the system bandwidth is divided into B subbands and that a coherence-
bandwidth spans B. subbands. There are therefore N = B/B. approximately independent
fading strengths for each user, but we will take this to be the case exactly. The probability
that any user occupies a set of B. contiguous subbands is 1/M. It follows that the number of
subbands occupied by any user (i.e. his rate) is N times a Bernulli random variable with success
probability 1/M. This means that a complete outage is unlikely (exponential in N/M) in high
data-rate applications (i.e. many coherence bandwidths per user) where the number of channels
must be large compared to the number of users.

4.1 Fixed-Rate Coding in Each Subband

The rates considered in (25) are achieved by coding over a long time-frame (i.e. with inter-
leaving) with single-user codes. This can be done using either bit interleaving with traditional
fixed-rate error-control codes [29] or using variable-rate techniques [14]. Both are completely
equivalent provided the block length in the variable-rate scheme is long enough (which is a cen-
tral assumption in this work) to achieve a chosen code rate. The depth of the interleaver in the
fixed-rate scheme will be roughly equal to the amount of time needed for the time-average rate
of the variable-rate scheme to converge to (25). An alternate sub-optimal approach would be
to vary the transmit power to achieve a desired fixed-rate in each allocated subband. This is
desirable since the channel becomes an AWGN channel and stadard coding techniques can be
employed. We will consider this option first.

4.1.1 Fixed Received Signal-to-Noise Ratio

We now examine a system which employs multiuser diversity and keeps the instantaneous re-
ceived signal-to-noise ratio constant while transmitting (i.e. no waterfilling). If we denote
the signal attenuation for each user in a particular subband by h;, the attenuation for the user

currently active is h = max{hy, ho, -+ ,hps}. We employ a perfect power controller in the
transmitter
K(M
Pr(h) = Pr (h ) (47)

where we define the factor K (M) = E 1/h which is the gain/loss in transmit power using
multiuser diversity with respect to a non—fading channel with received power Pg. For Rayleigh
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fading with multiuser (selection) diversity we have [40]

K(M)= (/OOO Me (1 — e—“)M—ld—“) -

U

- (/01 M(=1)M(u - 1)M—1%>_1
M

= (Z(_Um (i{)mlnm) _1, M > 1. (48)

which we plot in figure 8. We see that the gain increases logarithmically with M (as in the
optimal scheme) and that the difference from the optimal scheme (fig. 4) for M > 4 is small.
The main advantage of using this type of power control is that any AWGN coding scheme can
be employed directly with well-defined performance since the received SNR is kept constant. The
price to be paid is reflected in the peak-to-average power ratio, Ppax. In inverting the channel
response, we run the risk of driving our transmitter power to a level which saturates the transmit
amplifier. Typically, a system will have some upper-limit on FPyax which must be respected. In
a cellular system, this limit will become important for users on the edge of a cell where the
transmit amplifiers are running at full power. With such a limitation we can naturally define

the outage probability Poyut(M, Ppax) = Prob (h < %) which in unit-mean square Rayleigh
fading is
_K(M)
Pout(M, Ppax) = (1 — € Pmax ) (49)

If the probability of error of the system when the transmit power is less than Py, is larger than
this quantity then the effect of peak-power outages will be negligible. We will examine this in
the following section.

4.1.2 Bit Error Rates with Multiuser Diversity

As an example of using multiuser diversity with common signaling schemes, let us consider
uncoded QPSK with and without power control. When no power control is employed, we have
that the error probability conditioned on the maximum channel state h is [28]

&
By =Q ( QhNbo> (50)

where &, is the energy per information bit. Averaging over h yields (see Appendix B)

P, = Ep Py, = L > (-pmt (M) -1 (51)
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Some BER vs. SNR curves are plotted in figure 9 where we see the familiar diversity behaviour.
We have performance superior to that of a non—fading channel for M > 8 at practical SNR.

We stress that care must be taken when interpreting these results. The SNR &,/Ny is the
average received SNR of a particular user taken over the entire system bandwidth and processing
time-span. The actual received SNR will be significantly higher, with high probability, in the
frequency/time slot occupied by the user. Synchronization and channel estimation will therefore
still be feasible even if the system operates at low average SNR.

For the case with power control we have the following average error probability

( & ) K(M)/Pmax &
Py = (1 = Pout(M, Prnax))Q | /2K 5~ | + / Q| 2uy | fu(wdu  (52)
1¥o 0 Y0
This expression is plotted in figure 10 for a varying number of users and peak—to—average power
ratios Ppax. Here we see that power control yields improved performance compared to the
previous case. Moreover, for M > 4 we notice that peak—power constraints do not pose a
significant problem, since the curves tail-off at very low BER.
The important conclusion to be drawn from this analysis is that channel state feedback has
a dramatic effect on bit-error rates even without additional channel coding. Dynamic allocation
such as this may be a simpler option than sophisticated coding schemes for achieving acceptable
performance on fading multiuser channels.

5 Conclusion

This work considered power allocation schemes for maximizing the total throughput of continuous-
time multiuser channels in a multipath fading environment. In order to obtain tractable numer-
ical results, we opted to use a wideband block-fading channel model, which reflects the essential
characteristics of typical wireless communication channels. Moreover, our numerical results and
derivations of optimal spectral allocation policies are specialized to ergodic or high-diversity
systems, which assume that either the decoding time-span or system bandwidth is very large.
Our main result is that the maximal system throughput (i.e. the sum of the information
rates of all users) on fading multiuser channels is achieved by orthogonal signaling based on
dynamic time/frequency allocation. This is made possible under the assumption of a priori
channel state information at the transmitters. The selection policy is similar to multi-antenna
selection diversity and yields a similar diversity effect, in the sense that at any frequency only
the user with the strongest response is permitted to transmit. We have termed this signaling
scheme multiuser diversily and have shown that information rates approaching double that of
traditional wideband signaling schemes can be expected. This is the case both on systems with
and without interfering signals. Moreover, since multiuser diversity is essentially a narrowband
signaling scheme, receiver complexity is significantly reduced compared to wideband systems.
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We argued that a practical system employing multiuser diversity would consist of many
narrowband channels, along the lines of systems such as DECT and PHS, with added intelligence
in the basestations, who would instruct the users to transmit in an optimal fashion. Moreover,
the system would be variable rate, in the sense that the information rate would depend on the
number of occupied channels at any given time. This would clearly be a random quantity and
could therefore pose problems in systems with very strict processing delay requirements. If the
number of coherence bandwidths in the system bandwidth is large compared to the number of
users, as will be the case in any high data-rate application, this will pose less of a problem.

Although applicable to both slowly time-varying FDD and TDD systems, it is our belief that
schemes such as multiuser diversity would be most appropriate in the latter case, since channel
estimation over the entire system bandwidth can be accomplished at the user terminals from the
downlink signal.

We showed that multiuser diversity can have a dramatic effect when combined with tradi-
tional power control even without the need for additional channel coding.
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A Proof of Theorem 1 and Corollaries

We first consider the upper-bound in Theorem 1. Let E,(H) be the event that the set {z;(t),7 €
S} of users are decoded incorrectly, while those in the set {z;(t),7 € S°} are decoded correctly,
conditioned on the state of the channels. Using the standard random coding construction, the
total ensemble average probability of block decoding error conditioned on the channel state H
is

Pans(h) = Pr U E,(h)
SC{1,2,-,M},S#¢

< > Pr (E,(h)) (53)

Sg{1727 7M}7S¢¢

This is independent of the actual codeword being sent by virtue of the random coding construc-

tion. Since the decomposition in (6) is a memoryless channel for each S, we have from Gallager
[36, p.136-138] that

9= N(T+T6)Br({Rii€SHSMNTTS)  [(Sh) > s B
1 [(S,h)gZieSRi

Pr (b)) < {

Choosing a Gaussian a priori distribution for z;(¢), Vi maximizes I(S, h) for each h and yields
(8) and (9). We obtain the upper-bound by averaging over the distribution of H.

For the lower-bound, we write the probability of error for any code (i.e. not an ensemble
average) as

P.(N,T,T¢) :/

Pe(h,N, T, Tg)dFH(h) —}—/ Pe(h,f\f, T, Tg)dFH(h)
{h|R¢C(h)}

{HIRECH)) (54)
> / (1= P.(h, N, T, 7)) dF (h) (55)
(iRgOm))
= Pout(R, N, T,1¢) — / P.(h,N,T,T¢)dFu(h) (56)
(iRgOm))

> Pouwt(R, N, T,T¢) — P.(h,N,T,Tg)dFu(h)

Sg{1,2,~.,M}/{h|2¢esRé>CS} (57)
— P (R, N, T, T) [1—

/ Pc(h7*N7 T, TG)dFH|R$C(h)(h|R ¢ C(h))

SC{1,2,--,M} {h|Xies Ri>I(S,h) } (58)
where P.(h, N,T,T¢g) and P.(h, N,T,T¢) are the probabilities of incorrectly and correctly de-
coding all the users signals conditioned on the channel state H and C'(h) is the region defined by
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{R| > ;cs Bi < 1(S,h),VS C {1,2,--- ,M}}. Clearly P.(h, N,T,1¢) is upper-bounded by the
probability of correctly decoding the signals in S conditioned on the signals in 5S¢ being known
by the receiver. We now prove a strong converse similar to the one given in [36, p.173-176]
for decoding the users in S. We denote the decision regions for an arbitrary decoding rule by
Yis,0l=1,---,Ls where Lg = oN(T+Tc) Yies Ri | The resulting probability of correct decoding
is upper-bounded as

Lg

1
P.(h,N,T,Tg) < L_Z/ 51U, 5,0; e (Vs|ws, wyse)dy (59)
yeY s

s =1

We now introduce the regions

¥ sU, U se (Vs|ars, wse)
Jys(ys)

log, >N(T—|—Tg)(I(S7h)—|—g)}7l:177LS

(60)

B s = {yg

where € > 0 is an arbitrary constant and write

Ls
1
PC(h7 ‘V7 T7 TG) S L_ Z/ fYS|Ul,S7Ul,SC (y5|ul,57 ul,SC)dy —I_
S92 JyevisNBis
/ Y sU, U se (Vs|ars, wse)dy (61)
erz,sﬂBﬁs

We first note that
/ ¥ 51U, 5, U) s (ys|ays, uy,5¢)dy < 9= N(T+76)[Zies Ri=1(Sh)~] (62)
YeY 5 nBﬁs
and second that
/ Y su, U se (Yslars, wise)dy
y€Yi sNBis

< / Y510, 5,0, 5e (Vs|ws, w se)dy
YEB; 5

> N(T +Te)(I(S,h) + ¢)

el ¥ sju, s Uy se (Vslags, wse)
? fys(ys)

us m, Use
3)
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Denoting zs,; = EnN . Z;)ol (yn],\z‘],os_l_—;/b\y;i;sic)Q B (yS,n,i—uS,l],\r;O,i—uscyn,i)Q we have
Lg
1
P.(h,N,T,Tg) < —ZPr 251 > N(T + Tg)e|us,m, use)
l 1
1 Ls
<— Nz 64
= N(T+ Ta)eLs & ZZSJ (64)
Hni.S
— 199 65
T—|—TG ZZNO—I_QATLZS ( )

where p,, ;5 = Ll_s f:sl ul .5 — Ani s, which tends to zero with increasing N (T + T¢). (64)

follows from the Markov inequality. Letting € = .5(>;cg R — I(S, h)) and replacing (62) and
(65) in (58) yields the lower bound in (7) with

o- TG (3, o Ri=1(Sh))

K@®R,N,T,Tg) =1 -

SC{1,2,--,M} /{h| >ies Ri>I(Sh)} [

dFgrecm) (bR ¢ C(h)).

2 Hni,S
4+ S 2 T
N F T (s B T8, 0) 2 2 Mo 2o (66)

Corollary 1 follows from the weak law of large numbers. First assume that } . ¢ R; —
EI(S,h) =€ > 0 for some S € {1,2,---, M}. We have, therefore, that

Pouc(R, S, N,T,T) = Pr (I(S,h) — E I(S,h) < ¢)
=1-Pr({(S,h)—EI(S,h) > ¢
>1-Pr(|I(S,h)—EI(S h)|>¢)=1-4(N)

Similarly when » . ¢ R; — EI(S,h) = ¢ < 0 we have

Pout(R, S, N,T,Tg) = Pr(I(S,h) — E I(S,h) < —¢)
< Pr(|I(S,h) — E I(S,h| > €) = §(N) (67)

In the limit of large N, the weak law gives us §(N) — 0 and Pou(R, S, N,T,Tg) = I (3 ,c5 Ri < EI(S,h)).
The first limit of corollary 1 follows from the fact that Pyt (R, N, T,Tg) > maxgcyi,2,... M} Pout(R, S, N, T, T5),
and the second because of the minimization.

Corollary 3 follows by directly applying the Szegé eigenvalue distribution theorem (c.f. [36

p.416]).
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B Derivation of RMP RMD2

In unit-diversity (L = 1) Rayleigh fading, figp2(u) = e “Z(u > 0) and Figp(u) =1 — figp(u).
For Pr,, = Pr,Ym, we have that p,,, = p,Vm. Inserting these in (26) yields

RM W/ log, (z) (1 — e ™MM=1e™dy bits/s
Q

SR () () e v
:% (_1)i(M;1)E1 (i + 1)) bits/s

,_.

M

- MVI; 5 Z(_l)i_l (]\f) E; (in) bits/s (68)

Similarly for the case when constant power is allocated to each user with the maximum channel
strength we obtain

Pr
RMP? — W/ log, (1+ TN )(1—6_7)M_16_Wd7 bits /s
¥o
M
W (MY i WN, -
= Z(_l)l_l( i )e MP§E1 (ZMP;) bits/s (69)
m=1

Note that since each user occupies each frequency a fraction 1/M of time, it must use power M
times as much power.

C Derivation of RNO-CSF

Defining z = Ef\il «; in (33) we have that its p.d.f. for Rayleigh fading is

Jx (@) = (1 2N eI > 0 (70)
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It follows that

RNO-CSF _ ( 1n2 In (1—|— WNg ) M-le=zq, bits/s
WU exp oo N\ M1
= / ( ) (u _ 0) e “du bits/s
lIl 2 W Ny /Pr WNO PR
WU exp < ) M-1 M—l—i W Ny M—-1-=i rar 4 oo Pg o ‘
— , In u) u'e “du bits/s
lIl 2 2:0 PR 1 W Ny /Pr W]VO
I;
Using integration by parts we have that
00 . 00 P .
I, = / e vu' Tdu + 2/ In ( R u) u e % du
W Ny /Pr W No/Px W Ng
W N, .
—F( ) PRO) ‘|’7/Ii—1
I'(e+1) ( , WNO)
= , IR 71
1+ \" P (71)

which by interchanging the order of summation yields (34).

D Uncoded Bit-Error-Rates

When a user transmits, the channel gain is the maximum of M exponential random variables
so that its p.d.f. is fi2b(u) = Me (1 — )M =1, The bit error-rate with QPSK is therefore

P, = /Oo MQ (,/%%) (1—eMM-Le=hgn
0

M-1

WE (1) [T ) o

=0

M o -
Z(—UH(M)/ ie”hQ [ 4/2h &) an (72)
’i:l 1 0 17\[0

Using the fact [38]

[ oo (- i) o

yields (51)
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