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Abstract— This paper presents an alternative simple loop-free nodes. The main characteristics of Manet strictly depend on
bandwidth-efficient distributed routing algorithm for mobile ad hoc net-  poth wireless link nature and node mobility features. Basically,
works, denoted as distributed dynamic routing (DDR). Although DDR - - . )
benefits from classical concepts like zone and forest, unlike previous solu- they_ include d)/”a_m'_c tQpOIOgy’ bandwidth and energy con
tions it achieves several goals at the same time. Firstly, it provides differ-  Straints, security limitations, self-operated (stand-alone) and
ent mechanisms to drastically reduce routing complexity and improve de-  |ack of infrastructure [2]. Manets are viewed as suitable sys-

lay performance. Secondly, it is an infrastructureless in a strong sense: it tems which can support some specific applications [3]
does not even require a physical location information. Finally, zone nam- ’

ing is performed dynamically and broadcasting is reduced noticeably. Virtual classrooms
. L

Keywords—Ad hoc networks, graph-theoretic terminology, routing. + Military communications,
+ Emergency search and rescue-operation,
« Data acquisition in hostile environments,
|. INTRODUCTION « Communication set-up in exhibitions, conferences, presen-
tations, meetings, lectures, etc.

The growth of wireless communications coupled with high- gecayse mobile ad hoc networks constitute a distributed
speed broadband technology has led to a new era in telecog i hop network characterized by a time-varying topology,
munications. Actually, in third generation mob.|le networksimited bandwidth and limited power, conventional routing
efforts are undertaken to merge many technologies and Systémsiqcols are not appropriate to use. Therefore, it is necessary
to supporta wide range of traffic types with various quality-0fy,, geyelop new protocols able to ensure a correct reception of
service requirements. As wireless communication channels §gsmitted information on radio links and to determine effi-
highly affected by unpredictable temporal/spatial factors likgjeny routes to reach the desired destinations. In fact, to reach
co-channel interference, adjacent channel interference, progas chajlenge of responding to time and space variations of
gation path loss and multipath fading, it is necessary t0 eMigpije environments, efficient powerful adaptive routing pro-
bed various adaptive mechanisms making these systems Sgjfso|s must be designed with an aim of enhancing the overall
adaptive and more efficient, satisfying application best requIreystem performance. The expected routing protocols should

ments and mitigating bad effects of wireless channels. How e some key features summarized as below [4]:
ever, there are some applications where the fixed infrastructure

may not be present or is too expensive to maintain. So in thisMinimum hop and delay to destination,
case, it is better to apply infrastructureless architecture for theFast adaptability to link changes,
desired system. Globally, future mobile networks can be clas-Stable routes selection,

sified in two main types: infrastructure and infrastructureless Distributed operation,

mobile networks, known as mobile ad-hoc networks. Many Loop avoidance.

critical issues have to be addressed in the both systems. This

paper focuses on the routing issue of mobile ad-hoc networks, P€signing a new routing algorithm may necessitate exam-
ining the main strengths of each tendency and comparing the

A Mobile ad hoc network (Manet) [1] is a set of wirelessdifferent existing approaches [3][5][6]. In the literature related
mobile hosts/nodes (MNs) forming dynamic autonomous nete routing schemes used in mobile ad hoc systems, we find a
works. MNs communicate with each other without the in<lassification of various design choices (see Fig. 1):
tervention of a centralized access point or base station. No i . )
infrastructure is required. Routes between two nodes consist Proactive versus reactive [7] versus hybrid approach,
of hops through other nodes in the network. Therefore, each Flat versus hierarchical architecture [7],

MN takes part in discovery and maintenance of routes to othgr Global Position (GP) versus Global Position-Less (GPL)
based protocols.

* Eurécom’s research is partially supported by its industrial partners: As- . . .
com, Swisscom, Thomson-CSF, IBM France, CEGETEL., Motorola, France IN Proactive or table-driven routing protocols, each node

Telecom, Hitachi Europe and Texas Instruments. continuously maintains up-to-date routing information to reach



[ Ad hoc routing Protoco|s] In global position (GP) based protocols, the network relies

on another system which can provide the physical informa-

¢ I ¢ tion of the current position of MNs. Sgph physical locations
{Tablednvm} { Hybrid } {On_dmd } can pe obtained using the 'Global Position System (GPS) [9].
Proactive Pro/Reactive Reactive This involves an increase in the cost of the network mainte-
nance. Generally, satellites are used to deliver this physical

i information. Any problem in one of the used satellites will

surely affect the efficiency of the network and in some cases
can easily make this latter blocked. In global position-less
(GPL) based protocols, the network is stand-alone in the sense

Differentiated by;

[ Flat / Hierarchical Arch.] that it operates independently of any infrastructure. However,
¢ there are some situations where the physical location remains
useful such as emergency disaster relief after a hurricane or
[ GP / GPL based protocol ] earthquake.
Fig. 1. Classification of ad hoc routing protocols The paper is organized as follows. Section Il gives a brief

overview on mobile ad hoc routing protocols. A comparison
with ZRP, ZHLS and DST protocols is given. Section Il de-
every other node in the network. Routing table updates are pgeribes in detail the six phases of the algorithm. The proof of
riodically transmitted throughout the network in order to maina forest construction for any network is also outlined. Finally,
tain table consistency. Thus, the route is quickly establishe&gkction IV provides concluding remarks and highlights some
without delay. However, for highly dynamic network topol-future work.
ogy, the proactive schemes require a significant amount of re-
sources to keep routing information up-to-date and reliable. In Il. RELATED WORK
contrast to proactive approach, in reactive or on-demand proto-
cols, a node initiates a route discovery throughout the network, Node mobility can cause frequent unpredictable topology
only when it wants to send packets to its destination. In reachanges. Hence finding and maintaining routes in Manets
tive schemes, nodes maintain the routes to active destinatioiss.non trivial task. Many protocols have been proposed
A route search is needed for every new destination. Therfar mobile ad hoc networks with the goal of achieving effi-
fore, the communication overhead is reduced at expense of @éent routing. Several table-driven protocols have been pro-
lay due to route research. Furthermore, the rapidly changipgpsed such as dynamic-destination-sequenced distance-vector
topology may break an active route and cause subsequent ro@&DV) [10], wireless routing protocol (WRP) [11], global
searches [7]. Finally, in hybrid protocols each node maintairstate routing (GSR) [12], clusterhead gateway switch routing
both the topology information within its zone (coverage area,CGSR) [13], fisheye state routing (FSR) and hierarchical state
and the information regarding neighboring zones. routing (HSR) [14]. Routing performed in DSDV and WRP is
. ) . ) ) based on flat architecture while in HSR, FSH and CGSR, itis
In hierarchical architectures, aggregating nodes into clustefgseqd on hierarchical architecture. Among the developed on-
and clusters into super-clusters conceals the details of the ng&imand protocols, we can find cluster based routing protocol
work topology. Some nodes, such as cluster heads and gai€BRP) [15], ad hoc on demand distance vector (AODV) [16],
way nodes, have a higher computfa.tlon communication '%@namic source routing (DSR) [17], temporally ordered rout-
than other nodes. Hence, .the' mOb'“ty management becomﬁ‘é algorithm (TORA) [18], associativity based routing (ABR)
complex. The network reliability may also be affected dugyg) signal stability routing (SSR) [20], location-aided rout-
to single points of failure associated with the defined criticg g (LAR) [21], and distributed spanning trees (DST) based
nodes. However, control messages may only have to be proguiing protocol [22]. These latter protocols except CBRP,
agated within a c[uster. Thus, the multilevel' higrarchy reducegaintain flat architectures. The LAR protocol needs physi-
the storage requirement and the communication overhead Qfi |ocation information. Hybrid protocols combine proactive
large wireless networks by providing a mechanism for localizs g reactive features, we can find zone routing protocol (ZRP)
ing each node. On the contrary, in flat architectures, all nodf>§3][24] and zone-based hierarchical LSR protocol (ZHLS)
carry the same responsibility. Flat architectures do not Opli7]. Like LAR, ZHLS requires physical location information.

mize bandwidth resource utilizationin large networks becausgih zRP and ZHLS support 2-level hierarchical architecture.
control messages have to be transmitted globally throughout

the network. The scalability gets then worse when the numberWe propose @lobal position-less hierarchical hybrid rout-

of nodes increases significantly. However, the flat archite@ag algorithm, denoted as distributed dynamic routing (DDR)
tures are more desirable than hierarchical architectures, simretocol. The main idea is to construct a forest from a network
they are more flexible and simple [7] [8]. topology in a distributed way by using only periodic message



exchanges between nodes and their neighbors. Each tredosis a zone'. Then, the network is partitioned into a set
the constructed forest forms a zone. Then, the network is paf non-overlapping dynamic zones,, z», ..., z,. Each zone
titioned into a set of non-overlapping dynamic zones. Eack containsp mobile nodesn, ns, ..., n,. Then, each node
node computes periodically its zone ID independently. Eadtalculates its zone ID independently. Each zone is connected
zone is connected via the nodes that are not in the same txé® the nodes that are not in the same tree but they are in the
but they are in the direct transmission range of each other. Stirect transmission range of each other. So, the whole net-
the whole network can be seen as a set of connected zongerk can be seen as a set of connected zones. Thus, each node
Mobile nodes can either be in a router mode or non-router res, from zonez; can communicate with another nodgfrom
garding its position in its tree. This allows a more efficienzonez;. The size of zones increases and decreases dynami-
energy consumption strategy. Each node is assumed to maially depending on some network features such as node den-
tain routing informatioronly to those nodes that are withinits  sity, rate of network connection/disconnection, node mobility
zone, and information regardingnly its neighboring zones. and transmission power.

Similar to ZRP and ZHLS, DDR is a hybrid approach based o .
on the notion of zone. Unlike ZRP, in DDR, the zones are nd¥- Preliminary Definitions
overlapped. In ZRP, each node keeps up-to-date information
like distance and route to all the nodes within its zone, while A Manet topology is represented by an arbitrary gréph
in DDR each node needs to knawly the next hop to all the G = (V; £), whereV is the set of mobile nodes, ardis the
nodes within its zone. This, reduces routing information anget of edges. An edge exists if and only if the distance between
bandwidth utilization. Different from ZHLS, DDRoesnotre-  two MNs is less or equal than a fixed radiusThis r repre-
quire physical location informationfor routing. In ZHLS, each ~ sents the radio transmission range which depends on wireless
node maintains the zone connectivity of the whole networighannel characteristics including transmission power. Accord-
while in DDR, each node keemsly the zone connectivity of  ingly, the neighborhood of a nodeis defined by the set of
its neighboring zones. In DDR, the zone size increases and denodes that are inside a circtewith center atz and radiusr,
creaseslynamically which is not the case in ZHLS. Moreoverand it is denoted bW, (z) = N, = {nj|d(z,n;) < r,z #
in ZHLS, zone naming is carried out at the design phase, there- Vj € N,j < [V}, wherex is an arbitrary node in graph
fore each node can determine exactly at any time its zone ID by Notice that noder does not belong to its neighborhood
mapping its physical position to a predefined zone map. Onttte ¢ N.). The degree of a nodein ¢ is the number of edges
contrary, in DDR the zone name assignment is done dynanthich are connected to, and itis equal teleg(z) = |N,(z)|.
cally by some selected zone members. DBRids broad- The graphG; = (V, £) is called a treel" if and only if & is
casting by sending only the necessary information embeddegPnnected and contains no cycles. A node is calldesd end
in beacons to the neighboring nodes. To sum up, DDR r&ode if it is a leaf node in the tre€ (i.e. its degree equals
duces maintenance cost and radio resource consumption oJerl). A forestF is a graph whose connected components are
head and leads to a stand-alone network. Finally, in DDR thet@es. We assume that each mobile nodgenerates periodi-

is no concept of root (as in DST) whignevents singlepoints ~ cally a message, known as theacon B, to the neighboring
of failure. nodes that are within its direct radio transmission range. The

beacon is used to construct a forest in a distributed way. The
time intervals between two beacons should depend on some
I1l. DISTRIBUTED DYNAMIC ROUTING ALGORITHM network features like node mobility and rate of network con-
nections/disconnections. There are five fields in a beacon:
In this section, we present the basic idea of the DDRZone ID number (ZID), Node ID number (NID), degree of
algorithm. Then, we give the necessary preliminary definNID (NID_DEG), my preferred neighbor (M¥N) and pre-
tions to describe the algorithm. The DDR-algorithm consistierred neighbor(s) (PN). The beacéhof nodez is shown in
of six phases: preferred neighbor election, intra-tree clustdrig. 2, and itis denoted bi,,.
ing, inter-tree clustering, forest construction, zone naming and
zone partitioning. Then, we prove that, for any graph (i.e. for | ZID [ NID | NID_ DEG | MY _PN | PN |
any network topology) the algorithm constructs a forest in a
distributed manner. Finally, we give the algorithm of DDR.

Fig. 2. Fields of a beacon

The ZID identifies each tree from other trees. Each node
A. Basicldea initiates its ZID to its NID. A ZID is determined depending
on ID numbers of some selected nodes belonging to the same
. The main idea of Qur proposed distributed dynamic rOUt-1We will use the terms tree and zone interchangeably.
ing (DDR) algorithm is to construct a forest from a network 2pere, the term graph means an undirected graph.
topology (i.e. graph&). Each tree of the constructed forest *we assume that MNs are moving in a two-dimensional plane.



tree ase. The way in which these nodes are selected, will b€. Distributed Dynamic Routing Algorithm Description

explained in section 11I-C.5. The ZID is also used to distin-

guish the nodes that are not in the same tree but they ared@m Preferred Neighbor Election

the direct transmission range of each other. These nodes are

calledgateway nodes, and the edge that connects two gateway| et » andy be any nodes of the graphi = (V,E). We
nodes is calledbridge. A node is in anon-router mode, if it assume that initialy each nodeknows the ID numbers and

is a non-gateway dead end node. Each MN is identified bytRe degree of its neighboring nodesBased on these two in-
Unique ID number, called NID. This NID can be the IP addres%rmation, noder can determine its PN. The nodesearches

The NID_DEG is the associated degree of the NID in graph 3 set of nodes whose degrees are equal to maximum neighbor-
Each node calculates its degree just by adding the numberi@fod degree. This set is denoted By, = {y|deg(y) =

different received beacons, thatdsy(z) = [Bw, ()| * - The  max(deg(N,))}. We distinguish three cases.
MY _PN flag distinguishes two different modes PN election

mode and PN(s) forward mode. The PN election mode indl- If the set is empty, then nodehas no PN which means
cates whether the preferred neighbor is determined;biyn it has no neighbors. In Fig. 5, nodehas no neighbor and
this case this flag is set tb The PN(s) forward mode indi- consequently no PN.

cates that node notifies the nodes belonging to its tree abou®. If the PN, has only one member, then this member is the
new or removed member(s); in this case the flag is sebtd’he elected PN. For example, in Fig. 5, natleas four neighbors:
preferred neighbor of is the node that owns preferred charac+, ¢, d, y, but the set o’ N, has only one member which is the
teristics among neighboring nodeszwofEach node elects only nodef.

one PN and can be chosen as the PN of many nodes. The WayTlhe set of” N can have more than one member which is
in which a PN is chosen will be explained in section 1ll-C.1the case for nodé, sinceP N; = {k, c}. This means that there
Each node in the network maintains two tables: intra-zone tare more than one neighbor with the maximum neighborhood
ble and inter-zone table. Intra-zone table keeps the informatigegree. In this case, we assume that noétects a node with
regarding the nodes of a tree. It contains two fields: node Ithe greatest ID number. So, node&lects nodé: since its ID
number (NID) and learned preferred neighbors (LearRbl). number is greater than node(regarding to the alphabetical
The intra-zone table of nodeis shown in Fig. 3, and it is de- order).
noted by/ntra_ZT,. The Intra_ZT, gives the current view

e o - 3 2
of nodex concerning its tree, and it is updated upon receiving 1@@
beacons. © = 5 3
O, 0
| NID | Learned_PN | ©) @3 @ 4 @ 4@1
4
Fig. 3. Intra-zone table @S 5. ® @ ) @3@
o) @. & ®" @
The field NID represents the ID number of each node that @3®3 3
holds a tree edge with nodedirectly. So, the number of entry i @ 4
in intra-zone table gives the current degree of a node in the tree. @ @3 @
The field Learned®N represents the nodes that are reachable T 2©

indirectly by their associated NID in the intra-zone table. On
the contrary, inter-zone table keeps the information concerning
neighboring zones of the zone in which nadeelongs to. The
inter-zone table of node is shown in Fig. 4, and it is denoted
by Inter_Z7T,.

y
Node x with degree y @
Edge of graph G
Edge of Foress F ———

Fig. 5. An arbitrary grapld#, where each node is characterized by its degree
and a letter which represents its ID number. Assume that each node knows
the ID numbers and the degrees of its neighboring nodes.

[GNID | NZID | Z_Stability |

Fig. 4. Inter-zone table

Each noder always wants to create an edge between itself
and one of the nodes whose degree is equal to maximum neigh-
®horhood degree. Thus, the way in which a node is elected fol-
lows a monotonic increasing function depending on its degree
and on its ID number. A forest is built after connecting each

Each entry infnter_Z T, contains the ID number of a gate-
way node (GNID), the zone ID of this gateway node, i.e
neighboring ZID (NZID) and the stability of this neighboring
zone regarding node (Z_Stability).

4Theoretically, this value has to be equal ¥, (z)|. 5These informations are periodically provided in a beacon.



node to its PN. In section IlI-D (see theorem IlI-D) we will nodec, d do not forward their learned PN, since they are dead

prove that, whatever is the network topology, this approach aénd nodes. Also, nodesandb are in the non-router mode,

ways yields a forest (i.e. we have no cycle). because they are non-gateway dead end nodes. Fig. 6 shows
the constructed forest. Table I illustrates intra-zone tables of

C.2 Intra-Tree Clustering nodesf andk, when their tree is established.

As soon as node determines its PNy, it must notify its
neighboring nodes, especially of its decision. Therefore,
nodez sets its beacon t8, = (71D, z,deg(x),1,y). Then,
nodex updates its intra-zone table regardipgUpon receiv-
ing «'s beacon, each node updates its information regarding
z and verifies whether they have been chosen as the RN of
Among the neighboring nodes &f the PNy forwardsz’s de-
cision to nodes that hold a tree edge witlf by setting its
beacon toB, = (ZID,y,deg(y),0,z). If nodey is chosen
as the PN of many nodes at the same time, théorwards
their decisions encapsulated in PN field in a beacon, that is
By, = (ZID,y,deg(y),0,z : &’ : " : ...). Notice that, the
MY _PN flag distinguishes two different modes: PN election
mode and PN(s) forward mode. Other neighboring nodes of
addy to their own intra-zone table if nodealready exists in
their intra-zone tables. In this way, we say thas learned to

Fig. 6. The constructed forest

be the PN ofc. Note that node: is also learned by the neigh- TABLE |

boring nodes of;. Nodex does not need to recalculate its PN INTRA-ZONE TABLE OF NODESk AND f REGARDINGFIG. 6
unless the/ntra_ZT, changes. If the PN of remains un-

changed, the PN field afs beacon will only contain the set of NID learned PN NID | learned PN
PN learned by, this set is denoted bjearned_P N,. Node 7 AN RN " 1

x forwards theLearned_PN,, if it is not a dead end node. . R A e d
Consequently, each node does not add a node to its intra-zone d ) ba,q .

table without knowing or learning. In this way, all the nodes

belonging to the same tree are informed about the existence of (@) Intra_ZTy (b) Intra_ZT;

other nodes. Another possible scenario occurs when the node

y can not afford to be the’s preferred neighbor since it does

not have enough energy or it has already accepted to be a PN

of many nodes. Therefore, nogecan decrement its degree As shown in table I, the view of node about its tree con-

regarding its neighborhood, so that it will be chosen by lessists of two levelsN /D, Learned_PN. The N 1D level con-

neighboring nodes as a PN. tains the nodes holding tree-edges with nedee. noder can

reach them directly. The second levelarned_P N contains

For example in Fig. 6, nodé elects nodef as its PN. the nodes that are learned by tha D level. In fact, node:

Then node: generates3, = (Z1D,k,4,1, f), and updates can reach them via their associat¥d D in its intra-zone ta-

its intra-zone table. Notice that nodesets MY_PN field to  pje. Therefore, node only knows the next hop for its second

1. So, nodef can be learned by nodesd. Upon receiving |evel nodes. Actually, each entry iira_ZT, can be seen

k’s beacon, nod¢’ updates the information regarding node 35 3 branch of, thatisNID — Learned_PN. Thus, each

in Intra_ZT;. Assume that the PN of remains unchanged, node obtains a partial view of its tree in the sense that it does

that is nodey. Since nodes, a, ¢, y, k choose nod¢ as their ot know its detailed tree structure. For example in Fig. 6, con-

PN (highest degree priority), the nodenust forward their de-  sjder the scenario where no#lavants to communicate to one

cisions encapsulated in PN-field by setting its beacalife= " of the nodes belonging to its tree. According to its intra-zone

(ZID, f,5,0,b : a : q : y : k). Therefore, nodes, a,q,y table (see table I(a)), nodecan reach the nodesb, ¢, y, ¢, z

are learned by node, i.e. Learned_PN; = b, a, q,y. Conse- through nodef, while other nodes, ¢, d are directly reach-

quently, if the PN of nodé remains unchanged, the PN fieldagple. So, regarding téntra_Z 1}, the next hop to reach the

of k's beacon will only contaid.earned _P Ni. So, the set of nodesa, b, ¢, y, ¢, z is the nodef and note, d. Although the

Learned_P Ny will be learned by the node, d as well. But, nodes:, d can receive:’s packets, they can simply drop them,
8These nodes dwell in the first column of intra-zone table of nadie. sincec andd are not defined as the next hop. Fig. 7 shows the

Intra_ZT,.NID. view of nodek on its tree.



@ TABLE II

©
®
e @ INTER-ZONE TABLE OF NODEd
@R ®

GNID | NZID | Z_Stability
r Z4 ++
q 25 ++

» O

Fig. 7. View of nodek on its tree

Once noder determines itsiew PN y/,” it must both up-
date its intra-zone table and notify the remained members 6f4 Forest Construction
its tree about the removed members. For this purpose, node
z cuts the whole branch corresponding to its old $M its A forest is built by connecting each node to its PN. In sec-
intra-zone table, thatig— Learned_P Ny. Then, node: for-  tion I1I-D (see theorem I1I-D) we will prove that, whatever is
wards the set of removed members only to the remained nodae network topology, this approach always yields a forest (i.e.
in the N 1D field of its intra-zone table by setting its beaconwe have no cycle). There is another possibility to construct
to B, = (—1,z,deg(x),0,y = Learned_PN,). Then, the a forest using the minimum neighborhood degree instead of
remained nodes also forward the removed members if they araiximum neighborhood degree. Although, it guarantees the
notdead end nodes. Tl D = —1 means that each node hasconstruction of a forest, this strategy has not been adopted
to remove the specified nodes in PN-field of the beacon, and ggnce the forest is constructed in the area where there is less
calculates its ZID regardless to the removed members.xEhe node connectivity. In fact, nodes with a high degree of connec-
old PNy must carry out the same processing:agor example tivity can not intersect themselves in the forest. For example
inFig. 6, if the link between noddsandf is broken, then node in Fig. 8, the nodeg&k, y, ¢, d belong to different trees.
k removes nod¢ anditslearned PNg — a :b:q:y:t:x

fromitsintra-zone table (see table I(a)). Then, nbderwards 1S 2
the beacorBy, = (—1,k,deg(k),0,f = a:b:q:y:t:x)
to the remained nodesandd in the NID field of its intra- 1

zone table. The nodesandd do not forward the beacon, since

they are dead end nodes. Also, ngfleuts the branch cor-

responding tok — ¢ : d, and notifies thé, a, ¢, y about cut

branch, and so on. 1

C.3 Inter-Tree Clustering

Each noder encounters two cases during the construction
of its tree. Firstly, it can succeed to add some nodes to its
tree and updates its intra-zone table. Otherwise, nopets
the remaining nodes in its inter-zone table. These nodes are
considered as gateway nodes and they will be moved from the
inter-zone table to intra-zone table whenever they cansgin  C.5 Zone Naming
tree. Noder increments the ZStability of a gateway node,
inits inter-zone table if the Currently received Zng}flS sim- The Objective here is to demonstrate that each node com-
ilar to its already existed ZID idinter _ZT;,. The stability ofa putes its zone name independently, and all the zone members
zone depends directly on the ZID number. Section II-C.5 progrrive to the nearly same results. The zone name should de-
vides a detailed explanation of how a node determines its ZIpend on some zone characteristics such as ID number, node
and when it increments the Ztability of its neighboring zone. degree or stability of a node [19] during its life time in the
For example, in Fig. 9, nodebelongs to the inter-zone table zone. The choice of ID number is much simpler and does
of noded until noded is informed about the existence ©fn ot require to maintain other information in intra-zone table.
the tree. In fact, this information is provided by nokle Af-  However, node degree and node stability are more pertinent
ter that, nodel moves node from Inter_Z7; to Intra-ZTy.  than ID number regarding zone characteristics. Moreover, the
Table Il shows the inter-zone table of nodevhen the tree is zone name should not vary so often regarding rate of connec-
established (see Fig. 9). tion/disconnection of nodes. For this purpose, nedelects a

e _ , _ _ subset of the set of nodes in its intra-zone table for assigning

This occurs when either thes old PNy is no more available or there is

a new node in the neighborhoodofvhose degree (or ID number) is greater & NAMEe Or more prec!sely an ID number. tq th.e zone. There-
thany. fore, noder selectsy highest ID numbers in its intra-zone ta-

Fig. 8. Constructed forest with minimum neighborhood degree



ble. One way to estimate the varialglean bey = |% |, where C.6 Zone Partitioning

n is the number of bits in ID number antlis the compres-

sion degree of the hash functfonlf the cardinality of a zone  The forest associated to the network contains a set of trees,
z; is less thary then the selected nodes re-use their ID numiF, | 75, ... 7}. Each tree forms a zone. Then, the network
bers respectively. Then, nodecomputes a hash function onis partitioned into a set of non-overlapping dynamic zones,
the ID number of each selected node separately. Then, nade:,, ..., z,,. The zones are connected via gateway nodes. So,
x concatenates all the hashed ID numbers. The outcometi& whole network can be seen as a set of connected zones. The
this concatenation gives the ZID. For example, in Fig. 9, i§ize of zone increases and decreases dynamically depending
we assume that the = 12 andd = 3 theng = 4, so node on some network features such as node density/mobility, rate
k selects the four nodes z,t, . Notice that, node: selects of network connection/disconnection and transmission power.
these nodes in an ascending way. Nédgetermines its ZID

by computingh(y)|h(x)|h(t)|h(¢), where| denotes concate- D. Theorem

nation. In this way, we obtain the same number of bits in ZID For any graph G (|e_ networkstopdogy), let G’ bethe sub-

asin NID. Clearly, each zong will change its ID number over graph obtained by connecting each node to its PN. Then ¢/ is
time. If we denoteZ/D,, the ZID at timet; and theZ/D;,  3forest.

the ZID at timet, wheret, < t;, then the node uses a simi-

larity function based on Euclidean distance to update the value Proof: Let G = (V, E) be the original graph and let
of Z_Stability. This function is calledDsimilarity where G’ = (V, E') be the graph obtained by running a copy of the
Dsimilarity(Z1Dy,, ZID:,) < deriic- If the distance be- algorithm in Fig. 6 for each node € V. We first recall that
tween two ZIDs is far from the critical Euclidean distance, théhe main idea of the algorithm is to select, for each nede
node sets the value &f_Stability to 1, otherwise, this value G, a neighbor that has maximum degree. Moreover, if more
is incremented. In the both cases the node updates the Ztban one neighbor has maximum degree (ifeN, | > 1) then
So, we can conclude that the zone stability is strictly related we select the one with maximum ID number. In order to prove
ZID number. Indeed, ZID determination is based on some ratiat’ does not contain any cycle, we consider the function:
dom!y chosgn NIDs in a tree. It therefc')re ide'ntifies the zone label(x) = max {deg(w)|NID}

and it can simply reflect the zone stability. Fig. 9 shows the wePN(z)

situation where each node assigns a name to its tree. where| represents concatenation. We prove tatcannot

contain any cycle” = z1, ..., zg, 1. Suppose the contrary,
and letr; be the vertex of” with the smallest value dfibel(-).
Notice that such a vertex is unique.

Fig. 10. The proof of theorem IlI-D

Let us consider the two vertices f_; andz;,; adjacent to
z; in C' (see Fig. 10). Without loss of generality, assume that
the algorithm in Fig. 10 chooses an adjacent venigy (if
neitherz;_, norz;,, are chosen, thefi' is not a cycle). Con-
sider now the execution of the algorithm en_,. We show
that such a node will not choosg, thus implying that”' is not
a cycle. Indeed, by the choice g&f, the vertexz;_» adjacent
to z;_; satisfies one of the following two conditions:

1. deg(x;_2) > deg(x;). Inthis caser; € PN,_,

2. deg(wi—2) = deg(z;) and NID(x;—2) > NID(x;). If
z; € PN(x;_1), then alsox;_» € PN,,_, (otherwisez;
is not selected as neighbor af_;). Sincelabel(z;) <

Fig. 9. Zone partitioning

& A hash function projects a value from a sgtwith many (or even an infinite
number of) members to a value from a setwith a fixed number of (fewer)
members. So, the compression degree of a hash function is the ritip| 0

|s2|, thatisd = L%J.

label(z;_5), it holds NID(x;) < NID(x;_2). So, vertex
x;_1 will selectz;_s.

This proves the theorem. ]
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APPENDIX

1. Preferred Neighbor Election

Determine.PN(P N, ){
if([PN,| = 0)
return 7 NoN”; *No Neighbor*/
elseif(|PNy| = 1)
return PN, NID;
else
return max(PN,.NID);

}

2. Intra and Inter Zone Table Construction

Bulld 1ZT(By,, EPN,){
for(i=0;i<|Bn,[;71+ +){
if(By.Z1D = —1)
Remove_IntraZT(By,.PN);
if(Bn,.PN =z && By, .MY_PN = 1){ /*Nodez is chosen as a PN*/
Learned_PN,[] = By, .NI1D; [*Add a node to the list of learned node*/
Update_IntraZT(Byn,.NI1D);
}
elseif((Bn, .NID € Intra_ZT, || Bn,.PN € Intra_ZT,) && By, .PN # z){
if(Bn,.PN ¢ Intra_ZT, && By, NID € Intra_ZT;){
if(By,.MY_PN =1 && By, .NID # EPN,){ *Changing PN*/
/*Remove the entry corresponding 6/ D, and save it into temp*/
temp = RemoveBranch_IntraZT(By,.NI1D);
[*Inform remained members dintra_ZT, about removed members saved émp*/
if(|Intra_ZT,.NID| > 1) I*z is not a dead end node*/
SendB; = (-1, z,deg(z), 0, temp); *Forward mode*/
temp = 0;

else{ *Learned PN*/
Learned_PN,[] = By, .PN;/*Add a node to the list of learned nodes*/
Update_IntraZT(By, .NID, By, .PN);

1

elseif(Bn, .NID ¢ Intra_ZT, && By,.PN € Intra_ZT;){/*Learned NID*/
Learned_PN,[] = By, .NID; [*Add a node to the list of learned nodes*/
Update_Intra_ZT(Bn,.PN, By, .NID);
}
}
elseif(Bn, .NID ¢ Intra_ZT, && By,.PN ¢ Intra_ZT;){ *Gateway Node Detection*
if(By, .NID ¢ Inter_ZT,)
Insert_Inter ZT(By,.NID, By, .ZID,1);
else{
if(Dsimilarity(Inter_ZT,[By, NID|.NZID,Bn_.Z1D) < dcritic)
Inter ZTy[Bn, .NID].Z_Stability + +;
else
Inter ZT,[Bn,.NID].Z_Stability = 1;
Intra_ZTy[By, NID|.NZID = By..Z1D;
}
}
return Learned_PN.[];

1

3. Zone Naming

Zone_Name(Intra_ZT;){
for(i=05i< ¢;i4++)
sn[i] = max(Intra_ZT;);

returni(sn[0])| A (sn[1])]...|h(snlg — 1]);




