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Interference Suppression Strategy for Cell-Edge

Users in the Downlink
Rizwan Ghaffar, Member, IEEE, and Raymond Knopp, Member, IEEE

Abstract—In this paper we focus on the cell-edge users whose
performance is severely limited by the interfering signals of
diverse rates and strengths. In contrast to the suboptimal single-
user detection, we propose an interference suppression strategy
based on a low complexity matched filter (MF) based receiver.
This proposed receiver exploits the structure of dominant in-
terference in the detection process, instead of assuming it to
be Gaussian and merging it in noise. This receiver is also
characterized by the reduction of one complex dimension in
the detection process thereby making it low complexity receiver
structure. For comparison purposes, we also include the analysis
of MMSE receiver and show that while MMSE detection loses
one diversity order in the presence of one interferer, the proposed
receiver recuperates the lost order of diversity. We further
show that MMSE detection suffers from a coding loss as the
interference gets stronger while the proposed receiver exhibits
a coding gain as either the interference gets stronger or its
modulation order decreases. Based on these results, we further
propose a novel fractional frequency reuse (FFR) scheme for
cellular systems.

Index Terms—Interference, downlink, MMSE, max log MAP,
BICM, OFDM.

I. INTRODUCTION

TO cope with the ever-increasing demands of higher

spectral efficiency, spatial dimension in the form of

MIMO and spectral dimension in the form of aggressive fre-

quency reuse factor, are being incorporated in modern wireless

communication systems as long term evolution (LTE), LTE-

Advanced and WiMax (IEEE 802.16m). Adaptive modulation

and coding schemes are being supported in the next generation

wireless systems which combined with the diversified data

services lead to variable transmission rate streams. These

system characteristics overall effectuate an interference-limited

system where one or two dominant interferences of variable

rates are limiting the performance of the cell edge users.

The conventional wireless systems deal with the interference

either by orthogonalizing the communication links in time

or frequency (interference avoidance) or allow the commu-

nication links to share the same degrees of freedom but

leaking just enough interference to meet a desired quality of
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service (QoS) [1] (interference containment). Both of these

approaches restrict the re-usability of the spectrum thereby

entailing an a priori loss of the degrees of freedom. In

the pursuit of higher spectral efficiency, modern wireless

systems advocate exhaustive frequency reuse which leads to an

interference-limited system especially for the cell edge users.

Spatial degrees of freedom (multiple antennas) available at the

users can be used to attenuate or cancel these interferences

(interference rejection). Amongst the possible choices, linear

minimum mean square error (MMSE) receiver [2] is being

considered as a likely candidate for future cellular systems

[3].

Multiple-antenna systems have been studied in the presence

of single or multiple antenna interferences as in [4, 5] and

references therein, but these interferences are assumed to be

Gaussian. Recently focus has shifted on how to intelligently

exploit the knowledge and/or the structure of dominant discrete

interferences instead of assuming them Gaussian and merging

them in noise or nulling them out. However this exploitation

comes at the cost of enhanced detection complexity. The

principal question in this context is, how many dominant

interferences a cell-edge user is confronted with? We argue

that the systematized architecture of cellular systems would

restrict this number to one or two (see Fig. 1) while other inter-

ferences from relatively far cells would be weaker due to path

losses. To exploit these dominant interferences, we propose

a low complexity matched filter (MF) based receiver. Unlike

MMSE receiver which is based on the unrealistic assumption

of Gaussianity for the interferences [6], the proposed receiver

considers interferences to be from discrete constellations and

subsequently exploits their structure in the detection process.

This MF based receiver is a low complexity adaptation of the

max log MAP receiver [7] (practical version of the maximum

likelihood receiver) which successfully reduces one complex

dimension of the system. To the best of authors’ knowledge,

the result of the reduction of one complex dimension has

not been known in the literature. We also show that the

proposed receiver not only has full diversity but it also exhibits

a coding gain (the horizontal shift of the BER curve) as

either the interference gets stronger or its modulation order

(rate) decreases. For comparison purposes, we also include the

analysis of linear MMSE receiver which has been extensively

studied in the literature both for the case of single [8] and

multiple equal and unequal power interferers [9, 10]. We

show again the well known result that MMSE detection loses

one diversity order in the presence of one interferer [11]. In

addition we show that MMSE detection, being independent

of the interfering constellation, suffers from a coding loss
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as the interference gets stronger which is evident as MMSE

detection does not exploit the interference structure in the

detection process. Based on the coding gain of the proposed

receiver with reference to the strength and the modulation

order of the interfering stream, we further propose a novel

fractional frequency reuse (FFR) scheme which is not only

characterized by improved spectral efficiency but is also more

energy efficient than the traditional FFR strategies.

Regarding notations, we will use lowercase or uppercase

letters for scalars, lowercase boldface letters for vectors and

uppercase boldface letters for matrices. (.)
T

, (.)
∗

and (.)
†

indi-

cate transpose, conjugate and conjugate transpose operations

respectively. |.| and ‖.‖ indicate norm of scalar and vector.

The notation E (.) denotes the mathematical expectation while

Q (y) = 1√
2π

∫∞
y

e−x2/2dx denotes the Gaussian Q-function.

AM×N indicates a matrix A with M rows and N columns

whereas λi (A) indicates i-th eigenvalue of A. vec (A) denotes

the vectorization operator which stacks the columns of A while

the element at the i-th row and j-th column of matrix A is

denoted as A (i, j). The matrix In is the n×n identity matrix.

The paper is divided into eight sections. In section II

we define the system model while section III gives insight

into the mutual information analysis of the desired stream

in the presence of the interfering stream. In section IV, we

give an overview of the MMSE receiver and derive the low

complexity MF based receiver. Section V encompasses the

pairwise error probability (PEP) analysis of these receivers

which is followed by simulation results. Section VII discusses

some relevant applications of interference suppression and the

paper is subsequently concluded.

II. SYSTEM MODEL

We consider the downlink of a single frequency reuse

cellular system (as shown in Fig. 1) with nr antennas at the

user and the base stations (BSs) using antenna cycling [12] for

transmission with each stream (codeword) being transmitted

by one antenna in any dimension. Bit interleaved coded

modulation (BICM) [7] because of its improved diversity over

fading channels and OFDM for the reason of its associated

low complexity equalization have made their ways into the

ongoing wireless standardizations as LTE [13], LTE-A [14]

and WiMax. We therefore assume that the BSs use BICM

based OFDM system for the downlink transmission. x1 is the

symbol of the desired stream x1 over a signal set χ1 ⊆ C
with a Gray labeling map µ1 : {0, 1}log2

|χ1| → χ1 where

|χ1| = M1 is the cardinality of the constellation. x2 is the

symbol of the dominant interference stream x2 over signal

set χ2 where |χ2| = M2. Interferences from relatively distant

cells are weaker and are therefore merged in noise [15].

During the transmission at BS-1, code sequence c1 is

interleaved by π1 and then is mapped onto the signal sequence

x1 ∈ χ1. Bit interleaver for the first stream can be modeled as

π1 : k
′

→ (k, i) where k
′

denotes the original ordering of the

coded bits ck′ of the first stream, k denotes the subcarrier index

of the signal x1,k and i indicates the position of the bit ck′ in

the symbol x1,k. Assuming that the cyclic prefix of appropriate

length is added to the OFDM symbols, transmission at the k-

h1 h2

BS-1 BS-2User

x1 x2

Fig. 1. Interference in cellular network. x1 is the desired signal while x2

is the dominant interference signal from neighboring cell. Interferences from
other cells are weaker.

th frequency tone after cascading IFFT at the BS and FFT at

the user is given as

yk = h1,kx1,k + h2,kx2,k + zk = Hkxk + zk, k = 1, · · · , T
(1)

where T is the total number of frequency tones, Hk =
[h1,k h2,k] is the virtual MIMO channel from two BSs to

the user at the k-th frequency tone and xk = [x1,k x2,k]
T

.

Each subcarrier corresponds to a symbol from a constellation

map χ1 for the first stream and χ2 for the second stream.

yk, zk ∈ C
nr are the vectors of the received symbols and

circularly symmetric complex white Gaussian noise of double-

sided power spectral density N0/2 at nr receive antennas.

The noise also contains weaker interferences from relatively

distant BSs. h1,k ∈ C
nr is the vector characterizing flat fading

channel response from the first BS to nr receive antennas at

the k-th subcarrier. The complex symbols x1,k and x2,k of

two streams are assumed to be independent with variances σ2
1

and σ2
2 respectively. The channels at different subcarriers are

also assumed to be independent. For spatial correlation, we

consider Kronecker correlation model, i.e.

Hk = ΨΨΨ
1/2
R WkΨΨΨ

1/2
T (2)

where Wk is the spatially white (Rayleigh iid) MIMO channel.

ΨΨΨR is the nr ×nr receive while ΨΨΨT is the 2×2 transmit cor-

relation matrix between two BSs. This correlation model also

known as doubly correlated channel model where correlation

is in the product form of transmit and receive correlation was

verified and analyzed in several investigations (see e.g. [16–

21]). For the structure of the correlation, we consider a simple

single-parameter exponential correlation matrix model [22].

III. AN INFORMATION-THEORETIC VIEW

To outline the significance of the strength and the mod-
ulation order of dominant interference in the detection of
desired stream, we focus on the mutual information analysis.
Here we do not resort to the simplifying Gaussian assumption
for the interference but consider it to be discrete belonging
to a finite QAM constellation. Assuming perfect CSI at the
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Fig. 2. Mutual information of the desired stream x1 =16QAM in the presence of interference stream x2 for different constellations. In Fig. (a), interference
is of the same strength as the desired stream, i.e. σ2

2/σ
2
1 = 1 whereas in Fig. (b), the strength of interference stream relative to the desired stream, i.e. σ2

2/σ
2
1

is varied while SNR is fixed to 11dB. Note that random interference refers to the case when interference is not static but changes randomly between QPSK,
16QAM and 64QAM.

receiver (user) and dropping the frequency index for notational
convenience, the conditional mutual information (for a given
channel realization) of desired stream is given as

I (Y;X1|H = H) = H (X1|H = H)−H (X1|Y,H = H)

= logM1−
1

M1M2

∑

x1

∑

x2

∫

y

p (y|x1, x2,H = H)

× log

∑

x
′

1

∑

x
′

2

p
(

y|x
′

1, x
′

2,H = H

)

∑

x
′

2

p
(

y|x1, x
′

2,H = H
) dy (3)

Note that x
′

1 ∈ χ1 and x
′

2 ∈ χ2. p (y|x1, x2,H = H) for
a given channel realization is the probability of Gaussian
noise, i.e. p (z), so (3) can be approximated numerically using
sampling (Monte-Carlo) methods with Nz realizations of the
noise, i.e.

I (Y;X1|H = H) = logM1 −
1

M1M2Nz

×









∑

x1

∑

x2

Nz
∑

z

log

∑

x
′

1

∑

x
′

2

exp

[

− 1
N0

∥

∥

∥y − h1x
′

1 − h2x
′

2

∥

∥

∥

2
]

∑

x
′

2

exp
[

− 1
N0

∥

∥y − h1x1 − h2x
′

2

∥

∥

2
]









(4)

Averaging over channel leads to

I (Y;X1|H) = EH [I (Y;X1|H = H)] (5)

For comparison purposes, we consider the case when the
desired stream x1 belongs to finite alphabet (x1 ∈ M1) but the
interference stream is Gaussian. Estimation of the conditional
mutual information of the desired stream using Monte-Carlo
simulations is given as

I (Y;X1|H = H)= logM1−
1

M1Nz

×









∑

x1

Nz
∑

z

log

∑

x
′

1

exp

{

−
[

y−h1x
′

1

]†(

σ2
2h2h

†
2+N0I

)−1[

y−h1x
′

1

]

}

exp

{

−[y−h1x1]
†
(

σ2
2h2h

†
2+N0I

)−1

[y−h1x1]

}









To segregate the effects of the modulation order and the

strength of the interference on the mutual information of the

desired stream, we carry out two sets of simulations. Fig. 2(a)

shows the effects of the modulation order (constellation size)

of the interference stream on the mutual information of the

desired stream where the strength of the interfering stream is

kept constant. It clearly illustrates that there is a significant

boost in the mutual information of the desired stream when

the interference stream is from discrete alphabets as compared

to the case when it belongs to Gaussian alphabets. Gaussian

alphabets are indeed entropy maximizers [23] but the same

is not true for Gaussian interference. Discrete interference

possesses the structure that can be exploited in the detection

process however if the interference is Gaussian, it is void

of any structure and therefore can not facilitate the detection

of the desired stream. Note that the gap between the mutual

information of Gaussian and discrete interference shrinks as

the constellation size of the interference stream increases. This

diminution of gap is related to the proximity of the behavior

of larger constellation interference to Gaussianity as both are

characterized by high peak to average power ratios. We have

also considered the case of random interference which may

arise due to different multi-user allocations in the interfering

cell.

Fig. 2(b) shows the effect of the strength of the inter-

ference on the mutual information of the desired stream

when SNR (of the desired stream) is kept constant. For

the case of interference belonging to discrete alphabets, the

mutual information of the desired stream first declines and

then increases as the interference gets stronger. This point

of transformation depends on the relative strength and the

constellation size of the interference stream to that of the

desired stream. As the strength of interference relative to

the SNR allows its partial decoding, the mutual information
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of the desired stream starts improving with the interference

strength. So as interference gets stronger, its structure can

be more effectively exploited thereby improving the mutual

information of the desired stream. However contrary is the

case for Gaussian interference where the mutual information

of the desired stream decreases as the interference stream gets

stronger. This analysis underlines the inevitability of a receiver

which is adept in exploiting the structure of interference in the

detection process instead of assuming it to be Gaussian.

IV. RECEIVERS

Though our focus in this paper is on the case of one

dominant interferer, we consider the general case where the

user faces (n−1) interferences from (n−1) BSs. Without loss

of generality, we assume that stream 1 is the desired stream

where the term ’stream’ means the codeword transmitted by

the BS.

A. Low complexity MF based receiver

For maximum likelihood (ML) soft detection of x1, the
receiver calculates log-likelihood ratios (LLRs) for all the bits
that constitute x1 by summing the Euclidean distances for the
values of x1, · · · , xn for which that particular bit of x1 is one
and zero thereby amounting to 2(|χ1|···|χn|) terms. In many
cases of practical interest, one resorts to the approximation of
replacing the sums with the largest term which is equivalent to
minimizing the Euclidean distance and is termed as max log
MAP approach [7]. LLR of a bit is the difference of two bit
metrics where that particular bit is one and zero respectively.
The max log MAP bit metric for the bit ck′ on the first stream
(desired stream) at the k-th subcarrier is given as [24]

Λi
1

(

yk, ck′

)

≈ min
x1∈χi

1,c
k
′
,x2∈χ2,··· ,xn∈χn

‖yk−h1,kx1− · · ·− hn,kxn‖
2

(6)

where χi
1,c

k
′

denotes the subset of the signal set x1 ∈ χ1

whose labels have the value ck′ ∈ {0, 1} in the position i. As
the minimization in (6) involves a search over all constellation
points of interferences and half the constellation points of the
desired stream, so it has a computational complexity in the
order of O (|χ1| · · · |χn|). Expanding further the bit metric
and grouping the terms containing xn, we get

Λi
1

(

yk, ck′

)

≈ min
x1∈χi

1,c
k
′
,x2∈χ2,··· ,xn∈χn

{

‖yk‖
2 +

n−1
∑

j=1

‖hj,kxj‖
2

+ 2

n−1
∑

j=1

n−1
∑

l=j+1

(

pjl,kx
∗
jxl

)

R
− 2

n−1
∑

j=1

(

yj,kx
∗
j

)

R

+2

n−1
∑

j=1

(

pjn,kx
∗
jxn

)

R
− 2 (yn,kx

∗
n)R + ‖hn,kxn‖

2

}

where yj,k = h
†
j,kyk is the MF output for the j-th BS and

pjl,k = h
†
j,khl,k is the cross correlation between the channels

of the j-th and l-th BSs at the k-th subcarrier. Breaking some

of the terms in their real and imaginary parts, we have

Λi
1

(

yk, ck′

)

≈ min
x1∈χi

1,c
k
′
···xn∈χn







n−1
∑

j=1

‖hj,kxj‖
2+2

n−1
∑

j=1

n−1
∑

l=j+1

(

pjl,kx
∗
jxl

)

R

− 2

n−1
∑

j=1

(

yj,kx
∗
j

)

R
+ ‖hn,k‖

2
x
2
n,R + ‖hn,k‖

2
x
2
n,I

+ 2

(

n−1
∑

j=1

(pjn,k,Rxj,R + pjn,k,Ixj,I)− yn,k,R

)

xn,R

+2

(

n−1
∑

j=1

(pjn,k,Rxj,I − pjn,k,Ixj,R)− yn,k,I

)

xn,I

}

(7)

where subscripts (a)R or aR indicate the real part and
(a)I or aI indicate the imaginary part of a. For xn be-
longing to the equal energy alphabets, the value of its real
part xn,R and its imaginary part xn,I which minimize (7)
need to be in the opposite directions of their multiplica-

tive factors, i.e.
(

∑n−1
j=1 (pjn,k,Rxj,R+pjn,k,Ixj,I)−yn,k,R

)

and
(

∑n−1
j=1 (pjn,k,Rxj,I−pjn,k,Ixj,R)−yn,k,I

)

respectively

thereby evading the search on |χn| constellations points of
xn and reducing one complex dimension of the system, i.e.

Λi
1

(

yk, ck′

)

≈ min
x1∈χi

1,c
k
′
, ··· , xn−1∈χn−1

{

n−1
∑

j=1

‖hj,kxj‖
2

+ 2

n−1
∑

j=1

n−1
∑

l=j+1

(

pjl,kx
∗
jxl

)

R
− 2

n−1
∑

j=1

(

yj,kx
∗
j

)

R

− 2

∣

∣

∣

∣

∣

n−1
∑

j=1

(pjn,k,Rxj,R+pjn,k,Ixj,I)−yn,k,R

∣

∣

∣

∣

∣

|xn,R|

−2

∣

∣

∣

∣

∣

n−1
∑

j=1

(pjn,k,Rxj,I−pjn,k,Ixj,R)−yn,k,I

∣

∣

∣

∣

∣

|xn,I |

}

For xn belonging to non-equal energy alphabets, the problem
of finding xn,R and xn,I which minimize (7) is the minimiza-
tion problem of a quadratic function and these are given as

xn,R → −

∑n−1
j=1 (pjn,k,Rxj,R+pjn,k,Ixj,I)−yn,k,R

‖hn,k‖
2

xn,I → −

∑n−1
j=1 (pjn,k,Rxj,I−pjn,k,Ixj,R)−yn,k,I

‖hn,k‖
2

(8)

where → indicates the quantization process in which amongst

the finite available points, the point closest to the calculated

continuous value is selected, i.e. if xn belongs to 64QAM,

then instead of searching 64 constellation points for the

minimization of (7), the metric (8) reduces it to merely

2 operations thereby trimming down one complex dimen-

sion. This bit metric implies the reduction in complexity

to O (|χ1| · · · |χn−1|). Note that this result is also valid for

the general multi-stream (spatially multiplexed) single-user

MIMO systems. The reduction of one complex dimension

without any additional processing is a fundamental result for

lower dimensional systems. Additionally this bit metric being

based on the MF outputs and channel correlations implies

straightforward hardware implementation. The intricacy in the

practical implementation of a higher dimensional MIMO sys-

tem due to space (requisite antenna spacing) and technology
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constraints underlines the significance of complexity reduction

algorithms for lower dimensional systems.

The prerequisites of the proposed receiver are the knowl-

edge of interference channel and its constellation. Moreover

BSs need to be synchronized in time division duplex (TDD)

mode however this constraint is not compelling in frequency

division duplex (FDD) mode. Transmission of orthogonal pilot

signals by the neighboring BSs is a requisite to enable the

users to estimate the interference channels. As an example, we

consider how these prerequisites can be met in 3GPP LTE. The

orthogonality among pilot signals can be achieved as 3GPP

LTE considers three non-overlapping formats of pilot signals

[13]. However these pilot signals of the neighboring BS would

interfere with the control information or data of the desired BS.

The downlink control information (DCI) is heavily protected

(coded) [13] so user after decoding its control information

can strip it off thereby leading to clean pilot signals of the

interfering BS. As the DCI in 3GPP LTE does not include the

information of interfering constellation, we shall later discuss

(Sec VI) a MF based blind receiver which is unaware of the

knowledge of the constellation of interference.

B. Linear MMSE receiver

The linear MMSE filter to detect first stream is given by

f1,k =
(

h
†
1,kR−1

2,kh1,k + σ−2
1

)−1

R−1
2,kh1,k

where R2,k =
∑n

l=2 σ
2
l hl,kh

†
l,k + N0I. After the application

of MMSE filter, we get

yk = f
†
1,kyk = αkx1,k + zk

where αk = f
†
1,kh1,k and zk is assumed to be zero mean

complex Gaussian random variable with variance Nk =
f
†
1,kR2,kf1,k. Gaussianity has been assumed for the post detec-

tion interference which increases the sub-optimality of MMSE,

notably in the case of less number of interferers [25].

V. PEP ANALYSIS

In this section we carry out the PEP analysis of the proposed

low complexity MF based receiver [26] and MMSE receiver

for the case of one dominant interferer.

A. Low complexity MF based receiver

The PEP between correct codeword c1 and error codeword

ĉ1, i.e. P (c1 → ĉ1) = P
ĉ
1

c
1

has been derived in Appendix A
and is given as

P
ĉ
1

c
1
≤
1

2

(

4N0

σ2
1 d̆

2
1,min

)κdfree
(

κ
∏

l=1

1

(λl (ΨΨΨR))
dfree

)(

1

[θ]dfree

)κ

×











dfree
∑

j=0

C
dfree

j

(P (̂x2,k 6=x2,k))
j (1−P (̂x2,k 6=x2,k))

dfree−j

(

1+
σ2

2
d̆2
2,min

σ2

1
d̆2
1,min

)jκ











(9)

where d2j,min = σ2
j d̆

2
j,min with d̆2j,min being the normalized

minimum distance of the constellation χj for j = {1, 2} and

κ = rank (ΨΨΨR). dfree is the minimum Hamming distance of

the code. [θ]
dfree indicates the product θ1θ2 · · · θdfree

where θs
are related to the eigenvalues of the transmit correlation matrix

and are given by (15) in Appendix A. C
dfree

j is the binomial

coefficient while P (x̂2,k 6= x2,k) is the uncoded probability
that the output of max log MAP detector x̂2,k is not equal
to the actual transmitted symbol x2,k and has been derived in
Appendix C. Note that for the case of no transmit but only
receive correlation, the PEP is upper bounded as

P
ĉ
1

c
1
≤

1

2

(

4N0

σ2
1 d̆

2
1,min

)κdfree
(

κ
∏

l=1

1

(λl (ΨΨΨR))
dfree

)

×











dfree
∑

j=0

C
dfree

j

(P (̂x2,k 6=x2,k))
j (1−P (̂x2,k 6=x2,k))

dfree−j

(

1+
σ2

2
d̆2
2,min

σ2

1
d̆2
1,min

)jκ











while for the case of iid fading, PEP is upper bounded as

P
ĉ
1

c
1
≤

1

2

(

4N0

σ2
1 d̆

2
1,min

) nrdfree

×











dfree
∑

j=0

C
dfree

j

(P (̂x2,k 6=x2,k))
j (1−P (̂x2,k 6=x2,k))

dfree−j

(

1+
σ2

2
d̆2
2,min

σ2

1
d̆2
1,min

)jnr











These expressions show that the MF based receiver achieves

full diversity of the system, i.e. κdfree which increases to

nrdfree when ΨΨΨR is full rank. The rank of the receive correla-

tion matrix affects the diversity order while the eigenvalues of

the transmit and receive correlation matrices affect the coding

gain. Another interesting result is that the coding gain of

MF based receiver increases as the interference gets stronger

relative to the desired stream, i.e. σ2
2 > σ2

1 or the modulation

order/constellation size of interference decreases relative to the

desired stream, i.e. d̆22,min > d̆21,min.

B. PEP Analysis - MMSE receiver

PEP for MMSE receiver for the case of receive correlation
matrix to be full rank has been derived in Appendix B and is
given as

P
ĉ
1

c
1

≤
1

2

(

4N0

σ2
1 d̆

2
1,min

)dfree(nr−1) (

4

σ2
1 d̆

2
1,min

)dfree

×
(

nrσ
2
2 +N0

)dfree

nr
∏

i=1

1

λi (ΨΨΨR)
dfree

(10)

thereby indicating the diversity order of dfree (nr − 1). (10)

not only demonstrates the well known result of the loss of

one diversity order in MMSE detection in the presence of one

interferer [27] but also exhibits a coding loss as the interfer-

ence gets stronger which is contrary to the case of MF based

receiver. Interestingly, the performance of MMSE receiver is

not dependent on the modulation order of interference which

is again divergent from the MF based receiver.

VI. SIMULATION RESULTS

We carry out three sets of simulations and compare the

performance of low complexity MF based receiver and linear
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interference stream x2 is QPSK, 16QAM and 64QAM. Amongst the curves
of MF based receiver, dashed lines indicate SIC based detection. 64 state,
rate-1/2 convolutional code is used while the SNR is 11 dB.

MMSE receiver. In the first set of simulations, we consider

the effects of the strength and the modulation order of in-

terference on both the receivers while second set reflects on

the significance of the knowledge of interfering constellation

for the MF based receiver. Third set considers realistic channel

models and shows the degrading effects of spatial and spectral

correlation on both receiver structures. In the simulation setup,

we consider 2 BSs, each using BICM OFDM system for

downlink transmission using the de facto standard, 64 state

(133, 171) rate-1/2 convolutional encoder of 802.11n standard

or the punctured rate 1/2 turbo code1 of 3GPP LTE [13].

For the first two sets of simulations, we consider an ideal

OFDM based system (no ISI) with fully interleaved channel

while for the third set, we consider realistic 3GPP LTE channel

models [28]. We assume antenna cycling at the BS and receive

diversity at the user with two antennas. We assume perfect

channel state information (CSI) at the user and no CSI at the

BSs. Furthermore, all mappings of the coded bits to QAM

symbols use Gray encoding. In the simulations, we look at

the frame error rates (FER) of the desired stream with the

frame length of 1056 information bits.

To segregate the effects of the strength and the modulation

order of interference stream in the first set of simulations,

SNR (of desired stream) is kept constant as interference

gets stronger while the channel is considered to have iid

Gaussian matrix entries. Fig. 3 shows the simulated FERs of

the desired stream. These results show that the performance of

MMSE detection is independent of the modulation order of the

interference stream but its dependence on interference strength

is considerable. The performance substantially degrades as the

interferer gets stronger. Contrary is the case for the low com-

plexity MF based receiver, where a significant improvement is

observed in the performance as the interference gets stronger

1The LTE turbo decoder design was performed using the coded modulation
library www.iterativesolutions.com
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x2=Random
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Fig. 4. Effect of the knowledge of interfering constellation. Continuous lines
indicate the case when user has the knowledge of interfering constellation
and the detection is done by MF based receiver (MF Rx) while dotted lines
indicate the case when user does not have this knowledge and assumes the
interference to be from 64QAM (Blind Rx). Dashed lines indicate detection
by MMSE receiver (MMSE Rx). The case of random interference is also
considered where interference is randomly generated from QPSK, 16QAM
and 64QAM. Note that σ2

2/σ
2
1 = 1. LTE turbo code (rate 1/2) is used with

maximum of 5 decoding iterations using max log MAP decoder.

especially when interference has a lower modulation order as

compared to the desired stream. In such a case, we have also

considered successive interference cancellation (SIC) based

detection, i.e. when interference strength allows its detection,

user first detects interference by the MF based receiver, strips

it out and then detects the desired stream. In the case when

interference has a higher modulation order as compared to

the desired stream, the performance of MF based receiver

would improve when the interference stream is substantially

stronger than the desired stream, a case unlikely to occur in

the cellular scenario due to handover algorithms. Improvement

in the performance of MF based receiver as interference gets

stronger is attributed to the partial decoding of the interference

[29]. It is also observed that for a given interference level, the

performance is generally degraded as the modulation order of

the interfering stream increases. The performance gap with

respect to the MMSE receiver decreases as the desired and

the interference streams grow in the constellation sizes. This

trend can be attributed to the proximity of the behavior of these

larger constellations to Gaussianity due to their high peak to

average power ratio and further to the optimality of MMSE

detection for Gaussian alphabets.

MF based receiver needs knowledge of the interfering

constellation and the transmission of this information entails

signaling overhead. In the second set of simulations, we

look at the significance of this information by considering

two cases, i.e. when the user has knowledge of interfering

constellation and when the user does not have this knowledge.

For the latter case, user assumes interference from 64QAM,

i.e. the highest possible modulation order in LTE and LTE-

Advanced and the corresponding results are shown in Fig. 4.

To avoid congested figure, we have not shown the results
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Fig. 5. Effect of spatial correlation. Desired stream x1 is 16QAM while
interference stream x2 is QPSK. Continuous lines indicate low complexity MF
based receiver while dashed lines indicate linear MMSE receiver. LTE turbo
code (rate 1/2) is used with maximum of 5 decoding iterations using max
log MAP decoder. ρ and τ are the receive and transmit correlation parameters
as per exponential correlation model [22].

for assuming unknown interference to be QPSK or 16QAM

which in fact lead to much degraded performance. This is

attributed to the fact that assuming unknown interference

to be from a higher order modulation amongst the possible

modulation alphabets includes the lower modulation orders

as special cases (with proper scaling), however the converse

is not true. Note that the gains of exploiting the structure

of lower modulation order interference can not be realized

once the interfering constellation is not known. Assuming

interference to be 64QAM once it actually belongs to QPSK

constellation leads to approximately the same performance

once the interference is actually from 64QAM. In a more

realistic scenario, the allocation of subcarriers to the users

in the neighboring cell may not coincide with the subcarrier

allocation to users in the cell under consideration thereby

resulting into different interfering constellations on different

subcarriers. To take this into account, we have considered the

case of non-static interference which is randomly generated

from QPSK, 16QAM and 64QAM constellations and the user

assumes this random interference to be from 64QAM. Perfor-

mance curves for assuming interference to be from 64QAM

(dotted lines) once the interference is actually from QPSK,

16QAM, 64QAM and random are very close to each other.

This assumption is therefore a suitable compromise though

the gains of exploiting lower modulation order interference can

only be realized once the users have knowledge of interfering

constellation. This analysis motivates the information of inter-

fering constellation to be included in the control information

in future wireless systems as ongoing standardization of LTE-

Advanced [30].

Third set of simulations looks at the degrading effects of

spatial and spectral correlation. For the structure of the spatial

correlation matrix, we have considered exponential correlation

matrix model [22] and the results are shown in Fig. 5. To study
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Typical Urban − MF
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Fig. 6. Effect of spectral correlation. 3GPP LTE channel models [28] are
considered. The subcarrier spacing is 15KHz and the bandwidth is 20MHz
as per 3GPP LTE. Desired stream x1 is 16QAM while interference stream
x2 is QPSK. Continuous lines indicate detection by MF based receiver while
dashed lines indicate linear MMSE detection. LTE turbo code (rate 1/2) is
used with maximum of 5 decoding iterations using max log MAP decoder.

the effect of spectral correlation, we have considered 3GPP

LTE channel model introduced in [28] for three representative

scenarios, i.e. pedestrian, vehicular and typical urban scenario

and the results are shown in Fig. 6. The transmission chain

is dominantly LTE compliant with 15KHz subcarrier-spacing

and 20 MHz system bandwidth. The results show that the

degrading effect of spatial and spectral correlation is more

pronounced for MMSE receiver as compared to the case of

MF based receiver as the SNR gap between the performance

of MMSE receiver and MF based receiver increases once there

is spatial or spectral correlation in the channel. As there is less

frequency diversity in the channel for the pedestrian scenario,

the performance of MMSE detection is further degraded. Note

that we have not plotted the upper bounds of error probability

in these simulation results to avoid congested figures. These

PEP bounds in fact give us an understanding of the behavior of

the desired stream in the presence of interference stream under

different scenarios and the simulation results have verified the

findings of PEP analysis.

VII. NOVEL FRACTIONAL FREQUENCY REUSE SCHEME

FFR has mainly been discussed in the cellular network

standardization as 3GPP and 3GPP2 [31] with the objective

of interference avoidance for the cell-edge users as shown

in Fig. 7a. By splitting the given bandwidth into an inner

and an outer part and their subsequent allocation to near and

far users with different powers and frequency reuse factors,

it targets zero interference and subsequently low complexity

single-user detection for cell-edge users. In this section, we

contest this idea and propose a novel FFR scheme (Fig. 7b)

with enhanced spectral efficiency showing that by allowing

limited interference, we can still achieve the objective of

low complexity detection by employing earlier proposed MF

based receiver. Frequency reuse factor for the cell-edge users
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TABLE I
THE PERCENTAGE DIFFERENCE: (Pu − Pnu) /Pu BETWEEN NONUNIFORM RATE STREAMS AND UNIFORM RATE STREAMS. HERE 3GPP RATE 1/2

TURBO CODE IS USED.

Cell Edge Users Uniform Nonuniform Efficiency

Cell 1 Cell 2 Pu =
σ2

1

N0

+
σ2

2

N0

Pnu =
σ2

1

N0

+
σ2

2

N0

%

User 1=3bps/Hz, User 2=1bps/Hz User 1=3bps/Hz, User 2=1bps/Hz 50.94+2.59 18.62+18.62 30.43%

User 1=2bps/Hz, User 2=1bps/Hz User 1=2bps/Hz, User 2=1bps/Hz 12.47+2.59 6.37+6.37 15.41%

User 1=3bps/Hz, User 2=2bps/Hz User 1=3bps/Hz, User 2=2bps/Hz 50.94+12.47 28.94+28.94 8.72%

reduces from 3 to 1.5 [32] thereby improving the spectral

efficiency. The modulation order or rate of this out-of-cell

interference can be managed to allow its effective exploitation

in the detection process which further improves the energy

efficiency of the network. To achieve this, subcarrier allocation

is combined with the rate allocation to take advantage of the

effective exploitation of relatively lower rate interference in the

detection process. This exploitation leads to the reduction of

the required SNR at the user while ensuring a predefined QoS

which subsequently leads to the minimization of the transmit

power at the BSs.

To illustrate the energy savings by the exploitation of lower

rate interference, we consider the effects of different rates of

interference on the detection by the MF based receiver as

shown in Fig. 8. The simulation settings are same as for Fig. 4.

To signify energy savings, we focus on the required SNR for

each value of interference-to-signal ratio (σ2
2/σ

2
1) to achieve

the desired QoS, i.e. FER of 10−2. It shows that when the

interference x2 has a lower rate as compared to the desired

stream x1, the required SNR of x1 for meeting the required

QoS decreases with the increase of interference strength which

can be attributed to the partial decoding of interference by

the MF based receiver. So the BSs need to transmit with

lower power if there is lower rate interference in the system as

compared to the case when higher rate interference is present

in the system.

For the system level perspective, we consider a simple

example of two neighboring cells using the proposed FFR

strategy thereby doubling the spectral efficiency for far (cell-

edge) users [32]. These users will be subsequently facing one

dominant interference from the neighboring cell. We focus on

the two cell edge users in each cell, one out of which is a

high data rate user while the other is a low data rate user. To

demonstrate the energy efficiency of exploiting the lower rate

interference, we consider two ways of subcarriers assignment.

In one way which we call as uniform allocation, same group

of subcarriers in both the cells is used to serve high data rate

users while another group is allocated to low data rate users.

In this case, users in each cell see interference of nearly the

same modulation order as the desired stream so users will not

be able to effectively exploit this equivalent rate interference.

In the second way of subcarriers assignment which we call

as nonuniform allocation, the group of subcarriers allocated

to the high data rate users in one cell will be allocated to the

low data rate users in the neighboring cell and vice versa. So

the users in one cell will see lower rate interference and will

be able to effectively exploit this interference while the users

in the other cell will see interference from higher rate and

will not be able to effectively exploit this interference. Table.

I demonstrates the energy efficiency of nonuniform allocation

with reference to uniform allocation for the above mentioned

scenario. The power indicated is the sum power of both the

cells required to achieve the FER of 10−2 for the users. The

energy efficiency of nonuniform allocation decreases as the

difference between the rates of two streams decreases which

can be attributed to the reduction in the ability of exploiting

the interference structure. Note that as the coding rate is fixed

to 1/2, so the user rates correspond to fixed modulation order,

i.e. 3bps/Hz, 2bps/Hz and 1bps/Hz correspond to 64QAM,

16QAM and QPSK respectively.

The proposed FFR can also be extended to the satellite com-

munications via spot beams where different antenna groups

on a satellite have different non-overlapping coverage areas.

The idea of effective exploitation of the lower rate/modulation

order interference can also be stretched to cellular networks

with the frequency reuse of one or to the soft frequency reuse.

In cellular scenario, near users enjoying a higher SNR have

higher rates/modulation orders as compared to the far users
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suffering from the path loss. Allotment of the same frequency

subbands to the near users of one cell as the frequency

subbands allocated to the far users of the neighboring cell shall

enable higher rate users to exploit the lower rate interferences.

VIII. CONCLUSIONS

We have focused in this paper on the scenario of interference

suppression and have proposed a low complexity MF based

receiver which exploits the structure of interference in miti-

gating its effects. We have studied the effects of the strength

and the modulation order of interference on the performance

of the MF based receiver and linear MMSE receiver and

have shown that where MMSE detection loses one order of

diversity, the MF based receiver recuperates this lost diversity

order. Moreover as the interference gets stronger, the MF

based receiver has a coding gain whereas MMSE receiver

suffers from a coding loss. We have further shown that where

MMSE detection is independent of the modulation order of

interference stream, the MF based receiver benefits from a

coding gain as the modulation order or rate of interference

trims down. In addition we have also considered the effect

of correlation on these receivers. Degrading effect of the

correlation is less pronounced for the MF based receiver as

compared to MMSE receiver especially in the cases when

interference because of its relative rate or strength allows its

partial decoding. The idea of effective exploitation of lower

rate interference by low complexity MF based receiver led to

the proposition of a novel FFR scheme which is both spectrally

and energy efficient than state of the art FFR scheme.

APPENDIX A

DERIVATION OF PEP OF LOW COMPLEXITY MF BASED

RECEIVER

As the proposed MF based receiver is a low complexity
version of the max log MAP receiver, so the conditional

PEP between correct codeword c1 and error codeword ĉ1, i.e.

P
(

c1 → ĉ1|H
)

= P
ĉ
1

c
1
|H

is given as [33]

P
ĉ
1

c
1
|H

= P





∑

k
′

min
x1∈χi

1,c
k
′
,x2∈χ2

1

N0
‖yk − h1,kx1 − h2,kx2‖

2 ≥

∑

k
′

min
x1∈χi

1,ĉ
k
′
,x2∈χ2

1

N0
‖yk − h1,kx1 − h2,kx2‖

2





(11)

where H = [H1 · · ·HN ] is the channel for the transmission
of codeword c1. Assume d (c1 − ĉ1) = dfree for c1 and ĉ1
under consideration for PEP analysis, which is the worst case
scenario between any two codewords as dfree is the minimum
Hamming distance of the code. Therefore, inequality on the
right hand side of (11) shares the same terms on all but dfree
summation points for which ĉk′ = c̄k′ where (̄.) denotes the
binary complement. Let

x̃1,k, x̃2,k=arg min
x1∈χi

1,c
k
′
,x2∈χ2

1

N0
‖yk−h1,kx1−h2,kx2‖

2

x̂1,k, x̂2,k=arg min
x1∈χi

1,c̄
k
′
,x2∈χ2

1

N0
‖yk−h1,kx1−h2,kx2‖

2
(12)

As x1,k and x2,k are the transmitted symbols so

‖yk−h1,kx1,k−h2,kx2,k‖
2≥‖yk−h1,kx̃1,k−h2,kx̃2,k‖

2
. The

conditional PEP is given as

P
ĉ
1

c
1
|H

≤ Q







√

√

√

√

∑

k,dfree

1

2N0
‖Hk (x̂k − xk)‖

2







= Q

(

√

1

2N0
vec
(

H
†
)†

∆∆∆vec
(

H
†
)

)

where ∆∆∆ = Inr
⊗ DD† while D2K×K =

diag
{

x̂1 − x1, x̂2 − x2, · · · , x̂k,dfree − xk,dfree

}

where K = dfree. Note that H =

[H1 · · ·HK ] = ΨΨΨ
1/2
R [W1 · · ·WK ]

(

IK ⊗ΨΨΨ
1/2
T

)

=

ΨΨΨ
1

2

RWnr×2K

(

IK ⊗ΨΨΨ
1/2
T

)

. Using the Chernoff bound

Q (x) ≤ 1
2 exp

(

−x2

2

)

[34] and the Kronecker product

identity vec (AXB) =
(

BT ⊗ A
)

vec (X) [35], we get

P
ĉ
1

c
1
|H

≤

1

2
exp

(

−1

4N0
vec
(

W
†
)†

(ΨΨΨR)
T⊗
(

IK⊗ΨΨΨ
1/2
T

)

DD
†
(

IK⊗ΨΨΨ
†/2
T

)

vec
(

W
†
)

)

(13)

where we have used the identities (A⊗B)
†
= A† ⊗ B†,

(A⊗ C) (B ⊗D) = AB⊗CD and the relation ΨΨΨ
T/2
R ΨΨΨ

∗/2
R =

ΨΨΨT
R. Using the MGF of Hermitian quadratic form of a Gaus-

sian random variable [36] and proceeding on the lines similar
to [37], (13) can be rewritten as

P
ĉ
1

c
1
≤

1

2 det
(

I + 1
4N0

(ΨΨΨR)
T ⊗ DD† (IK ⊗ΨΨΨT )

) (14)
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which involves the identity, i.e. det (I + A ⊗ BC) =
det (I + A ⊗ CB), which can be proved as

det (I + A ⊗ BC) = det (I + (A ⊗ B) (I ⊗ C))

= det (I + A ⊗ CB)

(14) can be further extended as

P
ĉ
1

c
1

(a)

≤
1

2

dfree
∏

k=1

κ
∏

l=1

4N0

λl (ΨΨΨR)λk

(

DD† (IK ⊗ΨΨΨT )
)

(b)
=

1

2

dfree
∏

k=1

κ
∏

l=1

4N0

λl (ΨΨΨR) θk ‖x̂k − xk‖
2

In (a) we have first used the identity det (I + A) =
∏

i (1 + λi (A)) which is followed by the identity
λ (A ⊗ B) = λ (A) ⊗ λ (B). Note that κ = rank (ΨΨΨR).
More facts are needed in (a). Let A is m×n matrix and B is
n × k with rank n, then rank (AB) = rank (A) [35]. For (b),

we have considered the eigenvalues of (DD†)2K×2K , i.e.

λk

(

DD
†
)

=

{

‖x̂k − xk‖
2

for k = 1, · · · , dfree
0 for k = dfree + 1, · · · , 2dfree

Assuming transmit correlation matrix to be full rank, the
eigenvalues of IK ⊗ΨΨΨT in increasing order are

λk (IK ⊗ΨΨΨT ) =

{

λ1 (ΨΨΨT ) for k = 1, · · · , dfree
λ2 (ΨΨΨT ) for k = dfree + 1, · · · , 2dfree

Using the lemma 1 of [38], we get

λk

(

DD
† (IK ⊗ΨΨΨT )

)

= θkλk

(

DD
†
)

(15)

so that for each k, there exists a positive real number θk such
that λ1 (ΨΨΨT ) ≤ θk ≤ λ2 (ΨΨΨT ). So

λk

(

DD
† (IK ⊗ΨΨΨT )

)

=

{

θk ‖x̂k − xk‖
2

for k = 1, · · · , dfree
0 for k = dfree + 1, · · · , 2dfree

Note that ‖x̂k − xk‖
2 ≥ d21,min + d22,min if x̂2,k 6= x2,k

and ‖x̂k − xk‖
2 ≥ d21,min if x̂2,k = x2,k. There exists 2dfree

possible vectors of
[

x̂2,1, · · · , x̂2,dfree

]T
based on the binary

criteria that x̂2,k is equal or not equal to x2,k. We call these

events as ξi where i = 1, · · · , 2dfree . Consider a particular

event ξm where amongst dfree terms of ‖x̂k − xk‖
2
, m terms

have x̂2,k 6= x2,k. Let the product of θs for these m terms
is denoted as [θ]

m
and the product of θs for the remaining

(dfree −m) terms is denoted as [θ]
m

′

. Conditioned on this
event ξm, we have

dfree
∏

k=1

κ
∏

l=1

λl (ΨΨΨR) θk ‖x̂k − xk‖
2

4N0
≥
((

d21,min + d22,min

)m
[θ]m

)κ

×

(

(

d21,min

)(dfree−m)
[θ]m

′
)κ
(

κ
∏

l=1

(λl (ΨΨΨR))
dfree

)

(

1

4N0

)κdfree

So conditional PEP for the correlated case is given as

P
ĉ
1

c
1
|ξm ≤

1

2

(

4N0

σ2
1 d̆

2
1,min

)κdfree
(

κ
∏

l=1

1

(λl (ΨΨΨR))
dfree

)

×

(

1

[θ]dfree

)κ
1

(

1 +
d2
2,min

d2
1,min

)mκ (16)

where [θ]
dfree indicates the product θ1θ2 · · · θdfree

. The
probability of this event ξm is given as

P (ξm) = (P (x̂2,k 6= x2,k))
m (1− P (x̂2,k 6= x2,k))

dfree−m

P (x̂2,k 6= x2,k) is the uncoded probability that the output

of max log MAP receiver x̂2,k is not equal to the actual

transmitted symbol x2,k and has been derived in Appendix C.

Considering all possible events ξis, the PEP is upper bounded

as (9) in section V.

APPENDIX B

PEP ANALYSIS OF MMSE RECEIVER

For the performance analysis of MMSE receiver, we con-
sider only receive correlation, i.e. channel matrix is given by

Hk = ΨΨΨ
1/2
R Wk. Conditional PEP for MMSE based on the

Gaussian assumption of post detection interference is given as

P
ĉ
1

c
1
|H
=P





∑

k
′

min
x1∈χi

1,c
k
′

1

Nk
|yk−αkx1|

2≥
∑

k
′

min
x1∈χi

1,ĉ
k
′

1

Nk
|yk−αkx1|

2





Let

x̃1,k = arg min
x1∈χi

1,c
k
′

1

Nk
|yk − αkx1|

2

x̂1,k = arg min
x1∈χi

1,c̄
k
′

1

Nk
|yk − αkx1|

2

Considering the worst case scenario d (c1 − ĉ1) = dfree and

using the fact that 1
Nk

|yk − αkx1,k|
2 ≥ 1

Nk
|yk − αkx̃1,k|

2
,

the conditional PEP is upper bounded as

P
ĉ
1

c
1
|H

≤ Q







√

√

√

√

∑

k,dfree

α2
k

2Nk
|x̂1,k − x1,k|

2







≤
1

2
exp



−
d21,min

4

∑

k,dfree

h
†
1,kR

−1
2,kh1,k





where we have used
α2

k

Nk
= h

†
1,kR−1

2,kh1,k, |x̂1,k − x1,k|
2 ≥

d21,min and the Chernoff bound. Note that

∑

k,dfree

h
†
1,kR

−1
2,kh1,k =

[

w
†
1,1, · · · ,w

†
1,dfree

]

(

Idfree
⊗ΨΨΨ

†
2

R

)

× diag
[

R
−1
2,1, · · · ,R

−1
2,dfree

]

(

Idfree
⊗ΨΨΨ

1

2

R

)

[

w
T
1,1, · · · ,w

T
1,dfree

]T

where diag
[

R−1
2,1, · · · ,R

−1
2,dfree

]

is a block diagonal matrix with

R−1
2,j as its blocks. Using the MGF [36], conditional PEP

conditioned on h2 =
[

h2,1, · · · ,h2,dfree

]

is upper bounded
as

P
ĉ
1

c
1
|h

2

≤
1

2
∏nrdfree

i=1

(

d2
1,min

4
λi

(

(

Idfree
⊗ΨΨΨR

)

diag
[

R−1
2,1, · · · ,R

−1
2,dfree

])

)

where we have used the identities det (I + AB) =
det (I + BA), (A ⊗ B) (C ⊗ D) = AC ⊗ BD and
det (I + A) =

∏

i (1 + λi (A)). We have also assumed that the
receive correlation matrix ΨΨΨR has full rank. Using the identity
that for full rank square matrices det(AB) = detA detB
thereby leading to

∏

i λi (AB) =
∏

i λi (A)
∏

l λl (B), PEP is
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further upper bounded as

P
ĉ
1

c
1
|h

2

≤
1

2

(

d2
1,min

4

)dfreenr
(

N−1
0

) dfree(nr−1)

×
1

∏nr

i=1 λi (ΨΨΨR)
dfree

∏dfree

l=1

(

σ2
2‖h2,l‖

2+N0

)−1

where we have considered the fact that the eigenvalues of
R−1

2,k are

λj

(

R
−1
2,k

)

=

{
(

σ2
2 ‖h2,k‖

2 +N0

)−1
, j = 1

N−1
0 , j = 2, · · · , nr

(17)

So the conditional PEP is upper bounded as (10) in section

V.

APPENDIX C

P(x̂2,k 6= x2,k)(x̂2,k 6= x2,k)(x̂2,k 6= x2,k)

We look at the uncoded probability that interfering symbol
x̂2,k being detected by (12) is not equal to the actual transmit-
ted symbol x2,k. Considering the definition of x̂2,k in (12), it
can be expanded as

x̂1,k, x̂2,k = arg min
x1∈χi

1,c̄
k
′
,x2∈χ2

1

N0

{

‖h1,k (x1,k − x1) + zk‖
2

+ ‖h2,k (x2,k−x2)‖
2+2

(

(h1,k (x1,k−x1)+zk)
†
h2,k (x2,k−x2)

)

R

}

(18)

Note that first term in (18) is positive and second and third
terms will go to zero if x̂2,k = x2,k thereby implying that x̂2,k
is not equal to x2,k only if the sum of the second and third term
is negative. So this probability P (̂x2,k 6=x2,k|h1,k,h2,k, x1)=
P x̂2

x2|Hk,x1

is given as

P x̂2

x2|Hk,x1
=P

(

−2
(

(h1,k (x1,k − x1) + zk)
†

h2,k (x2,k − x2)
)

R
≥

‖h2,k (x2,k − x2)‖
2

)

= Q





√

‖h2,k (x2,k − x2)‖
2

2N0

+

√

2

N0





(h1,k (x1,k − x1))
†

h2,k (x2,k − x2)
√

‖h2,k (x2,k − x2)‖
2





R







Now we use the bound Q (a+ b) ≤ Q (amin − |bmax|). First

term is minimized by the bound |x2,k − x2|
2 ≥ d22,min while

the magnitude of second term is
√

2
N0

‖h1,k‖ |x1,k − x1|. For

the second term we use the bound
(

a†b̂
)

R
≤ ‖a‖ where b̂ is

the unit vector. So we get

P x̂2

x2|Hk
≤ Q





√

‖h2,k‖
2
d22,min

2N0
−

√

2 ‖h1,k‖
2
d21,max

N0





≤
1

2
exp

(

−
‖h2,k‖

2
d22,min

4N0
−

‖h1,k‖
2
d21,max

N0

+
‖h2,k‖ ‖h1,k‖ d2,mind1,max

N0

)

(19)

where we have used the Chernoff bound while d1,max is
the maximum distance of the constellation χ1. Considering
the norms of h1,k and h2,k, we make two non-overlapping
regions as (‖h2,k‖≥‖h1,k‖) and (‖h2,k‖<‖h1,k‖). Note that

in the first region ‖h2,k‖‖h1,k‖≤‖h2,k‖
2

while for second region

‖h2,k‖‖h1,k‖<‖h1,k‖
2
. So

P x̂2

x2|Hk
≤
1

2

[

exp

(

−‖h2,k‖
2 d22,min − 4d2,mind1,max

4N0

)

×exp

(

−
‖h1,k‖

2
d21,max

N0

)

P

(

‖h2,k‖≥‖h1,k‖

∣

∣

∣

∣

h1,k

)

+ exp

(

−‖h1,k‖
2 d

2
1,max − d2,mind1,max

N0

)

× exp

(

−
‖h2,k‖

2
d22,min

4N0

)

P

(

‖h2,k‖<‖h1,k‖

∣

∣

∣

∣

h1,k

)

]

We upper bound both the probabilities, i.e.

P

(

‖h2,k‖≥‖h1,k‖

∣

∣

∣

∣

h1,k

)

and P

(

‖h2,k‖<‖h1,k‖

∣

∣

∣

∣

h1,k

)

by 1. Taking expectation over h2,k conditioned on h1,k and
then subsequently taking expectation over h1,k yields

P x̂2

x2
≤

1

2

[

(

4N0

d22,min − 4d2,mind1,max

)κ

Eh1,kexp

(

−
‖h1,k‖

2
d21,max

N0

)

×
κ
∏

l=1

1

λl (ΨΨΨR)
+

(

4N0

d22,min

)κ κ
∏

l=1

1

λl (ΨΨΨR)

× Eh1,k exp

(

−‖h1,k‖
2 d21,max − d2,mind1,max

N0

)

]

≤
1

2

(

4N0

σ2
2 d̆

2
2,min

)κ (

N0

σ2
1 d̆

2
1,max

)κ κ
∏

l=1

1

(λl (ΨΨΨR))
2

×







1
(

1 −
4σ1d̆1,max

σ2d̆2,min

)κ +
1

(

1 −
σ2d̆2,min

σ1d̆1,max

)κ






(20)

where we have used the MGF of Hermitian quadratic form

of a Gaussian random variable while writing ‖hj,k‖
2

=

h
†
j,kInr

hj,k where hj,k ∼ CN (0,ΨΨΨR). This expression

shows the dependence of P (x̂2,k 6= x2,k) on the interference

strength, SNR and the correlation.
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