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Abstract

Vehicular Ad Hoc Networks (VANETs) are a particular category of mobile ad hoc networks
(MANETs) characterized by a high mobility and a reduced connectivity. In order to de-
velop protocols for vehicular networks, the community may either create VANET specific
approaches, or adapt already existing protocols to VANET. While the former may provide
efficient specialized solutions, the latter offers an increased interoperability and universal-
ity, which is a key issue for industrial partners involved inthe deployment of VANET and
Intelligent Transportation Technologies (ITS). An important aspect in the porting of ad hoc
networks solutions to VANET and ITS is an efficient management of vehicular mobility.

Mobility Management is a principle aimed at updating network routes or structures in
order to keep them coherent with mobile topologies. Mobility management may be proac-
tive or reactive, depending if the updates are triggered with or without topology changes, or
if and only if a change in the topology effectively requires to update the structure. Failure
to develop efficient mobility management heuristics leads to a waste of network resources
and suboptimal routes or structures. The optimal solution is obviously the reactive mobility
management, as updates are optimally triggered only when necessary. However, due to its
complexity, the reactive mobility management has not attracted as much attention as its
proactive counterpart.

In this paper, we introduce a location-aware framework, called Kinetic Graphs, that may
be followed by ad hoc protocols in order to implement a reactive mobility management.
The Kinetic Graph framework is able to capture the dynamics of mobile structures, and is
composed of four steps: (i) a representation of the trajectories, (ii) a common message for-
mat for the posting of those trajectories, (iii) a time varying weight for building the kinetic
structures, (iv) an aperiodic neighborhood maintenance. We eventually provide a example
of a successful application of this framework to broadcasting and routing in VANET.

Key words: Mobility Management, Kinetic graphs, mobility predictions, broadcasting,
routing, ITS, vehicular networks.
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1 Introduction

Vehicular communication is regarded as a key technology forimproving road safety
and comfort through Intelligent Transportation Systems (ITS). The growing interest
towards the possible applications of wireless technologies to the vehicular environ-
ment has recently led consortia (US VII [1], EU C2C-CC [2]) and standardization
bodies (IEEE [3]) to develop technologies and protocols fortransmission of data
between vehicles and between vehicles and road infrastructures. A network without
any centralized coordinator and where communicating nodescompose cars or road
infrastructures is called a Vehicular Ad Hoc Network (VANET). VANET is there-
fore a generalization of MANET for extremely mobile topologies. Due to the par-
ticular mobility and connectivity, standard protocols forMANET have been mostly
criticized due to the latency and overhead required when used for vehicular net-
works. It has been notably observed that the OLSR routing protocol based on the
Multipoint Relaying structure was not adapted to highly mobile networks such as
vehicular networks, and more generally that proactive routing protocols consumed
a significantly large energy and network resource dedicatedto the maintenance of
their routing tables. The community working in vehicular communication there-
fore started to develop solutions specific to VANETs, geographic routing such as
Greedy Perimeter Stateless Routing (GPSR) or Last Encounter Routing (LER) for
instance, or more generally opportunistic routing.

Taking a different look, we can see that the limitation of standard routing and broad-
casting protocols for highly dynamic networks comes from the lack of an efficient
management of nodes mobility and not the protocols themselves. Indeed, routing
data is built and optimized based on topology information gathered by periodic
beacon messages. Beside the significant overhead of periodically sending topology
information, this critical procedure is also limited by itsstability with respect to the
latency required to update routing data and the validity of topology information. If
nodes are moving too fast, the time needed to update routing tables might actually
exceed the duration of the links composing the routing pathsfor instance.

One solution in order to improve mobility management is to increase the time in-
terval during which the topology is assumed known and does not need updates.
For that matter, mobility predictions could be used in orderto avoid dead links
by predicting alternate connectivity solutions. As long astopology information is
correctly predicted, a maintenance is not required. Accordingly, the maintenance
is optimized by updating routing data if and only if an unpredicted new topology
information truly affects routing. Thanks to this enhancedmobility management
that we categorize askinetic, the use of standard MANET routing protocols, such
as DYMO, MPR or OLSR, could be envisioned again for VANET and ITS. That
is also a significant argument for industries and standardization bodies working

(Christian Bonnet),filali@eurecom.fr (Fethi Filali).
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in ITS and vehicular communication, as it could ease the interoperability between
vehicular networks, and fixed networks or MANETs, where these protocols lead.

In this paper, we propose a Kinetic Mobility Management solution based on mo-
bility predictions for optimizing standard MANET protocols for VANETs or ITS.
We define a location-aware framework called theKinetic Graphthat may be fol-
lowed by ad hoc protocols in order to reach a kinetic mobilitymanagement. We
first provide a general description of how the trajectories are modeled, how struc-
tures are initially built and finally, how they are maintained. We emphasis that our
objective is to suppress the periodic beaconing process widely used by almost all
ad hoc protocols in order to adapt to mobility, and also to increase the time interval
during which the mobile topology is correctly anticipated.Then, we discuss two
different kinetic link weights that could be easily adaptedin most of the protocols
for VANETs. Finally, we provide a successful application ofthe Kinetic Graph ap-
proach to broadcasting in VANETs. We also would like to emphasize this approach
may also be applied to VANET and ITS specific protocols, as improving mobility
management is also important for geographic routing for instance.

The rest of this paper is organized as follows. In Section 2, we define a novel termi-
nology for mobility management and describe the challengesof this terminology
in VANETs. Section 3 formally introduces the Kinetic Graphsand covers the four
steps of its framework, while Section 4 provides an application example of the
Kinetic Graph framework to broadcasting in VANETs. We finally provide some
related works in the field of mobiltiy management in Section 5and conclude in
Section 6 with some insights on future orientations of kinetic mobility manage-
ment.

2 Reactive Mobility Management

In this section, we define a novel and optimal concept for mobility management
calledReactive Mobility Management, which is based on mobility predictions and
aims at optimally updating a structure when and only when required, regardless
of any topology change. First, we define the concept, then address the challenges
facing this concept, and finally analyze the expected performance of this concept.

2.1 Definition of Concept

The MANET routing community classified routing protocols mostly in two classes
ProactiveandReactive, depending if a route is created when there is data traffic to
transmit, or if all routes are proactively created independently of the data traffic.

3
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As mobility was not considered during the design of most routing protocols, it is
only handled by a periodic maintenance process in order to detect any topologi-
cal change and update the routes. This process is suboptimaland waste network
resources, as the process is run even if nothing needs to be changed. Taking a sim-
ilar vocabulary, but considering mobility instead of routing, routing protocols may
therefore be considered to be using a proactive mobility management defined as
follows:

Definition 1 (Proactive Mobility Management) A Proactive Mobility Management
protocol proactively triggers a maintenance process with or without topology changes.
Moreover, as proactive protocols do not have any vision of future topologies, the
process is usually repeated periodically.

According to this definition, a mobility proactive protocolmay only adapt the routes
based on past topologies, as nodes already moved when the process starts. More-
over, important network resources are wasted as the maintenance is triggered with
or without changes in the topology that effectively requires to update the routes.

In opposite, a better choice would be to only start a maintenance process reactively
to a change that requires an update. We therefore have the following definition for
the reactive mobility management approach:

Definition 2 (Reactive Mobility Management) A Reactive Mobility Management
protocol tries to anticipate all topological changes usingmobility prediction tech-
niques and only starts a maintenance process reactively to amissed prediction.
Moreover, as all nodes are assumed to run the same predictionschema, the node
that wrongly predicted its own behavior is responsible for triggering the mainte-
nance process.

According to this definition, a reactive mobility management protocol will not act
as long as the topology evolves as predicted, and only react if a change in the
topology effectively affects the routes. This is an optimalmobility management, as
network resource is not wasted for any unnecessary maintenance.

We therefore use a similar terminology but in a different application. For data traf-
fic, proactive protocols open all routes with or without traffic, while reactive pro-
tocols open routes if and only if there is traffic to send on that route. With respect
to mobility, a proactive mobility management protocol triggers a maintenance duty
with or without change in the network topology, while the reactive one triggers a
maintenance duty if and only if there is an unanticipated topological change that
effectively impacts the structures.

4
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2.2 Challenges of Predicting Mobility

As the potential gain from the reactive mobility managementconcept comes from
its capability to correctly predict a future topology, the challenge is therefore to de-
sign efficient mobility prediction techniques. The performance of a mobility predic-
tion schema may be quantified by evaluating its prediction error. Yet, a prediction
schema is a complex process, and potential prediction errors may come from differ-
ent factors. Similarly to the analysis of mobility models, we propose to decompose
a mobility prediction schema into functional blocks, then analyze the error created
by each block.

The objective of a mobility prediction schema is to predict real movement patterns
or traces. Depending on the approach, a mobility model generates traces, or the
model is extracted from traces. In both cases, the prediction schema is based on a
mobility model and its patterns. Therefore, the first step inpredicting mobility is
modeling this mobility. It is therefore straightforward tosee that the first source of
potential prediction error comes from the realism of a mobility model with respect
to the real movement patterns. If the traces are not accurately modeled by a mo-
bility model, this error will not be able to be corrected by even the most complex
prediction models.

Definition 3 (Realism) The realism is the depiction of a feature as it appears in
life, without error, interpretation or embellishment. A mobility model, thus its func-
tional blocks, should therefore be as realistic as possible.

The realism of a mobility model may be evaluated by comparingits synthetic traces
with real traces obtained through a measurement campaign. If the difference lies
within an acceptable gab, one say that the mobility model hasbeen validated, and
thus has a small realism error. If not, the realism error may be significant. For ex-
ample, modeling vehicular motions with the random waypointmodel generates a
significant realism error. As this process of validating a mobility model requires
significant financial and manpower resources, another solution is to compare a mo-
bility model with another model that has already been validated. That is the solution
chosen by VanetMobiSim [4], a realistic and validated vehicular mobility model
that we will use in this paper. Although each application hasits realistic mobility
model, such as pedestrian or or vehicular mobility, we targeted the latter as vehic-
ular mobility patterns show non-uniform distributions of cars and velocity coming
from a strongly restricted mobility helping to reduce the similarity error. Moreover,
the concept of trajectory may be easily seen in vehicular motions.

Macroscopically speaking, a mobility model may be decomposed into two function
blocks:

• Trajectory Modeling– It is defined as the probable course of a node in a mobile
system

5
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• External Configuration– It is composed of random configuration parameters,
as well as external influences on the trajectory modeling, such as the impact of
traffic accident on traffic management

A prediction model must act on both blocks, and its errors will be evaluated with
respect to its ability to follow each block. Therefore, a prediction model may also
be separated into the following blocks:

• Kinematic Model– The kinematic model aims at reproducing the trajectory
modeled by the mobility model as adequately as possible. As aprediction model
may only have access to a limited information on the real trajectories, a variance
exists between the modeled and the predicted trajectories creating an adequacy
error.

• Kinematic Hypothesis–Since the complexity of most of the real motion pat-
terns exceeds the ability to develop a kinematic model, the problem is usually
relaxed using hypothesis on the kinematics patterns. For example, a model could
assume a fixed velocity between two successive trajectory changes. If the hy-
pothesis is invalid, then the adequacy error is further increased.

• Prediction Criterion– The prediction criterion is the mechanism that detects
a change in the motion patterns according to the prediction model. When the
criterion is invalidated, the prediction model creates a wrong prediction and thus
needs to be updated. The criterion therefore controls the relative predictability of
the motion patterns modeled by the prediction schema. Examples of prediction
criteria are distance between two nodes, or constant speed.

Realistic
mobility model

Kinematic
prediction

model
Adequacy

Similarity
Prediction
Criterion

Mobility Traces

generates predicts

Predictibility

de
fin

esconf igures

Mobility
Model

Prediction
Model

External
Influence

alt
er

s

Configuration
Random
Variable

Pa rtial

know
ledge Hypotheses

Figure 1. Illustration of the relationship between Realistic Mobility and Prediction Models

Figure 1 illustrates the interactions between the mobilitymodeling and prediction
blocks. The accuracy of the interaction between the different blocks is represented
by prediction errors, which we classified in four categories.

Definition 4 (Adequacy) The adequacy reflects the similarity between the motion
models used by the kinematic model and the modeled trajectories. If the two models
are identical, or yield to identical results, one say that the two models are adequate.

6
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The hypothesis plays a crucial role in the adequacy and should thus be wisely
chosen.

Definition 5 (Predictability) The predictability is a time interval between which
the prediction criterion remains valid or within an acceptable error ǫ.

Definition 6 (Similarity) The similarity reflects the relative variance of the mod-
eled trajectories between successive criteria. Independently to the adequacy, it re-
flects the extends of the error if predictability is miscalculated or not available.

The adequacy is obtained by the comparison between the synthetic kinematic mod-
els employed by the prediction schema and the mobility model. The adequacy is
maximized when the two models are identical, and it is minimized when they to-
tally diverge. Usually, the objective is to develop kinematic models that fit best to
real mobility patterns. For example, using a kinetic first order motionx = v · t+x0

to model vehicular mobility is highly inadequate and will lead to a strong diver-
gence of the prediction model. In opposite, using such linear model on the Random
Waypoint Model leads to a perfect adequacy.

As the time during which the hypothesis used by the kinematicprediction model
remains valid also controls the time interval during which the criterion remains
valid, the predictability depends on the analysis of the stability of the hypothesis.
However, this study cannot be obtained in real-time, but only a posteriori, as the
prediction model only has a partial access to the mobility model’s parameters. For
instance, a car may be able to transmit its position and velocity but not its desti-
nation, as it might be unknown, subject to external factors,or simply subject to
privacy protections. Accordingly, an average predictability must be learned based
on the history of previous movement patterns, or statistically obtained if the motion
patterns are modeled by an analytical model.

The similarity is obtained by measuring the variance between successive values
of the criterion. The similarity is minimized when no correlations exist between
past and future values, while it is maximized when the futurevalue may be fully
extracted based on past ones. For example, vehicular mobility may have complex
patterns but benefit from a large similarity.

Now that we defined the different relationships between the various functional
blocks in Figure 1, we are ready to define the prediction errorgenerated by a pre-
diction schema. As this error depends on the criterion to be predicted, we use the
general term "Criterion Prediction Error", and define it with respect to the mobility
patterns.

Definition 7 (Criterion Prediction Error) It represents the order of magnitude
between the true and the predicted criteria. The objective is to minimize this error
by either changing the sensitivity of the criterion with respect to mobility predic-
tion errors, or improve the parameters controlling this error. The criterion error is

7
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defined as
O(γ + τ + ξ · υ)

where

• γ: represents the realism error
• τ : represents the adequacy error
• ξ: represents the predictability error
• υ: represents the similarity error

We summarize the process of predicting mobility and illustrate the criterion pre-
diction error in Figure 2. Assuming the real trajectory followed by a node started
at timet = 0, the first step is to model that trajectory with a mobility model. If the
modeled trajectory is not similar to the "real" trajectory,we create a realism errorγ.
The next step is to predict the modeled trajectory with a kinetic prediction model.
Once again, if the predicted and the modeled trajectories are not identical, we gen-
erate an adequacy errorτ . The predicted trajectory is considered valid during the
average predictability intervalλ. If the criterion changes before the end of this in-
terval, a predictability errorξ is generated, which is illustrated at timet = 15 on
Figure 2. Yet, the extends of this error also depends on the similarity. Indeed, if two
successive criteria are close, the predictability error isminimized. In the contrary,
the error will be maximized. This is illustrated by the case (1) or (2) on Figure 2.

T=0 T=15

(1)

(2)

τ

ξ

ν2 ν1

γ

R
ea

l t
ra

je
ct

or
y

Predicted trajectory

Modeled trajectory

λ

Figure 2. Illustration of criterion prediction error

2.3 Performance Evaluation

Previously, we introduced the novel concept of reactive mobility management, and
also provided a definition of the errors generated by a prediction model when used
in conjunction with the reactive mobility management. Eventhough the perfor-
mance of a prediction model is provided by the analysis of theprediction error, the
performance of the reactive mobility management approach is actually controlled
by the predictability intervalλ, defined as the time interval between two successive

8
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valid criteria. Indeed, as the reactive approach starts a maintenance process roughly
at the instantaneous predictability interval (i.e. when the criterion is invalidated), a
frequent maintenance is required ifλ is short, while a seldom maintenance may be
reached ifλ is long.

When the predictability interval is significantly reduced or too small to be effi-
ciently used, the reactive maintenance falls into a degenerated case which is equiva-
lent to the proactive maintenance, where the maintenance isperiodically performed.
Accordingly, the performance of a reactive mobility management tends to a proac-
tive mobility management.

Two parameters are therefore required to evaluate the performance of the reactive
mobility management: theprediction error and theprediction performance. By
comparing them for various strategies, we may evaluate whatis the best choice for
a mobility protocol:

• Proactive Strategy: The node periodically starts the maintenance process at
each time intervalκ ≤ λ.
· Prediction Error:O(γ + τ + κ · υ).
· Prediction Performance:O(κ).

• Adaptive Strategy: The node which generated the predictions corrects them at
the end of the average predictability interval.
· Prediction Error:O(γ + τ + ξ · υ).
· Prediction Performance:O(ξ + λ).

• Reactive Strategy:The node which criterion changed immediately notifies the
neighborhood. The predicted trajectory is therefore corrected at the exact pre-
dictability intervalλ.
· Prediction Error:O(γ + τ).
· Prediction Performance:O(λ).

As it may be seen, the major benefit of the reactive approach isthat the predictions
are updated roughly at the same time as the mobility parameters, canceling the
predictability and the similarity errors. This yet comes ofa performance depending
on the exact predictability intervalλ. The challenge is therefore to jointly address
the adequacy and realism together with predictability.

3 The Kinetic Graph Framework

In the previous section, we defined the reactive mobility management, as an optimal
management strategy for mobile networks. The objective of this section is to define
a framework indicating the guidelines to follow in order to implement a reactive
mobility management protocol. Most of the protocols in MANETs are based on
graph theory. Although this field created efficient algorithms for ad hoc networks,

9
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its major drawback remains its limitation to quasi-static networks and to proactive
mobility management. Graph Theory is also a good candidate for the implementa-
tion of reactive mobility management schemes, as any MANET protocol based on
graph theory could benefit from the proposed framework.

In this section, we therefore introduce theKinetic Graph Framework to adapt
any graph algorithm to reactive mobility management. The framework consists of
four steps: (i) a representation of the trajectories, (ii) acommon message format
for the posting of those trajectories, (iii) a time varying weight for building the
kinetic graphs, (iv) an aperiodic neighborhood maintenance. We also provide two
examples of possible time-varying weights. The framework does not specifically
target a particular area of MANETs, but we will provide laterin this paper an
application example of its use in the case of broadcasting inVehicular Ad Hoc
Networks.

3.1 Preliminary Concept Definitions

Before moving forward, we provide some necessary preliminary definitions related
to graph theory. Instaticgraph theory, the following definitions are usually used:

• Link Weight – It is a value attributed to the cost of using a link between two
graph vertices.

• Criterion – It represents the choice of a link, as a function of the link weight,
which insures the optimality of the graph algorithm

Thekineticgraph theory basically uses the same definitions, but adapted to moving
structures:

• Time Varying Link Weight – It is a continuous and integrable function related
the evolution of the link weight with time. It needs to be continuous in order to
insure a value for the link weight at each time instant, and also integrable as two
time varying link weights are compared by their primitive integrated over the
simulation time.

• Transition – It is the precise time at which one time varying link weight becomes
better than another one.

• Activation – It is a time interval, between two successive transitions, during
which a link is active and valid.

• Kinetic Criterion – It represents the choice of asetof links as a function of time
varying link weights and activations, which insures the optimality of the kinetic
graph algorithm.

Based on the previous definitions, we now describe the four steps of the Kinetic
Graph Framework.

10
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3.2 Trajectory Knowledge

In order to model trajectories in Kinetic Graphs, we need to define the motion
hypothesis in order to reduce the complexity of the kinematic model. For example,
if we can assume a fixed velocity or a fixed acceleration between two trajectory
changes, we may either use a first order or a second order kinematic model. The
worst case scenario is if we cannot assume any kinematic hypothesis and thus must
use a sophisticated stochastic prediction model. In this paper, we chose to assume a
fixed velocity between two successive trajectories, and therefore used a first order
prediction model possibly improved by a stochastic validity function.

According to the analysis on the prediction errors, it is obvious that a first order
prediction model produces a significant adequacy error withrespect to vehicular
mobility, but by wisely choosing the kinetic nodal degree, aprediction criterion less
sensitive to adequacy errors than the distance, we will be able to reduce the effect of
the adequacy and predictability errors. Indeed, it is not because a node slightly mis-
modeled its neighbors’ trajectory, meaning that the neighbor is not exactly where
the node thinks it should be (adequacy), or the neighbor changed its trajectory be-
fore the node thought it would (predictability), that the node needs to update its
nodal degree. Finally, the realism depend on the mobility model employed for the
simulations. As we chose to use VanetMobiSim, a realistic and validated vehicular
mobility model, the realism error will be limited. We yet acknowledge that using
the nodal degree in order to reduce the prediction error is a trick that cannot be ap-
plied to all protocols. We let the definition and use of more sophisticated stochastic
kinematic models to future work.

We base our trajectory computation on Location Information, which may be pro-
vided by the Global Positioning System (GPS) or other solutions exposed in [5]
or [6] and exchanged by means of beacon messages. Velocity may be derived
through successive location samples at close time instants. We also assume a global
time synchronization between nodes in the network which could also be obtained
by the GPS system. Accordingly, we definex, y, dx, dy as the four parameters de-
scribing a node’s position and instant velocity1 , thereafter calledmobility.

Over a relatively short period of time2 , we assume that each such node, sayi,
follows a linear trajectory. Its position as a function of time is then described by

Posi(t) =




xi + dxi · t

yi + dyi · t


 , (1)

1 Unless otherwise specified, we are considered moving in a two-dimensional plane.
2 The time required to transmit a data packet is orders of magnitude shorter than the time
the node is moving along a fixed trajectory.
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wherePosi(t) represents the position of nodei at timet, the vector[xi, yi]
T denotes

the initial position of nodei, and vector[dxi, dyi]
T its initial instantaneous velocity.

Let us consider nodej as a neighbor ofi. In order to let nodei compute nodej’s
trajectory, let us define the squared distance between nodesi andj as

D2
ij(t)= D2

ji(t) = ‖Posj(t) − Posi(t)‖2

=







xj − xi

yj − yi


+




dxj − dxi

dyj − dyi


 · t




2

= aijt
2 + bijt + cij, (2)

whereaij ≥ 0, cij ≥ 0. Consequently,aij , bij , cij are defined as the three parame-
ters describing nodesi andj mutual trajectories. AndD2

ij(t) = aijt
2 + bijt + cij ,

representingj’s relative distance to nodei, is denoted asj’s linear relative trajec-
tory to i. Consequently, thanks to (1), a node is able to compute the future position
of its neighbors, and by using (2), it is able to extract any neighboring node’s future
relative distance.

Finally, consideringr as nodes maximum transmission range, according to the Unit
Disk Graph (UDG)3 , as long asD2

ij(t) ≤ r2, nodesi andj are neighbors. There-
fore, solving

D2
ij(t) − r2 = 0

aijt
2 + bijt + cij − r2 = 0, (3)

givestfrom
ij andttoij as the time intervals during which nodesi andj remain neigh-

bors.

3.3 Neighborhood Discovery

Basically, theKinetic Graphneighborhood discovery procedure makes a node de-
tect changes in its neighborhood without exchanges of periodical beacon messages.
During this phase, each node broadcasts a single4 Hello message indicating its

3 A Unit Disk Graph is a graph in which every two nodes are connected with an edge if
and only if they are at a distance at most one. Up to normalization, a UDG corresponds to
a graph where every two nodes are connected if and only if theyare at a distance at most
the homogeneous transmission range.
4 In order to take into account possible collision and packet losses, aHello message is sent
a configurable number of times. Unless otherwise specified, we send eachHello message
3 times.

12
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presence in the neighborhood, and transmitting its mobility parameters. Such mes-
sage is emitted using maximum transmission power in order toreach the maximum
number of neighbors, and is never forwarded. Thanks to mobility predictions, upon
completion of this discovery procedure, nodes in the network have an accurate
knowledge of their neighborhood, and as long as their neighbors keep on moving
along their initial linear trajectories, there will be no need to refresh it by send-
ing newHello messages. If such prediction becomes invalid due to an unpredicted
event (i.e. trajectory changes or disconnections), the respective node spontaneously
advertises its new parameters, refreshing the predictionsin a event-driven way.

In the rest of this section, we will list the content and format of geo-localization
information, and then discuss the cost of transmitting suchdata.

3.3.1 Geo-localization Data Format

In basic simulation environments such as ns-2, Qualnet or Opnet, geo-localization
data is usually based on Cartesian coordinates and the simulator’s clock for time
references. However, in real vehicular deployment, it is envisioned to directly use
the coordinates provided by a GPS-like system (and A-GPS forindoor location),
whose benefits are twofold. First, it provides a standard reference coordinates, and
second, it ensures a global synchronization based on the atomic GPS clock.

The first data that the Kinetic Graph needs is a sampled position of a node. It may
either be represented by Cartesian coordinatesX and Y or GPSlongitudeand
latitude, encoded in 4 bytes each. The speed vector is also crucial to acorrect
prediction and also needs to be included in a geo-localization message. It may either
be represented by a normalized Cartesian projection of the speed vector, iedx and
dy, or by the GPSazimuthandvelocity. The transmission of the speed therefore
requires two coordinates encoded in 4 bytes each. Finally, time is also required
in order to set the correct time scale for the prediction. A time stamp may either
be sampled from the simulator’s clock or by the GPS atomic clock before being
transmitted. In both cases, time is encoded in 8 bytes. In total, the transmission
of geo-localization information requires a transmission overhead of 24 bytes per
message.

We illustrate in Figure 3 an layout example of a geo-localization message that is
exchanged between two nodes implementing the Kinetic GraphFramework.

3.3.2 Discussion

Transmitting geo-localization data is a tradeoff between the potential benefits ob-
tained by network protocols and the cost of their transmission. Indeed, it is expected
that network protocols will need the geo-localization dataof the sender and also of
the sender immediate neighbors. Accordingly, as the network becomes dense, the

13
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0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| HELLO | Resv|0|0|1|0|0| Length | Address |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Address | Resv|0|1|1|1|1|
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Longitude | Latitude |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Elevation | Velocity | Azimuth |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Stability | Time |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 3. Hello Packet Containing Geo-localization Information

overhead induced by the transmission of these geo-localization data increases sig-
nificantly. Figure 4 illustrates the cost of the transmission of geo-localization data as
a function of the node degree. We can see that transmitting geo-localization without
compression becomes a serious limiting factor for efficientnetwork usage, as each
packet could reach more than1kbytes for dense networks. When using the com-
pression proposed in [7], we can significantly reduce this drawback, which in turn
could help improve mobility protocols in general, and Kinetic Graphs in particular.
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Figure 4. Illustration of the per packet overhead for geo-localization data transmission

3.4 Time Varying Link Weights

In this section, we describe two popular link weights used ingraph theory and
which could be applied to kinetic graphs. Based on those weights, a graph can be
build and dynamically updated. Most of the graph algorithmscould be adapted to
use those criteria, however, as mentioned in the introduction part of this paper, it is
important that graph protocols be distributed and local. Accordingly, we suggest as
potential targets localized graph constructions described in [8].
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3.4.1 Kinetic Distance-based Weight

The power costfunction, required to transmit between nodesi andj at timet, is
defined asPij(t) = C · Dα

ij(t) + γ, whereα ≥ 2 and for some constantsγ. As
we assume free space propagation and homogeneous antennas characteristics, we
setα = 2 andC = 1. The constantγ represents a constant charge for each trans-
mission, including the energy needed for signal processing, internal computation,
and overhead due to MAC control messages. However, since we assume perfect
channel, and that the election is distributed and does not put any extra burden on
any particular node,γ is common to all nodes and is not of great significance when
comparing power costs. Therefore, without loss of generality, we assumeγ = 0 5

and define
Pij(t) = D2

ij(t) = aijt
2 + bijt + cij (4)

as the power cost function for the weight of theKinetic Graphs. By choosing the
distance between nodes as the link cost, one obtains minimumpower routes that
help preserve battery life (see Figure 5).

Figure 5. The power function, where each parabola represents the energy needed to reach
each neighbor of nodei as a function of time

We then define
pi(t) = e−βi(t−ti) (5)

as the probability that a nodei is continuing on its present trajectory, where the
Poisson parameter1

βi
indicates the average time the node follows a trajectory, and

ti the time its current trajectory has begun (see Figure 6).

Assuming independent node trajectories,

pij(t) = pi(t) · pj(t) = e
−(βi+βj)(t−

tiβi+tjβj

βi+βj
)
= e−βij(t−tij ) (6)

describes the probability that nodesi and j are continuing on their respective
courses at timet, which will be considered as thestability6 of link ij. The modi-

5 Therefore, Power and Distance will later be interchangeably used.
6 The probability that the mutual trajectory between two nodes remains identical after both
nodes have changed course at the same time is negligible
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Figure 6. The stability function, where the probability fora nodei to behave as predicted
decreases exponentially

fied power cost below probabilistically weights the power cost Pij(t) to reflect the
link’s stability.

Finally, since we aim at suppressing periodic beacon messages, a node that will
shortly leave the neighborhood must be automatically removed from the neigh-
boring table. We usettoij as atimeoutcounter. Upon expiration, it will remove the
corresponding neighbor from the table. The link weight computed so far is able
to dynamically represent the energy cost between two mobilenodes. However, it
does not represent the actual capability to reach the neighbor, more specifically if
two nodes stop being within mutual transmission range. For that matter, we must
add a function which invalidates a link weight as soon as two neighbors stop being
neighbors in the Unit Disk Graph sense. Accordingly, to represent the node’s finite
range, we use an inverse sigmoid function

Sigmi(t) =
1

1 + ea·(t−tto
i

)
(7)

whose value is equal to1 as long ast < ttoi and thereafter drops to0, wherettoij is
computed as described in Section 3.2.

We finally define

Wij(t)=− pij(t)

Pij(t)
· Sigmij(t) = − e−(βij)(t−tij )

aijt2 + bijt + cij

· 1

1 + ea·(t−tto
ij

)
(8)

Wij(t)=−e
−(βi+βj)(t−

tiβi+tjβj

βi+βj
)

aijt2 + bijt + cij

· 1

1 + ea·(t−tto
ij

)
(9)

as the composite link weight between two neighbors (see Figure 7). A low modified
power cost favors a low power cost with high stability. We have then six parameters
aij , bij , cij, βij , tij , andttoij describingWij(t) as the time varying weight of a link
between two nodes in aKinetic Graph.

In order to clarify our approach, let’s consider the situation depicted in Figure 8-C.
Nodei tries to find the best next hop node to reach a far destination node. To do so,
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Figure 7. The composite link cost function, where we can see the cost increase due to the
link’s instability.

it will consider the distance separating it from its neighbors, and the stability of the
respective links, in other words, the expected length of itsneighbors’ trajectories.
Figure 8-A reflects the probabilities nodesj1 andj2 are not to have changed their
trajectories.tj1 andtj2 are the time they actually began. As it can be seen, at timet0-
t0 representing the execution time-the probability nodej1 has not to have changed
its trajectory is bigger thanj2. Therefore, as depicted in Figure 8-B, even though
nodej2 is closer to nodei and has a similar trajectory, this link is less reliable than
j1’s. However, at timettrans, nodej2 has a relatively more reliable link and follows
a similar trajectory that nodei. Therefore, at this time, nodei automatically changes
its next hop neighbor, and this, without any exchange of messages.

i

vi (t)

j 1

j 1
v (t)

j 2

j 2
v (t)

pr
ob

ab
ili

ty
 o

f
tr

aj
ec

to
ry

 e
xi

st
en

ce

p(t)
j 1

p(t)
j 2

transt t

1

t tj j t
2 1

0

transt

W  (t)ij 1

W  (t)ij2

st
oc

ha
st

ic
 li

nk
 c

os
t

A

B

C

t

Figure 8. Topology example

3.4.2 Kinetic Nodal Degree Weight

In Graph theory, besides the Euclidean distance, the nodal degree is also widely
used, as it provides high data spreading efficiency instead of low weight structure.
While the former is popular as a criterion for routing protocol (i.e. Distance Vector),
the latter is very popular for broadcast and multicast protocols, as a node with a high
nodal degree has a larger diffusion potential.

Similar to the euclidean distance, the nodal degree may alsobe applied to Kinetic
Graphs as a time varying link weight. We explain in this section, the method for
modelingKinetic Nodal Degreesin MANETs.

As defined in Section 3.2, we model two nodesi andj mutual trajectory as

D2
ij(t) = aijt

2 + bijt + cij (10)
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Consequently, thanks to (10), a node is able to compute the future position of its
neighbors and is able to extract any neighboring node’s future relative distance.

Consideringr as nodes maximum transmission range, as long asD2
ij(t) ≤ r2,

nodesi andj are neighbors. Therefore, we obtaintfrom
ij andttoij as the time intervals

during which nodesi andj remain neighbors. Consequently, we can model nodes’
kinetic degree as two successive sigmoid functions, where the first one jumps to
one when a node enters another node’s neighborhood, and the second one drops to
zero when that node effectively leaves that neighborhood (see Figure 9).

tij
from tij

to t

1

Figure 9. Double sigmoid function modeling a link lifetime between nodei and nodej
Consideringnbrsi(t) as the total number of neighbors detected in nodei’s neigh-
borhood at timet, we define

Degi(t) =
nbrsi(t)∑

k=0

(
1

1 + exp(−a · (t − tfrom
k ))

· 1

1 + exp(a · (t − ttok ))

)

as nodei’s kinetic degree function, wheretfrom
k andttok represent respectively the

time a nodek enters and leavesi’s neighborhood. Thanks to (11), each node is able
to predict its actual and future degree and thus is able to proactively adapt its cov-
erage capacity. Figure 10(a) illustrates the situation forthree nodes. Nodek enters
i’s neighborhood at timet = 4s and leaves it at timet = 16s. Meanwhile, nodej
leavesi’s neighborhood at timet = 20s. Consequently, Figure 10(b) illustrates the
evolution of the kinetic degree function overt.

Finally, the kinetic degree is obtained by integrating (11)

D̂egi(t) =
∫

∞

t




k=nbrsi∑

k=0

(
1

1 + exp(−a · (t − tfrom
k ))

· 1

1 + exp(a · (t − ttok ))
)


 (11)

For example, in Figure 10(b), nodei kinetic degree is≈ 32.

Similarly to the previous section 3.4.1, the kinetic nodal degree may also be stochas-
tically weighted by the probability of the existence of the link. The last task is
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borhood
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degree
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(b) Nodei kinetic nodal degree

Figure 10. Illustration of nodes kinetic degrees

therefore to consider the uncertainty of a predicted degreeby adding the stability
function (6). Accordingly, we obtain a criterion reflectingnodes actual and future
degree, yet biased by the uncertainty of the link between allrespective neighbors.

By using substituting (6) to (11), we define

D̂egi(t)=
∫

∞

t




k=nbrsi∑

k=0

(
1

1 + exp(−a · (t − tfrom
k ))

· 1

1 + exp(a · (t − ttok ))
· exp(−(βi + βk)(t −

tiβi + tkβk

βi + βk

))

))
(12)

Using the same topology as Figure 10 and applying the uncertainty of predicted
degrees, we obtain a stochastically predicted nodal degreedepicted in Figure 11.
Initially, node i has a degree equal to1 since nodej is in its neighborhood and
both initiated their trajectories at the same time. Yet, as time elapses, so does the
probability both nodes have to keep their trajectories. Therefore, the stochastically
predicted degree decreases. Then, at timet = 4, nodei detects a new neighbork
and computes the time during which both nodes will be in range. However, nodek
initiated its trajectory before nodesi andj, consequently nodek’s Poisson function
is smaller than nodej’s (see Figure 11 bottom part). Thus, during the interval node
i andk are in range, the nodal degree of nodei does not increase as much as it did
in Figure 10. Worse, its decreasing curve is sharper than theone between nodesi
andj taken alone. Similarly to Figure 10, at timet = 16 andt = 20, nodesk and
j leavei’s neighborhood thus makingi′s nodal degree decrease abruptly. The main
difference here between the two figures, is that the degree isnot stable during the
time two nodes are in range but decreases following the probability both nodes are
still following their initial trajectories.
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Figure 11. Stochastically Predicted Nodal Degree

3.5 Aperiodic Neighborhood Maintenance

A limitation in per-event maintenance strategies is the neighborhood maintenance.
While mobility prediction and the kinetic graph approach allow to discard invalid
links or unreachable neighbors, it remains impossible to passively acquire new
neighbors reaching some other nodes’ neighborhood. The lack of an appropriate
method to tackle this issue would limit Kinetic Graphs’ ability to obtain up-to-date
links and effective kinetic weights.

We developed several heuristics to help Kinetic Graphs detect nodes stealthily en-
tering some other nodes transmission range in a non-periodic way.

• Constant Degree Detection—Every node tries to keep a constant neighbor de-
gree. Therefore, when a nodei detects that a neighbor actually left its neighbor-
hood, it tries to acquire new neighbors by sending a small advertising message.
(see Figure 12(a));

• Implicit Detection— A node j entering nodei transmission range has a high
probability to have a common neighbor withi. Considering the case depicted
in Figure 12(b), nodek is aware of bothi and j’s movement, thus is able to
compute the moment at which eitherj or i enters each other’s transmission range.
Therefore, nodek sends a notification message to both nodes. In that case, we
say that nodei implicitly detected nodej and vice versa;

• Adaptive Coverage Detection—We require each node to send an advertising
message when it has moved a distance equal to a part of its transmission range.
An adjusting factor which vary between 0 and 1 depends on the node’s degree
and its velocity (see Figure 12(c));

All three heuristics may be implemented simultaneously, further improving the ca-
pability to detect nodes stealthily entering other nodes neighborhood. The adaptive
coverage contains an adjusting factor that can be tweaked. If nodes send beacons
after having moved a large part of their transmission range,we reduce the bea-
coning overhead but also reduce the capability to detect newneighbors, whereas if
they send a beacon after having moved a shorter distance, we improve the capacity
to discover new neighbors at the cost of an increased beaconing overhead. In this
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Figure 12. Three heuristics to detect incoming neighbors ina per-event basis

paper, we chose an adjusting factor ofn = 2
3
.

A second approach is identical to the information exchange period proposed in [9].
The idea is to determine the refreshing rate by a probabilistic model with the fol-
lowing assumptions:

• All nodes are randomly distributed within a disk of areaS0 and the total number
of nodes inG,N , is known.

• For a short time interval of length t, each node moves independently toward a
random direction in(0, 2π) with a constant speed v that is uniformly distributed
in [0, vmax].

• The maximum transmission range of a node isd = dmax.

Under these assumptions, Li [9] calculated the probabilities that a new neighbor
moves into the transmission range of nodeu within a time interval oft. We ignore
the case of existing neighbors moving out of the transmission range of node u since
we already know this intervals.

The probability,pjoin, that nodew moves into transmission range of nodeu within
time t is 




pjoin =
∫ d+r
d

2xS1

S0r2 for 0 < r < 2d

pjoin = πd2(r−2d)
S0r

∫ d+r
d−r

2xS1

S0r2 for r ≥ 2d

Then, given that node u has n neighbors and the total number ofnodes isN . the
probability that no new neighbor enters the visible neighborhood of node u is

p1 = (1 − pjoin)N−n−1

Therefore, the probability that the visible neighborhood of node u changes is

pchange = 1 − p1
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Given a predetermined probability thresholdpth, we can determine the neighbor-
hood update intervalt such thatpchange < pth.

4 Application of Kinetic Graphs to Broadcasting in VANETs

Broadcasting in VANETs and ITS is a major application aimed at improving driv-
ing safety or comfort. However, insuring that broadcast packets are correctly de-
livered to all cars without wasting network resource is a keyresearch objective. In
this section, we propose to improve broadcasting by employing the kinetic graph
approach with link weights represented by kinetic nodal degrees. We introduce the
Kinetic Multipoint Relaying (KMPR)protocol which heuristic selects kinetic relays
based on nodes actual and future predicted nodal degrees. Based on this, the topol-
ogy maintenance may be limited to the instants when a change in the neighborhood
actually occurs. Our objective is to show that this approachis able to adapt a broad-
casting structure faster to dynamic topologies despite thedynamism of vehicular
mobility, and this as a much lower maintenance cost.

We first provides a short description of the original MPR protocol and then de-
scribe the heuristics for the construction of the kinetic backbone using the Kinetic
Nodal Degree as time-varying link weight. Specifications for the trajectory defini-
tion, neighborhood discovery, link weight, and aperiodic maintenance are similar
to those described for Kinetic Graphs in Section 3.

4.1 Multipoint Relays (MPR)

In order to reduce the effect of broadcasting messages to allnodes in the network, a
subset of nodes, calledMultipoint Relays (MPR), is selected to be part of a relaying
backbone. In order to build this structure, each node gathers 2-hops neighborhood
information and elects the smallest number of relays such that all 2-hops neigh-
bors are covered by at least one relay. Nodes notifies the respective relays of their
decision such that each relay maintain a list of nodes, called Multipoint Relaying
Selectors (MPR Selector), which has elected it as MPR. Finally, the relaying deci-
sion is made on the basis of last-hop address according to thefollowing rule:

Definition 8 (MPR flooding) A node retransmits a packet only once after having
received the packet the first time from a MPR selector.

Figure 13 shows a node with its set of 1-hop and 2-hops neighbors. Figure 13(a)
depicts the initial full topology, while Figure 13(b) illustrates the MPR topology,
where solid circles are MPRs to the central nodes. Accordingly, the central node is
part of the MPR Selector list of each solid circles nodes.
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(a) All neighbors retransmit
broadcast

(b) Only MPR nodes relay
broadcast

Figure 13. Illustration of flooding reduction using MPR

4.2 Kinetic Multipoint Relays (KMPR)

To select the kinetic multipoint relays for nodei, let us call the set of 1-hop neigh-
bors of nodei asN(i), and the set of its 2-hops neighbors asN2(i). We first start
by giving some definitions.

Definition 1 (Covering Interval) The covering interval is a time interval during
which a node inN2(i) is covered by a node inN(i). Each node inN2(i) has a
covering interval per nodei, which is initially equal to the connection interval
between its covering node inN(i) and nodei. Then, each time a node inN2(i) is
covered by a node inN(i) during a given time interval, this covering interval is
properly reduced. When the covering interval is reduced to∅, we say that the node
is fully covered.

Definition 2 (Logical Kinetic Degree) The logical kinetic degree is the nodal de-
gree obtained by (11) but considering covering intervals instead of connection in-
tervals. In that case,tfrom

k andttok will then represent the time interval during which
a nodek ∈ N2(i) starts and stops being covered by some node inN(i).

Algorithm 1 Kinetic Multipoint Relaying (KMPR)

Require: Begin with an empty KMPR set.
1: Compute the logical kinetic degree of each node inN(i).
2: Add in the KMPR set the node inN(i) that has the maximum logical kinetic

degree. Compute the activation of the KMPR node as the maximum covering
interval this node can provide. Update all other covering intervals of nodes
in N2(i) considering the activation of the elected KMPR, then recompute all
logical kinetic degrees. Finally, repeat this step until all nodes inN2(i) are fully
covered.

The basic difference between MPR and KMPR is that unlike MPR,KMPR does not
work on time instants but on time intervals. Therefore, a node is not periodically
elected, but is instead designated KMPR for a time interval.During this interval,
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we say that the KMPR node is active and the time interval is called its activation.

The KMPR protocol elects a node as KMPR a node inN(i) with the largest logical
kinetic degree. The activation of this KMPR node is the largest covering interval of
its nodes inN2(i).

Then, each node having elected a node KMPR for some activations is then a KMPR
Selector during the same activation. Finally,KMPR floodingis defines as follows:

Definition 3 (KMPR flooding) A node retransmits a packet only once after hav-
ing received the packet the first time from an active KMPR selector.

4.3 Performance Evaluation

We implemented the KMPR protocol under ns-2.29 and used the NRL-OLSR [10]
implementation for comparison with KMPR. We measured several significant met-
rics for VANETs: The effectiveness of flooding reduction, the delay before the net-
work receives a broadcast packet, the number of duplicate packets and finally the
routing overhead. We used a square simulation area of2000 × 2000 with a node
density of8nbrs/node. For realistic results, we used VanetMobiSim, where we in-
creased the road segment length from50m to 200m 7 . As we wanted to illustrate
the effect of mobility, we did not include pause time at the end of a trip. Finally, we
simulated the system at steady state for100s, and each point is plotted with a 95%
confidence interval.

As the objective is to evaluate KMPR with respect to an increasing dynamism of the
network, the straightforward choice is to increase the speed. Although this remark
is straightforward for random mobility, realistic vehicular mobility patterns are an
issue. Indeed, the real velocity effectively reached by a car cannot be configured
apriori, as it is subject to external influences as illustrated in Figure 1. So, if we
cannot control the velocity, we may influence the parametersthat control it. As it
has been observed in [11], the length of a road segment between two successive
intersection has a significant impact on the real speed reached by cars, as cars are
required to reduce their speed and stop at each intersection. Accordingly, when
increasing the dynamism of vehicular networks, we will actually increase the road
segment length.

In this section, we also illustrate the impact of the prediction errors on the Kinetic
Graphs. For the adequacy error, we compare the efficiency of the Kinetic Graphs
using random and vehicular mobility, using respectively the Random Waypoint
Mobility (RWM) model and VanetMobiSim [4]. As the trajectories generated by

7 As shown in [11], increasing the length between two intersections is a more significant
method in order to increase the real vehicular speed than theconfigured average speed.
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the RWM are in total adequacy with the ones used by the framework, the adequacy
error is canceled in the case of random mobility. According to the framework, we
also nullified the predictability error by updating the structure at each predictability
interval, yet as the cost of a maintenance strictly tided to the predictability interval.
Therefore, an increasing topology dynamism from an increased speed or shortened
road segment lengths will reduce the predictability interval and thus increase the
maintenance cost of the kinetic structure. Finally, as already mentioned before, by
using a realistic vehicular mobility model instead of only random mobility, we will
also be able to significantly reduce the realism errors in ourevaluations.

A general preliminary remark is that the MPR protocol, whichhas been obtained
from graph theory, is able to build a connected dominating set in perfect conditions.
In other words, on a static network and when the wireless channel is perfect, i.e.
each broadcast packet is corrected received by all neighbors within the intended
communication range, the subset of relays created by MPR form the optimal relay
set required by a broadcast packet to be correctly deliveredto the entire network.
Unfortunately, theperfect conditionsassumption is wrong in practice, and mobility
added to a challenging wireless channel make the MPR set significantly deviate
from its initial optimality. Either more relays are designated that are really neces-
sary, or conversely, relays are missing and thus the relay set becomes disconnected.
In any case, there is not much the original MPR algorithm is able to do in order to
reduce this issue, as it faces the same limitations as all protocol developed for mo-
bile wireless networks. As previously discussed, the objective of the Kinetic Graph
framework is to suppress the periodic maintenance that in turn improves the broad-
cast channel’s reliability. In the rest of this section, we illustrate how the relay set
based on actual and future topologies and not on past ones, and also by improving
the broadcast channel efficiency, the KMPR protocol is able to reduce the deviation
of the MPR protocol from the optimal MPR set in perfect conditions.

Figure 14(a) and in Figure 14(b) first illustrate forwardingpacket ratio represent-
ing the size of the MPR set. According to the original MPR protocol, the optimal
number of MPR relays,MPRopt is proportional to 3

√
n, wheren is the number of

nodes in the network, or more generally, the density of neighbors per node. As the
density used for these simulations is8 neighbors/node, the optimal number of MPR
relays isMPRopt = ForwardPacketRatioopt = 2. As it may be observed in the
two figures, both the MPR and KMPR sets are larger than the optimal value. How-
ever, KMPR is able to significantly reduce the gap between theMPR set and the
optimal MPR set. This reduction is particularly exacerbated in the case of random
mobility, where the adequacy is perfect. When considering adequacy errors with
vehicular mobility, KMPR also deviates from the optimal set, but still remains bet-
ter than MPR. The impact of the predictability on the KMPR setis limited thanks to
the nodal-degree criterion in both figures. Accordingly, wecan see that the Kinetic
Graph framework is well adapted to highly mobile topologieswhen building and
maintaining a structure such as a relay set.
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On Figure 15(a) and in Figure 15(b), we further analyze the broadcast efficiency of
MPR and KMPR with the duplicate reception ratio. The ratio has been computed
as the number of packets duplicated per packet sent. Clearly, a duplicate packet is
useless in term of broadcast efficiency when the broadcast network is connected.
Accordingly, the smaller the duplicate ratio is, the betteris the broadcast efficiency.
Similarly to the forward packet ratio, KMPR is able to significantly reduce the
number of duplicate packets that are carried in the wirelessnetwork compared to
MPR. As the decision to forward a packet, and possibility generate a duplicate
packet, also depends on the relay set, KMPR manages to keep a more accurate relay
set with respect to the instantaneous topology. By comparing the duplicate ratio
between random and vehicular motions, i.e with perfect and reduced adequacy, we
can clearly see the effect of the adequacy error, as the duplicate ratio is increased
by a factor of 40%. As it may also be observed, the duplicate ratio is affected by a
reduced predictability, a feature that is specific to the MPRconnected dominating
set. Indeed, in standard connected dominating sets (CDS), arelay node forwards
any packet in its queue that it sees for the first time. Therefore, as the KMPR relay
set is not influenced by the predictability interval, neither should the duplicate ratio.
Yet, a (K)MPR-CDS node forwards a packet based on the last hopinformation (the
node that elected it as relay). Therefore, a difference between the topology based
on which a relay has been elected and the current topology hasan impact. And due
to the reduced predictability, thus an increased maintenance rate, the new (K)MPR
set cannot be updated on time for the a perfect adequacy case,or the set is updated
on wrong topology information for a reduced adequacy. In other words, there is a
deprecancy between the nodes that elected a (K)MPR node and the (K)MPR node
itself. Luckily, KMPR reduces this deprecancy compared to MPR, as it manages
to reach respectively a 40% and 10% reduction in the duplicate ratio with perfect
adequacy and reduced adequacy. Indeed, KMPR bases the election on the current
state information and not on the past, and also significantlyreduces the maintenance
cycles as we will show in Figure 17(a) and in Figure 17(b). Oneway for the Kinetic
Graph framework to further reduce the influence of the predictability is to increase
the predictability interval, in other words, to develop a more accurate prediction
model than the linear first order model, even in the case of random motion. That is
part of future works.

Second, we illustrate in Figure 16(a) and in Figure 16(b) theend-to-end delivery
delay, which represents the time required to successfully deliver a broadcast packet
to the network. We artificially only consider the delivery delay of packets that may
be correctly delivered on the first broadcast attempt. Indeed, we are interested in
measuring the efficiency of theConnected Dominating Setformed by the MPR,
resp. KMPR nodes, and thus neglect dropped packets and successive retransmis-
sion attempts. Nodes that do not receive the first copy of a broadcast packet form
an Unconnected Dominating Set. We can clearly see on both figures that the de-
lay is significantly reduced when using kinetic graphs. Two reasons are behind this
feature. As KMPR builds its topology on actual and future configuration, the struc-
ture is always adapted to the correct topology. Second, as periodic maintenance
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messages are not sent, the channel is more available for datatraffic. And as we
will show later, the ratio of nodes to which a broadcast packet is delivered is also
significantly bigger than with MPR.

We may then see on Figure 17(a) and in Figure 17(b) KMPR’s maintenance over-
head in bytes compared to MPR. As a reminder, the maintenanceoverhead is mea-
sured by computing the ratio of the number of bytes required for the maintenance
with the total number of bytes (traffic and maintenance) transferred on the wire-
less network. We can see that by using the Kinetic Graph framework, KMPR is
able to significantly reduce the routing overhead ratio. Yet, by increasing the speed
or the road segment length, and thus reducing the predictability interval, KMPR’s
routing overhead ratio grows and even overpasses MPR’s. Indeed, as the Kinetic
Graph framework updates the structure at each predictability interval, the num-
ber of messages is worsen. Moreover, each kinetic message being bigger due to
the transmission of position information and other kinematics data, the overhead in
bytes is furthermore degraded compared to the packet overhead. There are therefore
configurations, where the non-periodic approach might lookbetter in term of main-
tenance overhead, but as we previously showed, this does notapply to the other
broadcast efficiency metrics, such as a kinetic protocol benefits from an enhanced
topology knowledge compared to the non-kinetic approach.

Finally, Figure 18(b) illustrates theUnconnected Dominating Set Ratio. All results
obtained so far have been averaged over tests whenall nodes could obtain a copy
of the broadcast packet (we discarded tests where at least one node could not get
the broadcast packet). Due to the particular spatial distribution of cars creating
clusters at intersections and a sparse connectivity in between for instance, frequent
disconnections occur for MPR. This figure therefore illustrates the ratio of runs
which showed a disconnected graph with respect of the total number of runs. It is
straightforward from this figure to see that, as KMPR is less sensitive to mobility
and adapts to dynamic topologies much faster, these temporal or spatial discon-
nections are significantly reduced, further improving the reliability of KMPR for
broadcasting in VANETs.
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Figure 14. Illustration of Forwarding Ratio vs. Predictability
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Figure 15. Illustration of Duplicate Packet Ratio vs. Predictability
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Figure 16. Illustration of End-to-End Delay vs. Predictability

5 10 15 20
1

1.5

2

2.5

3

3.5

4

4.5
x 10

5

Average Speed [m/s]

R
ou

tin
g 

O
ve

rh
ea

d 
[b

yt
es

]

MPR
KMPR

(a) Perfect Adequacy (random)

50 100 150 200
1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

5

Average Road Segment Length [m]

R
ou

tin
g 

O
ve

rh
ea

d 
[b

yt
es

]

MPR
KMPR

(b) Reduced Adequacy (vehicular)

Figure 17. Illustration of Maintenance Overhead vs. Predictability

In this section, we illustrated how MPR could be successfully improved by the
use of Kinetic Graphs and use a Kinetic Mobility Management.We evaluated the
influence of prediction errors, such as realism, adequacy and the predictability error,
on the performance of the Kinetic Graphs. We compared KMPR’sbehavior when
considering the Random mobility which has a low adequacy error but a high realism
error, and VanetMobiSim that has a high adequacy error but a low realism error.
We also increased the predictability error by increasing the mobility of the ad hoc
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Figure 18. Illustration of Unconnected Dominating Set Ratio vs. Predictability

network and emphasized the relative stability of KMPR. We finally showed how
even by suffering from a high adequacy error, the use of the Kinetic Degree instead
of a Kinetic Distance was able to limit the scope of the prediction error. KMPR and
the Kinetic Graph Framework therefore showed to be particularly adapted to highly
mobile networks.

We chose not to test KMPR with respect to the network density,as the problematic
of this work is mobility and not density or scale. As the number of MPR nodes for
a static configuration behaves asO( 3

√
density), and as MPR is a degenerated case

of Kinetic MPR, we expect the scale of KMPR to be similar to MPR.

5 Related Work

Mobility management has been very early seen as a critical requirement by any net-
work protocol when confronted to mobile terminals. In cellular networks, mobility
management aims at tracking users in order for calls or othercellular services to
be corrected delivered to them. It has been later extended totrack users on-calls in
order to prepare a hand-off.

The very first and basic mobility management technique was the periodic and
proactive mobility management. As no apriory knowledge of the evolution of the
topology could be assumed, a maintenance process was periodically triggered. Very
early, the cellular network community understood that thisprocess consumed a
large amount of an already scarce network resource and should therefore be im-
proved. For example, the cellular system created the hierarchical mobility manage-
ment to track off-call users. When a cell-phone does not needto be precisely tracked
in a base-station micro-cell (i.e. during a call), then the maintenance is limited to a
macro-cell called location area.

Yet, each micro-cell may contain a large number of cellphones that need to be
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tracked as precisely as possible in order to know when they will change cell and
avoid to interrupt the call. Cellular networks therefore provided the majority of
related work in mobility management for wireless communications as it responded
to an industrial need. Since the knowledge of the trajectoryfollowed by a cell phone
would let the network anticipate a hand-off and reduce the maintenance overhead,
the most advanced solution for intra-cell mobility management were also based on
mobility prediction techniques. As a matter of fact, the majority of works on the
application of mobility prediction techniques has been done on cellular networks
and Wireless ATMs. Various solutions have been developed, varying from user
movement history, Kalman or Particle filters, or neural networks. A review of the
state-of-the-art of mobility prediction techniques applied to cellular networks may
be found in [12].

At the early stage of mobile ad hoc networks, mobility has been widely ignored,
as the major concern of the community was scalability with respect to density.
Yet, in recent years and following a similar path as that of cellular network, tech-
niques have been developed to replace the proactive with an adaptive mobility
management. Successful applications have been proposed for topology manage-
ment [13,14], link availability [15,16,17,18,19], route availability [20,21,22], loca-
tion services [23,24] or geo-routing [25]. In each case, theobjective was to adapt
the periodic maintenance to the dynamism of the mobile network, or to choose a
link or a path depending of its maximum life duration.

Despite the fruitful results in adaptive mobility management, the next step to a
fully reactive mobility management was never walked, or more precisely, was but
has widely gone unnoticed by the MANET community. Indeed, ithad been first
described in the field of data structures when confronted to mobile objects. 10
years ago, the concept ofKinetic Data Structures (KDS)was introduced byBash
et al. [26], which is to the best of our knowledge the first description of an ap-
plication of a reactive mobility management technique. This topic has then been
widely studied in various areas such as mobile facility locations [27], clustering
and routing [28], or shortest path [29]. A survey on KDS can befound in [30].
Unfortunately, at the time of this fruitful developments, the powerful distributed
graph algorithms were not available, and all protocols weredeveloped for central-
ized protocols.

By taking a step back and looking at the KDS and MANET community achieve-
ments, we see that the former created solutions optimally adapted to mobility, but
which could not be applied to a fully distributed network, while the latter devel-
oped efficient distributed graph algorithms, which were notadapted to mobility.
It therefore appeared to us straightforward that the two approaches were mutually
profitable. This observation gave then birth to theKinetic Mobility Management
and the Kinetic Graph framework that we presented in this paper. Unlike any other
mobility management developed in cellular networks or in MANETs,Kinetic Mo-
bility Managementis fully reactive and has also been designed to be implemented
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by any distributed graph algorithm.

6 Conclusion

As the bad performance of standard MANET protocols in vehicular networks is
mostly coming from inefficient mobility management solutions, this paper focused
on improving mobility management in vehicular ad hoc networks usingKinetic
Graphsand mobility predictions. The objective was to offer an alternative to the
development of specific mobility protocols for VANET and ITS. Indeed, the use
of standard MANET protocols in vehicular networks is a key issue for industrial
partners and standardization bodies involved in the deployment of VANET and
ITS, as it would ease the interoperability between fixed networks, MANETs, and
vehicular networks.

We first described the challenges of predicting mobility in vehicular networks and
then provided guidelines for adapting mobility protocols to kinetic mobility man-
agement. By following these guidelines, standard protocols for MANET may be
efficiently operated for vehicular networks, as it suppresses the periodic beaconing
process widely used by almost all mobility protocols, and also increases the time in-
tervals during which the mobile topology is correctly anticipated. As an application
example, we depicted the improved broadcast efficiency of the Kinetic Multipoint
Relaying (KMPR)protocol compared to the original MPR protocol. This approach
is therefore able to efficiently maintain a communication backbone for VANETs
and ITS, despite the dynamism of vehicular mobility.

In this work, we chose to use have a high realism but a bad adequacy with respect to
modeling and predicting vehicular mobility. Yet, we chose acriterion less sensitive
to prediction errors. An interesting extension could be to obtain a good realism
and a good adequacy. For this matter, more sophisticated prediction models for
vehicular motions should be devised. Moreover, the approach is independent of
the criteria used to build the backbone and various approaches may be combined
and tested. Other mobility protocols could therefore be adapted to kinetic mobility
management.
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