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Abstract

We present recent developments in the context of face
cloning using view–based techniques, permitted by the co-
operation between analysis and synthesis algorithms.

We detail efficient 3D face modelling techniques, that
are capable to reproduce convincing facial expressions, and
we show how such realistic face models are suitable for a
view–based analysis framework, to recover both the global
pose and the facial expressions of a human performer, with-
out any markers or makeup.

1. Introduction

Being able to analyze the facial expressions of a human
face in a video sequence and reproduce them on a synthetic
head model is of tremendous importance for many multi-
media applications, like model–based coding, virtual actors,
human–machine communication, interactive environments,
video–telephony and virtual teleconferencing.

In the literature, three general analysis and animation
techniques can be found to perform this task:

(i) feature–based techniques and animation rules:
these methods are based on parametric face models,
which are animated by a few parameters directly con-
trolling the properties of facial features, like the mouth
aperture and curvature, or the rotation of the eye–balls.
The analysis technique consists in measuring some
quantities on the user’s face, for instance the size of
the mouth area, using blobs, snakes or dot tracking.
Some animation rules translate the measurements in
terms of parametric animation parameters [18, 8, 15];
Some algorithms are already meeting real–time anal-
ysis frame rates, while allowing the performer some

degrees of freedom in his head position and orienta-
tion [17, 1].

(ii) motion–based techniques and wireframe adapta-
tion: the motion information, computed on the
user’s face, is interpreted in terms of displacements
of the face model wireframe, via a feedback loop.
The face model can be either parametric or muscle–
based [6, 5, 10]; it is necessary to note that these tech-
niques can also handle the task of determining the
head pose, by combining global motion information
in the regularization algorithms. However, such algo-
rithms are far from achieving real–time performance.

(iii) view–based techniques and key–frame interpola-
tion: the face animation is realized by interpolating
the wireframe between several predefined configura-
tions (key–frames), representing some extreme facial
expressions. The difficulty of this approach is to relate
the performer’s facial expressions to the key–frames,
and find the right interpolation coefficients. This is
generally done by view–based techniques, which use
appearance models of the distribution of pixel intensi-
ties around the facial features to characterize the facial
expressions: in [3, 6], template–matching algorithms
compute correlation scores with examples found in a
database, and interpolation networks (a specific class
of neural networks) produce the interpolation coef-
ficients from the correlation scores, whereas [7] di-
rectly uses neural networks to estimate facial expres-
sions from image pixels.

Although view–based techniques and key–frame inter-
polation are quite intuitive and the prefered methods for
real–time performance, they suffer from two difficulties.
Firstly, the appearance models have to be carefully designed



to take into account the coupling between the head pose (the
3D position and orientation of the user’s face) and the fa-
cial expressions (for instance, if the performer nods his head
downward, his mouth will be curved, and it could be falsely
interpreted as a smile), and the examples used to train the
system must be closely related to the corresponding key–
frames. This mainly is the reason why such algorithms gen-
erally require the performer to stay in a strict frontal view in
front of the acquisition camera. And secondly, such a sys-
tem is limited by the number of key–frames and training ex-
amples, as it will be difficult to analyze and reproduce a fa-
cial expression that cannot be mimicked by a linear combi-
nation of key–frames. Needless to say, implementing these
analysis and synthesis algorithms, by matching “by hand”
the view–based examples with the corresponding synthesis
parameters, is a very empiric and inaccurate task.

2. Overview of our Work

This paper presents our face cloning research in the
TRAIVI1 project [4], which focuses on Virtualized Real-
ity, as opposed to Virtual Reality: the concept of virtualized
reality was developped by Kanade et al in [9], pointing out
that the world fine details should be taken into consider-
ation in virtual worlds, rather than unrealistic CAD mod-
els, to represent the participants or their environment. To
enforce a high level of realism, we consequently propose
to use person–dependent textured face models built from
CYBERWARETM range data [2].

We noticed that in the literature, unfortunately, none of
the face cloning approaches takes advantage of the visual
realism of their face model to track and/or analyze facial
deformations. Therefore, we offer a novel approach in face
cloning, using a visual feedback loop, making the analy-
sis and synthesis modules cooperate, both to recover the
user’s position and orientation, and his facial expressions.
To the best of our knowledge, our framework is the first
attempt to implement such a cooperation for view–based
techniques. In section 3, we review a global motion track-
ing algorithm that can precisely recover the head pose of
the user. The main contribution of this paper resides in
section 4, where we transform a static speaker–dependent
textured wireframe into an animated face model capable of
realistic facial expressions, manipulable by a generic anal-
ysis/synthesis framework, thanks to efficient and original
deformation techniques. And finally, we will introduce in
section 5 how we intend to analyse facial expressions using
our animated face models in a view–based manner.

1TRAitement des Images VIrtuelles (Processing of Virtual Images)

3. Head Pose Determination

We wrote a face tracking and pose determination system
which proceedes as follows (figure 1):

Initialization:

(i) the user aligns his head with his head model, or alter-
natively modifies the initial pose parameters to align
his head model with his head;

(ii) when done, an 3D illumination compensation algo-
rithm is run, to estimate the lighting parameters that
will reduce the photometric differences between the
synthetic face model and the real face in the user’s en-
vironment;

Main Loop:

(i) a Kalman filter predicts the head 3D position and ori-
entation for time t;

(ii) the synthetic face model generates an approximation
of the way the real face will appear in the video frame
at time t; this approximation includes both geomet-
ric distortions, scales and shaded lighting due to the
speaker’s pose, as well as some clues about the loca-
tion of the background with respect to the face tracked
regions;

(iii) patterns are extracted from the synthesized image,
representing contrasted facial features (like the eyes,
eyebrows, mouth corners, nostrils);

(iv) a differential block–matching algorithm matches these
patterns with the user’s facial features in the real video
frame;

(v) the 2D coordinates of the found positions are given
to the Kalman filter, which estimates the current head
3D position and orientation.

The strength of the visual feedback loop is that it im-
plicitely takes into account the changes of scale, geom-
etry, lighting and background with almost no overload
for the feature–matching algorithm: due to the synthe-
sis module that performs a 3D illumination compensation
scheme, the synthesized patterns will predict the geomet-
ric deformations, the lighting and the background loca-
tion of the user’s facial features, making the differential
block–matching stage more robust. This enhanced anal-
ysis/synthesis cooperation results in a stable face tracking
framework without artificial marks highlighting the facial
features, supports very large rotations out of the image
plane (see figure 2), and even copes with low–contrasting
lightings (see the MPEG demo [13]). More details can be
found in [19].



                                    

                        

Kalman Filter

Differential block–matching of facial features

2D coordinates of facial features
in the image plane at time t

Initialization

Initial 3D pose

Estimation of face illumination parameters

Main Loop (time t)

Predicted 3D pose for time t

OpenGL Engine

Predicted Speaker’s image

Initial 3D pose and illumination parameters
of

fa
ci

al
fe

at
ur

es
in

th
e

im
ag

e
pl

an
e

Pr
ed

ic
te

d

2
D

co
or

di
na

te
s

Filtered 3D pose for time t� 1

sent to distant sites

Video input

Synthetic view Blended Synthetic/Real view Real view

User aligns his face and his head model

Figure 1. System overview: initialization, and
face tracking loop

4. Synthesis of Facial Expressions

Most studies about 3D face model construction in the lit-
erature try to adapt a more–or–less generic face model to an
individual from photographs or range data. The construc-
tion of facial animations is then trivial, because they are di-
rectly built in the generic head model by defining wireframe
deformations. As always, there is a tradeoff between real–
time rendition capabilities and realism, and the face model
may end up being an oversimplified unrealistic avatar. In-
stead of starting from a generic face model to make it spe-
cific to a given person, we took the opposite approach, start-
ing from person–dependent data (range and texture image)
corresponding to a neutral facial expression, and processing
it to make it manipulable by a generic analysis/synthesis
framework. The main difficulty is that, though highly real-
istic, our face model comes unanimated: it is made of static
vertices (with refinments around the facial features to im-
prove the modelling precision), attached to a static texture

                        

                        

                        

Figure 2. Head rotations supported by the
face tracking system, without any marker or
specific lighting

image via static texture coordinates. Another major diffi-
culty is that there are no separate primitives for the eye-
balls: the initial face model is just a plain surface. Never-
theless, this section will show how facial expressions can be
achieved by applying simple deformations, not only on the
wireframe vertices, but at the three different levels (vertices,
texture coordinates, and texture image), by implementing
well–known or original animation techniques.

The next figures will display two points of view of the
same model in different facial expressions, to emphasize
that our animation methods are valid in 3D, as required by
a virtual teleconferencing system. For future comparisons,
the initial face model in a neutral facial expression is given
in figure 3.

            

Figure 3. Katia’s original face model



4.1. Mesh Animations

Key–frame animation (or mesh morphing) consists in in-
terpolating the positions of the mesh vertices between ex-
treme facial expressions. It is particularly suitable for real–
time and performance animation, because it involves only
linear combinations between predefined vertex positions,
and allows to smoothly deform a surface as complex and
pliable as the human face. It generally produces less un-
wanted effects like bulging, creasing and tearing than does
facial animation created with bones or lattices [11]. The
only requirement for this technique is to have a collection of
separate wireframes in different expressions with the same
number of vertices in the same exact order, which can be
obtained by editing the original wireframe [16]. This ani-
mation technique is implemented in our face models to ani-
mate the eyelids or the mouth (figure 4).

            

Figure 4. Mesh vertices displacements: right
eye is closed, left eye is half–closed, and the
mouth is squeezed

4.2. Texture Coordinates Displacements

All animations do not require to deform the shape of the
face model. For instance, lifting an eyebrow corresponds to
a shift of the underneath muscles onto the face skull. We
mimicked this operation by extending the principle of key–
frame mesh interpolation to the texture coordinates, to make
the texture image slide over the wireframe.

            

Figure 5. Texture coordinates displacements:
left eyebrow is down, the right one is up

Figure 5 shows that this technique can correctly imple-
ment the motion of the eyebrows, and simulate the exten-
sion of the skin just below the right eyebrow, by pulling
up the eye’s makeup, while keeping the head shape unal-
tered. Such an effect would be impossible to achieve by
mesh morphing alone.

4.3. Texture Animations: Texture Displacements

The cylindrical texture mapped onto the mesh vertices
can be altered at rendition time to produce animations. In
most face models, the gaze is controlled by rotating some
eye–balls appearing through holes created in the wireframe
for the eyes. Instead of adding new primitives for each eye,
we created holes in the texture image (via the transparency
channel), and two separate textures behind the main one
can be displaced to alter the model’s gaze direction (fig-
ure 6). Due to the alpha channel, the shape of the eye
contours remains unchanged, and covers the moving texture
portions. We are also using this technique to implement the
model’s teeth on tongue, by means of overlapping several
texture portions on a plane just behind the model’s lips.

            

(a)

            

(b)

            

(c)

Figure 6. Texture–shifting in the texture
plane: (a) neutral position of the eyes in the
cylindrical texture; (b) left shift of the eyes;
(c) result after 3D mapping

4.4. Texture Animations: Texture Blending

Beside moving some texture portions, it is possible to
blend several textures together to produce a new one, for ex-
ample to fade wrinkles into the model texture at low–cost in



terms of real–time animation, instead of hard–coding them
in heavy spline–based meshes [20], as seen on figure 7.

            

Figure 7. Expression wrinkles and furrows by
texture blending

4.5. Realistic Animations

Each defined model alteration is controlled by a single
parameter �i, a FAP (face animation parameter, conform-
ing the guidelines of the MPEG–4 standard [14]). Com-
bining n parameters (i.e. n independent mesh or texture
modifications) in a single vector � = (�1; � � � ; �n)T , the
face model is then capable of complex facial expressions.
Although the construction of the deformations is highly
person–dependent, the facial expressions are simply con-
trolled by the � vector, which is completely transparent for
the analysis and synthesis frameworks (figure 8).

If the � vector is related to the same FAPs across dif-
ferent face models, although each FAP is implemented in a
strict person–dependent manner, it will be possible to anal-
yse the facial expressions of a performer using his own
model (like in figure 1), and reproduce them on another
3D model. Interested readers are invited to download the
MPEG sequence [12] to see several face models interpret-
ing the same � parameters.

Animated face modelStatic face model
(person–dependent)

– mesh animations
– texture coordinates animations
– texture displacements
– texture blending

(person–dependent)

� (not person–dependent)

Figure 8. Synthesis part of facial animations:
transforming a static model into an animated
one, controlled by the general � vector

5. Early Results: Analysis of Facial Expres-
sions

We are presently investigating a new view–based ap-
proach to relate the analysis and the synthesis of facial ex-
pressions: using a realistic face model representing a human
performer, we sample the visual space of facial expressions
accross various poses, via a set of � vectors. Image patches
for the facial features of interest (like the eyes, eyebrows,
and the mouth) are extracted, to produce distinct datasets
of training examples. Then, a principal component anal-
ysis is performed over those training datasets, to extract a
limited number of images optimally spanning the training
space. These images (called eigenfeatures) will allow us
to characterize the facial expression of the user’s face via a
simple correlation mechanism, yielding a compact � vec-
tor. And finally, a linear estimator will be designed to map
the analysis scores � to the face animation parameters �.
Such a system will not be limited by the amount of avail-
able key–frames (as noted in the introduction for traditional
view–based techniques), since all degrees of freedom per-
mitted by the synthetic face can be precisely, automatically
and systematically exploited by the training strategy.

Figure 9 shows some preliminary results concerning the
analysis of synthetic facial images using a linear estimator
trained over the responses of the eigenfeatures. We are cur-
rently extending this strategy to the analysis of real facial
images.

6. Concluding Remarks

We presented efficient and original face model construc-
tion techniques, which are useful for realistic clones.

Such realism allows to make analysis and synthesis mod-
ules cooperate to recover both the global pose and the facial
expressions of a human performer, without any markers or
makeup.

Our current perspectives include:

(i) the definition of an animation space sampling strategy,
so that the linear estimator has enough training data to
reconstruct coherent facial expressions from the anal-
ysed images, and can properly decouple the effects of
the user’s pose and the facial expressions from the re-
sponses of the eigenfeatures;

(ii) the extension of our analysis algorithm on real facial
expressions (i.e. the mapping �! � when � is mea-
sured on real images, although trained on synthetic
images);

(iii) and the integration of our analysis module within the
global motion tracking algorithm, to have a complete
face cloning framework.
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Figure 9. Some analyses of facial expres-
sions: each image of the left column was
quantified by some eigenfeatures, giving a �
vector. A linear estimator mapped � to the an-
imation parameters �, which were rendered
into the images of the right column
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