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Abstract

Using wireless technologies to access the Internet (e.g., public hotspots) and
setting small ad hoc networks (e.g., during a meeting), are common experiences for
end users. Those environments are challenging for TCP because of the variability
of the available bandwidth and the competition among flows that span over paths of
different lengths and different types (wired or wireless). In this paper, we advocate
that part of the problem comes from the use of the FIFO scheduling policy. We
propose to replace FIFO with a size-based scheduling policy called LAS (Least
Attained Service). We demonstrate that LAS solves most of the fairness issues
encountered in those environments and makes a better use of the scarce bandwidth
resources.

2



1 Introduction

TCP is the dominant transport protocol in the Internet, carrying typically over
80% of the bytes of a given link. The vast majority of new applications, e.g.,
peer-to-peer file sharing/replication, podcasting have adopted TCP as their trans-
port layer. The widespread use of wireless communications, with home wireless
networks, wireless LANs 1 or ad hoc networks, should not change the current situ-
ation and TCP is likely to remain the transport layer of most applications in those
environments.

A number of problems due to the use of TCP in 802.11 wireless networks have
been identified over the years; the reason is that TCP has been optimized for a wired
network. Our focus in this paper is on TCP in static 802.11 multihop wireless
networks. This category encompasses many practical cases, such as single hop
networks like wireless LANs and multi-hop ad hoc networks. One of the biggest
concerns with TCP in those environments is fairness. We advocate that the fairness
problem is exacerbated by the interaction between TCP and the FIFO scheduling
policy. For these networks, we propose to replace the FIFO scheduling policy by a
size-based scheduling policy called LAS (Least Attained Service - [8], page 172)
to improve fairness among TCP flows and the interactivity perceived by the user.

LAS has been shown to solve most of the fairness issues faced by TCP in a
wired environment [11] that arise due to the competition between flows with dif-
ferent RTTs or between TCP and UDP flows. Another key feature of LAS is its
ability to protect TCP flows in their early phase (typically their slow-start phase)
by reducing their loss rate and RTT [10]. In addition, since small TCP flows are
given a higher priority under LAS, the interactivity perceived by the end user is im-
proved, e.g., when simultaneously running a peer-to-peer file sharing application
and browsing the Web. In the present work, we investigate if those appealing prop-
erties of LAS persist in the wireless environments we focus on. Note that while
in a wired context, the use of LAS is somehow restricted to specific locations of
the network where a bottleneck is observed, LAS has the potential to be used in all
wireless networks where bandwidth is in general a scarce resource.

We have compared LAS to FIFO for different network topologies, namely a
chain, a grid and a wireless LAN topology and different workloads, namely long
lived flows or flow size distributions with various levels of skweness2. Using a
simulation approach, we show that:

• LAS solves all known fairness issues in wireless networks: short vs. long
TCP flows, TCP vs. UDP flows, dowloading vs. uploading TCP flows.

• Fairness is not obtained at the expense of performance in a wireless LAN
1We use the term wireless LAN in this paper to refer to a single cell infrastructure 802.11 network

where all wireless clients are in the data range of the access point.
2Skweness refers here to the ratio of small to large flows and the fraction of bytes carried by those

two groups. Refer to Section 4.
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scenario. In a multihop network scenario, the price to pay to enforce fairness
with LAS is a smaller aggregate throughput as compared to FIFO.

• Fairness and to a lesser extent performance are significantly less sensitive to
the choice of the advertised window and buffer size under LAS than under
FIFO.

• For grid and wireless LAN topologies and for realistic workload models,
LAS is able to increase interactivity with a reasonable penalty for large flows.

The remaining of this paper is organized as follows. In Section 2, we survey
the related work concerning TCP in 802.11 networks. In Section 3, we present
LAS. In Section 4, we detail our simulation scenarios, in terms of topologies and
workload models. In Section 5, we describe our performance and fairness metrics.
In Section 6, we present numerical results for the comparison between FIFO and
LAS. In Section 7, we provide some conclusions and directions for future work.

2 Related Work

Fairness and performance of TCP flows in ad hoc networks and wireless LANs
have received a lot of attention. This stems from the poor and unpredictable per-
formance observed in those networks, as confirmed by many experimental and
measurement studies [13, 4, 7].

Many studies on ad hoc networks have underlined the crucial impact of the
advertised window parameter [1, 5]. The main conclusion from those studies is
twofold. First, the optimal value of the advertised window is in general small,
between 2 and 10 packets. Second, TCP generally overshoots this optimal value
which results in a higher level of contention and a decrease of fairness. To force
TCP to operate around its optimal value, a RED-like mechanism is proposed in
[5], where the decision to discard a packet is based on the level of contention ex-
perienced by a given node. Note however, that the above results hold for networks
with hidden nodes. In contrast, when there is no hidden node, as it is the case
in our paper (except in Section 6.1.2), performance increases monotically with an
increasing advertised window for the two policies we consider, namely FIFO and
LAS.

The case of a wired-cum-wireless network has to be treated individually. In-
deed, as TCP connections now span over both a wired and a wireless network, the
advertised window can no longer be clamped to small values as in pure ad hoc
networks [1, 5]. In this context, fairness among TCP flows or UDP and TCP flows
is hardly obtained and performance can quickly degrade as confirmed experimen-
tally in [16]. In [17], the authors propose to replace the FIFO scheduling policy by
a non work-conserving policy, with 8 parameters to tune, that aims at minimizing
the contention on the air interface. In contrast, LAS is a work-conserving policy
with no parameter to tune. However, the focus of [17] is on networks with hidden
nodes, which we do not address in the present paper, except in Section 6.1.2.
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In [15], the authors focus on the case of an 802.11 wireless LAN with simul-
taneous uploads and downloads to and from the Internet and relate the observed
unfairness (the uploading flow taking advantage over all downloads) to the buffer
size at the base station. They propose to enforce fairness by adjusting the advertised
window of TCP connections. The authors however acknowledge that their solution
is not scalable as it requires to passively estimate the RTT of each connections to
adjust the advertised window, which is a non trivial task.

In the present work, we propose to use LAS, a size-based scheduling policy, in
a wireless context. Size-based scheduling has already been proposed in a wireless
context in [9]. The considered size-based policy is not LAS but the shortest job
first (SJF) policy. The objective of the authors in [9] is to apply this policy at the
packet level to ensure fairness between short and long packets and more generally
to favor multimedia applications. In contrast, we use LAS to solve fairness issues
at the TCP level and we thus apply it at the flow level.

3 The Least Attained Service Policy

LAS is a size-based scheduling policy. It has been initially proposed and stud-
ied in the context of time-sharing computers in the late 60s [14]. Under LAS
priority is given to the job that has received the least amount of service. In case of
ties, jobs share the server in a round-robin manner. A salient feature of LAS is that
it has no internal parameter to tune.

In [12], LAS has been studied in the context of a packet network like the Inter-
net, where it is extended to incorporate a buffer management policy. The resulting
policy that we refer to as LAS in the remaining of the paper works as follows.
Upon reception, a packet is assigned a priority which is inversely proportional to
the number of bytes sent so far by the corresponding connection (the first packet
of a new connection thus has maximum priority). If ever the queue is full upon the
arrival of a new packet, this packet is assigned its priority, inserted in the queue and
the packet with the lowest priority is discarded.

The results on LAS relevant in the context of this paper are the following. In
[12], LAS has been proved to improve the performance of most flows except a
small fraction of the largest ones as compared to FIFO if ever the flow size distrib-
ution is highly skewed, i.e., a clear minority of the largest flows (say less than 5%)
convey most of the bytes. Internet traffic has often been observed to exhibit highly
skewed distributions [2]. LAS has also been proved to interact nicely with TCP by
protecting flows in their slow-start phase in [10] and to solve classical unfairness
situations: UDP vs. TCP or TCP flows with different RTTs [11].

The implementation of LAS can be performed at the flow or at the connection
level. In order not to penalize applications that generate long connections but send
at low rate, e.g, a routing process between two machines that sends keep-alive
messages at a low rate most of the time, it seems wiser to implement LAS at a flow
level. This is the option we take in the rest of this paper. In addition, to account
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for connections sending packets of different sizes, we chose to use as attained
service the amount of bytes of this flow serviced so far. TCP level ACK packets
are processed in a specific way. The size of one ACK packet is in general an order
of magnitude smaller than a TCP packet. In order to avoid to give full priority to
the ACK flow, the priority assigned to an ACK packet is proportional to the amount
of data acknowledged so far for the corresponding flow (see Section 6.1.3). The
overhead of LAS as compared to FIFO is that per flow statistics must be kept. It
should however be an affordable task for an ad hoc node or an access point that
should not service a large number of simultaneous connections.

4 Simulation Scenarios

N1

N10

APRouter

Figure 1: Wireless LAN scenario

In this section, we outline the scenarios that we investigate in Section 6. For
the case of ad hoc networks, we consider two basic topologies: a chain and a grid.

For the chain topology, we consider either long-lived FTP flows or a mix of
FTP and constant bit rate UDP flows. This type of workload allows us to investi-
gate classical unfairness situations and to understand the role of two key parame-
ters, namely the buffer size at each node and the maximum advertised window of
TCP. For the grid topology, we consider a classical workload model where FTP
connections arrive according to a Poisson process, the duration of connections fol-
lows an exponential distribution and the source and destination of a connection are
chosen randomly.

For the wireless LAN case (see Figure 1), we first consider FTP connections
with a mix of uploads and downloads to and from the Internet. The idea here is
to investigate the unfairness that occurs between uploads and downloads and also
between uploads only or downloads only when the latencies of the paths differ.
We next consider a Web-like workload. We aim at investigating the ability of LAS
to offer a good interactivity with this scenario. Our Web-like model is based on
the work in [3]. There is a pool of clients and a pool of servers. Clients request
pages to servers according to a Poisson process. Each Web page contains a cer-
tain number of objects. Each time an object is requested, a new TCP connection
is established. Distribution of the objects size follows either an exponential or a
Pareto distribution. We set the Web parameters as shown in Table 1. We have used
different coefficient of variation 3 CoV values for the page size distribution in order

3The coefficient of variation of a distribution is the ratio of the standard deviation to the mean of
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FIFO

to investigate how LAS and FIFO behave for various amounts of skewness in the
flow size distribution. Note that in a wired context, it has been shown that the more
skewed the distribution, the better the performance of LAS as compared to FIFO
[12].

The simulation software we use is ns version 2.29. We have chosen 802.11b as
a MAC protocol. We report in Table 2 the basic configuration used for all simula-
tions. The version of TCP is NewReno. The Maximum Segment Size is equal to
1000 bytes. UDP segments are also of size 1000 bytes.

Page size (in objects) 3
Average Object size 30 pkts
CoV of Object size 1/2/5

Inter-Page time 0.1s
Inter-object time 0.1s

Table 1: Main parameters of the Web traffic model

Data rate 11Mb/s
RTC/CTS option off

TCP delay-ACK option on
Data range 250m

Interference range 550m
Routing protocol DSDV

Table 2: Main parameters of the simulated scenarios

the distribution. It allows to compare the variability of different distributions irrespectively of their
actual mean value.
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5 Performance and fairness metrics

We use the following metrics to quantify performance and fairness:

• Aggregate throughput : the aggregate throughput is defined as the sum of the
bytes correctly received by the TCP layer at the destination. It might include
duplicated packets.

• Total number of TCP data packets transmitted : The total number of TCP
data packets transmitted over the network is the sum of all such packets ex-
changed between any two nodes, that might be either intermediate nodes or
the final destination and that were correctly received by the final destina-
tion. Practically, this means that if a data packet has been transmitted three
times before reaching its final destination, it will be counted three times in
the metric.

• Fairness index: The Jain’s fairness index [6] allows to compare how the
available bandwidth is shared among the competing connections. For a set
of n connections with average throughputs xi, i ∈ {1, n}, the Jain’s fairness
index I is defined as:

I =
(
∑n

i=1 xi)
2

n
∑n

i=1 x2
i

(1)

The closer I is from 1, the more fair is the share of the available bandwidth
among the connections.

6 Numerical Results

In this section, we first investigate the fairness of LAS as compared to FIFO
for an ad hoc chain and a wireless LAN topology. This study is performed for long
lived flows that allow to clearly reveal unfair situations. We next investigate the
ability of LAS to favor short flows (at the expense of a reasonable penalty for the
largest flows) for a grid and a wireless LAN topology.

6.1 Fairness

Our main focus in this paper is on networks without hidden node. We however
present in Section 6.1.2 some preliminary results that show that LAS can solve
some of the issues raised by the presence of hidden nodes.

6.1.1 Chain topology without hidden node

Long-lived TCP connections We consider a chain topology with 3 FTP sessions
between node 0 and nodes 1, 2, 3 respectively (nodes are numbered from left to
right in the chain). We term them as connection 1, 2 and 3.
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We study the performance and the fairness of FIFO and LAS, both as a function
of the advertised window and buffer size values. As small values of the advertised
window have often been observed to lead to the best performance in ad hoc net-
works, we investigated values between 1 and 50 kbytes. We considered buffer
sizes between 20 and 200 kbytes. Larger values do not change the results as with
a buffer of 200 kbytes, each node can store all the outstanding packets (maximum
of 50 kbytes) of all the 3 FTP connections.

Figures 2 and 3 represent the aggregate throughputs of LAS and FIFO respec-
tively. Those figures reveal that the aggregate throughput under FIFO is in general
50% higher than under LAS. However, since the total numbers of TCP data packets
sent under LAS and under FIFO are similar (we do present the figures here due to
space limitation), the lower aggregate throughput under LAS should not be inter-
preted as a lower efficiency at the MAC level, but as a different strategy to allocate
the bandwidth to the connections.

The fairness indexes in Figures 4 and 5 for LAS and FIFO show that:

• The fairness under LAS is consistently higher than under FIFO and the shar-
ing of the available bandwidth under LAS is often almost perfect, i.e., close
to 1.

• LAS is clearly less sensitive than FIFO to the choice of the advertised win-
dow or the buffer size values.

TCP vs. UDP Our objective here is to show that LAS enforces fairness among
TCP and constant bit rate UDP connections. To this end, we considered a worst
case scenario with one UDP connection between nodes 0 and 1 and another one
between nodes 0 and 2. We next set up an FTP connection between the two ends
of the chain, nodes 0 and 3. The main result from those simulations is that under
FIFO, the FTP connection completely starves, while under LAS the three con-
nections share the channel perfectly (we do not present any curve due to space
constraints). As a conclusion, even in a worst case scenario like the one consid-
ered here, LAS is able to protect TCP flows and enforce a fair share of the channel
between TCP and UDP flows.

6.1.2 Chain topology with one hidden node

We have analyzed the case of a chain topology with 5 nodes, where the last
one is a hidden node. We set up 4 FTP sessions between node 0 and nodes 1, 2,
3, 4 respectively. We term them as connection 1, 2, 3 and 4. We ran simulations
for the same range of parameters for the advertised window and the buffer sizes as
in the case without hidden nodes. We do not report the graphs here due to space
constraints. We observed from those simulations that under FIFO, connection 4
always starves, while under LAS, the four connections almost always obtains the
same throughput. In addition, the total number of packets sent under FIFO is the
same as under LAS, just like in the case without hidden node. Those preliminary
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results are encouraging. We leave for future work a more in depth study of the
performance of LAS in networks with hidden nodes.

6.1.3 Wireless LAN scenario
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We compare in this section LAS to FIFO for a wireless LAN scenario as the
one of Figure 1, with 3 hosts on the wired part and 3 active wireless hosts. Links
are provisioned such that only the queue of the access point can build up.

Downloads only scenario We first investigated the case of a wireless LAN with
3 FTP servers in the wired part and 3 FTP clients in the wireless part. Latencies
on the wired part of the path for the 3 connections are respectively 2, 50 and 150
ms. The advertised window value and the buffer size at the access point are key
parameters that influence the performance. We consider advertised window values
between 10 and 50 kbytes. We do not consider smaller values (less than 10 kbytes)
as in Section 6.1.1 because of the bad utilization of the wired part that results from
such a choice.

We first observe from Figures 6 and 7 that LAS and FIFO achieve in general
the same aggregate throughput (aggregate throughput and total number of packets
coincide in a single hop scenario). Fairness indexes for both policies are presented
in Figures 9 and 8. Those figures reveal that LAS becomes fair (a fairness index
above 0.9) as soon as the congestion window values are above 25 kbytes and ir-
respectively of the buffer size. This is not the case for FIFO that tends to be fair
(its fairness index remains below 0.9) for larger buffer sizes only but whose perfor-
mance degrades for decreasing buffer sizes. Those results highlight the detrimental
effect that a non adequate choice of the buffer size can have on TCP when used in
conjunction with FIFO. Such a trade-off does not exist with LAS for which fairness
depends only on the advertised window with a simple rule: the larger the advertised
window, the better the fairness.
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Downloads and uploads scenario We investigate here a different flavor of the
previous scenario where one FTP server is in the wireless part while the two other
ones remain in the wired part. Such a scenario, with simultaneous downloads and
uploads, has been observed to lead to highly unfair situations where the uploading
connection obtains the highest throughput [15]. The reason behind unfairness is the
competition that takes place between the (TCP level) ACK stream of the uploading
flows and the data streams of the downloading flows at the buffer of the access
point. We have performed for this scenario the same analysis as for the previous
case. Simulation results are similar to the downloads only case, i.e., LAS is able to
enforce fairness while FIFO is not (we do not report the graphs here due to space
limitation). However, for LAS to enforce fairness, one must use the implementa-
tion technique described in Section 3: the priority of an (TCP level) ACK packet
must be set equal to the amount of bytes sent by the corresponding data streams4.
If it is not the case, an ACK packet being 25 times smaller than a data packet, the
ack stream of the upload gain full priority at the buffer of the access point and the
fairness between uploads and downloads can no longer be maintained.
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0 10 20 30 40 50 60 70 80 90 100
10−2

10−1

100

101

102

Percentile flow size

S
er

vi
ce

 ti
m

e 
(s

)

CoV 1
CoV 2
CoV 5
CoV 5
CoV 2
CoV 1

LAS 

FIFO 

Figure 11: Percentile of service time under LAS and FIFO with different CoV of
the page size

4As the forward and return path might not be the same, we use in our current implementation the
highest byte number acknowledged by the ACK. We leave for future work the problem of losses and
reordering.
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6.2 Interactivity

6.2.1 Grid Topology

We compared LAS to FIFO for the case of an ad hoc network with a grid
topology and a workload model where FTP connections ”arrive” according to a
Poisson process, are established between two nodes chosen at random and have a
exponentially distributed size (see Section 4). The grid consists of 16 nodes spaced
by a distance of 128 m such that a node is in the data range of its direct neighbors
only and all nodes are in the same interference range. We used buffer sizes of
103 kbytes and maximum advertised windows of 60 kbytes for all nodes and all
connections. The objective of this experiment is to show that LAS favors short
interactive flows with a negligible penalty for large flows in a realistic workload
scenario.

We consider as a metric the conditional response times of the connections i.e.,
the time required to complete the transfer for each possible connection size. Con-
ditional response times are plotted in Figure 10 against the percentiles of the con-
nection sizes so as to account for the relative proportion of connections of different
sizes.

We observe from Figure 10that the response time of the 45% smallest flows is
significantly smaller under LAS than under FIFO while the increase in response
time of the largest flows remains reasonnable. By reasonnable, we mean that we
expect that the benefit due to a better interactivity will outweigh the slowdown of
the longest transfers from the user perspective.

The scenario used in this section for the grid topology is based on a flow size
distribution which is not highly skewed as the CoV of the exponential distribution
is equal to 1. We made this choice because of a lack of evidence that the flow
size distribution can be highly skewed in a pure ad hoc network. In contrast, for
a wireless network connected to the Internet as it is the case for the wireless LAN
scenario in the next section, the flow size distribution can be clearly more skewed.
In this case, the advantage of LAS over FIFO will become even more evident.

6.2.2 Wireless LAN Scenario

Wireless LANs are typically installed in order to provide Internet connectivity
to mobile users. We consider the scenario of Figure 1 with 3 web servers in the
wired part and 10 wireless clients. The workload model is the one depicted in Sec-
tion 4. We considered a Poisson arrival process of sessions, with 3 different CoV
values of 1,2 and 5 for the page size distribution, in order to show the performance
of LAS under different conditions.

As one can see from Figure 11, the service time under LAS is smaller than
the one under FIFO for 99% of the (smallest) connections. In addition, when the
CoV of the page size distributions increases, the advantage of LAS becomes more
pronounced, in line with what has been observed in a wired network [12]. The
comparison between the grid case and the wireless LAN case with an exponential

12



distribution for the sizes of the connections (CoV=1), also reveals that LAS pro-
vides better results in terms of interactivity as compared to FIFO when the number
of bottlenecks is smaller (there is a single bottleneck in the Wireless LAN scenario
and potentially 16 in the grid scenario).

7 Conclusion and future work

In this work, we proposed to replace FIFO by LAS, a size-based scheduling
policy, to improve fairness and interactivity in wireless networks. Specifically, we
investigated three topologies: a chain, a grid and a wireless LAN. For those sce-
narios, we demonstrated that LAS is less sensitive than FIFO to the choice of two
key parameters that greatly impact the performance of TCP in wireless environ-
ments, namely the advertised window and the buffer size values. In addition, LAS
enforces fairness without impacting the network utilization,as the total numbers of
packets transmitted are the same under LAS and under FIFO. More generally, LAS
makes a better usage than FIFO of the available bandwidth by favoring TCP flows
in their early phase, typically their initial slow start phase. This is a very important
feature in wireless environments where the available bandwidth can heavily fluctu-
ate due to the shared nature of the medium as it allows to preserve the interactivity
perceived by the end user. The next steps for us are to investigate LAS in wireless
networks with hidden nodes and also in wireless mesh networks that constitute a
multihop extension of the Wireless LAN scenario.
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