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Abstract- We consider coding schemes for non-coherent On-
off signaling over Ultra-wideband channels. Different code
constructions are proposed and optimized using an exit chart
based methodology. The performance of proposed codes is then
measured using both an exit chart based analysis and Monte
Carlo simulations. The optimized codes are shown to perform
close to information-theoretic limits.

I. INTRODUCTION

In considering signaling strategies for Ultra-Wideband (UWB)
systems, [6], [7] Souilmi and Knopp evaluated the achievable
rates for non-coherent detection, in the sense that the receiver
has no channel side information of the underlying wideband
channel process, of On-off UWB signaling. Although signif-
icant loss in information rates compared to AWGN channel
can be expected due to the extreme bandwidth (even for
the low spectral efficiency associated with proposed UWB
regulatory constraints on bandwidth and power), losses with
respect to coherent detection with incomplete side information
(i.e. imperfect channel estimation) are small. The savings in
terms of implementation complexity are thus justified from a
practical standpoint.
The term On-off is defined as a signaling strategy having a
two-mass input distribution with a mass point at the origin (i.e.
zero energy symbol). Thus a On-off scheme consists of trans-
mitting, at each symbol time, either a certain pulse p(.) with
probability r1 and not transmitting anything with probability
Ir1. When computing the attainable mutual information of
this signaling scheme over non-coherent UWB channels, it is
further shown that the optimal transmit probability r1 should
vary with the system's average SNR.
In this work we consider suitable coding schemes for On-
off with non-coherent detection over a UWB channel. Such
a coding scheme needs to be a symmetric-input,asymmetric-
output distribution binary code in order to correctly match
the optimal input distribution for a given SNR level. Such
coding schemes had been studied by Bennatan and Burshtein
in [3], where the design of channel codes for non-uniform
input distributions was considered for memoryless channels.
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An other alternative would consist on serially concatenating a
symmetric output-distribution channel code with m-ary Pulse
Position Modulation (PPM). The latter is a special case of On-
off signaling corresponding to transmitting exactly one pulse
during each block of m symbols (here r1 = 1/m). In [2],
Peleg and Shamai, consided such a strategy for memoryless
(rapidly-varying) Rayleigh fading channels .

In the following we make the choice of enforcing the consid-
ered code constructions to be of the form of binary symmetric-
output code serially concatenated with an m-ary PPM modu-
lator. The motivation for such a design choice is that designing
binary codes with an asymmetric-output distribution is not a
simple task. Furthermore, the use of binary symmetric-output
distribution codes allows us to employ powerful optimization
methods already developed in different contexts. The remain-
der of the paper is organized as follows. The main goal of this
work is to present code constructions for m-PPM modulation
and examine their ability to approach channel capacity over
an UWB channel with no channel state information at receiver
side. Section II deals with the underlying system model for
transmission and reception as well as the channel model. In
section III we derive and evaluate BICM constrained capacity
over UWB channel. Section IV contains the description of the
presented codes as well as their optimization methodology.
Finally in section V we discuss the considered codes perfor-
mance in terms of decoding convergence thresholds and bit
error rates.

II. CHANNEL MODEL

We consider Non-coherent m-PPM signaling for an Ultraw-
ideband system as a special case of the previously introduced
On-off signaling(l). Each m-PPM symbol, Xk, corresponds
to choosing one out of m symbol times, constituting a
PPM frame, in which to emit the transmit pulse p(t). x C
{1,..., rn} is simply the position within the PPM frame where
the pulse is transmitted. We restrict our study to strictly time-
limited memoryless real-valued signals, both at the transmitter
and receiver. We consider a block fading channel model so
that the channel impulse response is time-invariant in any
interval of [kT,, (k + 1)T,), where T1 is the coherence-
time of the channel. We denote the channel in any block
by hk(t) which is assumed to be a zero-mean process. For
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simplicity in the analytical developments, we assume that
the channel realization in every block is independent and
identically distributed, so that E[hk(t)hl(u)] = Rh(t,u)k1,
where Rh (t, U) is the auto-correlation function of the channel
response in a particular interval. The received signal is

N

r(t) =3 mEp (t -(k * m + Xk)T5) * hk(t) + z(t) (1)
k=O

where k is the symbol index, mT, the symbol duration, Es
the transmitted symbol energy, Xk is the transmitted symbol at
time k, p(t) is a unit-energy pulse of duration Tp, and z(t) is
white Gaussian noise with power spectral density No. A guard
interval of length Td is left at the end of each symbol (from
our memoryless assumption) so that T, > Tp + Td, and the
symbol interval T5 < T,. The received signal bandwidth W
is roughly 1/Tp, in the sense that the majority of the signal
energy is contained in this finite bandwidth.
Through a Karhunen-Loeve expansion we rewrite the channel
model in equation (1), for the nth slot (of duration TI), as the
equivalent set of parallel channels

rn,i = mn i, + Zn,i; 1, ..., °C (2)
where Zn,i is AV(0, No) and {hn,i} are unit variance zero mean
independent Gaussian variables. The {Ai} are the solution to

JTd+±T
Ajit R0(t, u)5i(u)du.

where 6i and R0 (t, u) are the eigenfunctions and the autocor-
relation function of the composite channel hk (t) * p(t), respec-
tively. Because of the band-limiting nature of the channels in
this study, the channel will be characterized by a finite number,
D, of significant eigenvalues which for rich environments will
be close to 1 + WTd, in the sense that a certain proportion
of the total channel energy will be contained in these D
components. we will assume that the eigenvalues are ordered
by decreasing amplitude. In the following we denote Rk the
received signal corresponding to the kth transmitted PPM
symbol

'rn = {rn,l * *.. ) rn,Df
Rk = {rm(k- 1)±+1 *.*fL.mk} (4)

Throughout the rest of the paper we assume that the channel
is ergodic in the sense that it has independent and identically
distributed realizations over any two different slots, so that
E[hn(t)h*(u)] = Rh(t,u)5nl, where Rh(t,Ua) is the auto-
correlation function of the channel response in a particular
interval. Generally speaking, this channel model is useful
only as a first approximation for short range communications.
Nevertheless, for UWB signaling with non-coherent detection,
this channel model is adequate thanks to the high diversity
order D of UWB channels. Hence, the overall received energy
over a typical UWB channel, conditioned on the transmitted

symbol, is constant (see figure 1) irrespective of particular
channel realizations. Thus, in a sense, the channel almost does
not suffer any fading .

Fig. 1. CDF of total channel received energy

Therefore, system performance over the ergodic channel model
is a significant measure of the performance of practical sys-
tems due to the fact that the probability of the information
outage event is vanishing. The information outage event is
defined as the probability of having the instentaneous mutual
information, between the transmitted symbol and the received
signal, less than the coding rate.

III. CODING SCHEMES

A. BICM

Our reference coding scheme, will be a standard convolutional
code used in Bit Interleaved Coded Modulation (BICM) con-
struction. The encoder is obtained by the serial concatenation
of a convolutional code and m-ary PPM modulation, through
a bit interleaver figure (2) (the accumulator we can see on the
figure will be added later). Here the interleaver is assumed
to be an ideal one (i.e. of infinite depth). The incoming
information bits are first encoded with the convolutional code
and passed through a bit interleaver. The coded bits are then
grouped into sequences of m bits each and finally mapped
onto corresponding m-PPM symbols and transmitted over
the channel. The bit interleaver can be seen as a one-to-one
correspondence 7w: k - (k, i), where k denotes the time
ordering of the coded bits ck, k' denotes the time ordering of
the signals xkl, and i indicates the position of the bit Ck in
the label of Xk/.
The channel ergodicity assumption implies that a sufficiently
large number of channel realizations span the codeword length.
This can be achieved by first interleaving the transmitted sym-
bols, using an infinite depth interleaver, before sending them
over the channel. Thus, we can assume that the deinterleaved
symbols at the receiver face independent channel realizations.

'From the perspective of a non-coherent detector which captures the
received energy over the channel.
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1) Capacity: We compute the constrained2 capacity of BICM
construction over the considered channel (equation II). Note
that here the capacity by allowing the convolutional code in
figure (2) to be replaced by any possible binary code. In the
following we drop the time index k in equation (4) for a
better clarity of mathematical developments. Letting P(R z)
denote the transition probability of the transmission channel,
the capacity of the considered system, in bits per second, can
be written as follows [8]

C 1m F log2 II (5)

where Xb denotes the set of codewords x whose ith label posi-
tion is equal to b.Due to the symmetry of m-PPM modulation,
C is not sensitive to particular choices of the labeling function
(that maps bit sequences onto m-PPM symbols). Thus C can
be rewritten as follows

+ ~R [lo2 EZP(Rjz))]

= , b,R1- 2 EE PFL10(R1j+ >1 P(R z) )

m
E ~~P(Rjz)

+ Rz [1og2 ( 1+ ( )1 ) (6)
E1 P(Rjz)

the channel transition probability is given by
D 1 rz,i 12

P(Rz) 1 mE,Ai + No

m D I -,
2

11 11 No o (7)
j=1 i=l
Jz

Thus, exploiting symmetry of the channel transition proba-
bility and making the assumption that m is an even number,
we re-write C as follows

C~ 2RIx 1 [1o~2 ( Em+2)p+IG Z))

1 E/ 0 NiX 1:
C T, 1 2 RlxE=l [lg zm=(m/2)+lI P(Rjz))

+ 2E1F 2lg2 (1+ zm/2)+P(Rlz) )I) (8)2Rlx= 1 [m\ Z P(Rjz) ,//

Using equations (8) and (7) we can numerically evaluate C.
On the other hand the capacity of non-coherent UWB channel
constrained to the use of m-PPM (Coded modulation capacity)
is given by

I (x; R) = T (0lo2(M) REx 1 [i+i 2])]
Rlx=l j=2

R~x = (9)

B. Convolutional Code+Binary Accumulator

Encoder

Fig. 2. Transmitter block diagram.

In order to obtain a more powerful coding scheme, we explore
in this section a new construction figure (2). The construction
is obtained by serial concatenation of the previous encoder
and a unit-memory binary accumulator followed by a bit
interleaver. The accumulator sums the incoming bit 7(ck) with
the previous output bit, dk-1, in order to produce the new
output bit dk. The accumulator is rate one code, thus the
overall coding rate of the proposed scheme is equal to the
coding rate of the convolutional code RC.

P(RI) InnerBDecoder PJ(Ck),I L
(BCJR)

Outer Decoder
(SISO Module)

Po(ck), Io, i

Fig. 2. Decoder tdock diagram.1) Decoding: Decocding is pertormec in an iterative man-
ner. At each iteration the two decoder blocks (see figure
3) exchange extrinsic information an recompute soft outputs
on the coded bits. The decoding schedule at each decoding
iteration is a two-step process: i) first, the inner decoder uses
the likelihoods PO(ck), obtained from the outer decoder at
the previous iteration, as a priori probabilities on the coded
bits ck in order to marginalize, using the BCJR algorithm,
the likelihoods on the transmitted symbols PCH (Rjx,);
obtained through the transmission channel and compute new
likelihoods on the coded bits ck. ii) Second, the outer decoder
uses the new likelihoods, PI (Ck), computed by the inner
decoder in order to produce at its turn new likelihoods on
the coded bits ck. For the first iteration Po(ck) are initialized
with equiprobabilities. At the end of the decoding process, the
outer code makes hard decisions on the information bits.

C. m-Ary Accumulator
We now replace the bit accumulator (and the bit interleaver
following it) in the previous scheme by a weighted unit-
memory symbol-level accumulator (figure 4. The incoming
symbol ui is added to the previously transmitted symbol xi-1
multiplied by a factor f. Note that ui, xi, f, as well as the sum
and product operations are defined over GF(q). Throughout
the paper q will be chosen to be equal to m. Again the overall
coding rate is equal to the code rate of the convolutional code,
since the symbol accumulator is a rate one code.

2Constrained to the use of m-PPM modulation
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Fig. 4. Transmitter block diagram:,m-ary Accumulator

1) Exit Chart Analysis: Given the code construction, pre-
sented in this section, one can still optimize the performance
of the code by making adequate choice of the convolutional
code component. In order to perform this optimization over the
set of all non-degenerated convolutional codes, we analyze the
behavior of the concatenated code in the limit of infinite block
lengths. The analysis is performed using exit charts of the code
components taken separately. The exit chart of a block code is
defined as transfer function T that gives, for a given extrinsic
input mutual information Iin, the corresponding output mutual
information 'out. Iin (respectively 'oult) is the mutual infor-
mation between the likelihood received (respectively emitted)
through the extrinsic channel and its corresponding coded bit.
In the following we note II, (respectively Io) such a quantity
over the directional extrinsic channel from the inner decoder
toward the outer decoder (respectively from the outer decoder
toward the inner decoder)

Iln

Io
I (ci, LhI)

I(ci,iLO)
We associate to each decoding block an exit function as
follows

II = j (l,U)). Where 5 is an invertible function defined
as in [9]. We compute the exit functions through Monte
Carlo simulation. For a given input mutual information Iin we
generate iid input log-likelihood ratios IL"I according to its
corresponding symmetric Gaussian distribution. Then for each
of them we compute the output log-likelihood ratio L"'t using
the BCJR algorithm and obtain the output mutual information
as

Iotlt = 1- ut Sh(I+ pL:"" )
'out1 L~~~LutcLutou

1+ log(2)LEt [§ -ti log (1+eLL 13)

The code optimization procedure consist on picking, among all
rate 1/2 convolutional code generators, the one that achieves,
the lowest, necessary transmitted SNR per bit for error free
decoding.

D. Extension:IRA Codes With a symbol Accumulator
In this section we introduce an extension to the previous
scheme (figure III-C) through the replacement of the convo-
lutional code by an irregular non-systematic repetition code.
This modification aims to allow more degrees of freedom to
the code optimization for a potentially better matching to the
used modulation and channel statistics. The irregular repetition
code is characterized, from its Tanner graph representation
(figure 5), by its information bits edge degree distribution {Ai}
and grouping factor a. Where Ai is defined as the fraction of
graph edges connected to a bit node of degree di equal to i.
We denote d the maximum edge degree. Thus .j 2 Ai 1.

Io = f (IlnmLCH)
iin = g (Io)

(10)

(1 1) d2

Thus the iterative decoding process converges (i.e. achieves
error free decoding) if and only if

7F

(12)

This condition prevents from having any fixed point, other
than x = 1, for the function x f (g (x) ,LCH). Note
that the existence for such a fixed point x0 would mean

that, if the decoder is initiated at a point lower than xo,

the decoding will stick at this point and thus do not achieve
I, = l(i.e. do not achieve error free decoding). For the seek
of feasibility of the estimation of functions f(.) and g(.), we

make the assumption that the extrinsic channel is a Gaussian
symmetric channel. Which implies that P0 (ci) = 1 (-1 )CciLo
and pln(C ) = 1 (_ 1) Ci Lln where Lo and Lln are Gaussian
distributed variables with mean respectively p,u and ,un,
and variance respectively 2,u° and 2,u'n(from the symmetry
assumption).
Io (respectively Iln) is linked to ,uo (respectively uln) through
the following bijection relationship Io = (uo) (respectively

a

a

Fig. 5. Irregular repetition Tanner graph.
The overall codi.ng rate, of the concatenatea code, is equal to
coding rate of the irregular repetition code and is given by

RC = aZAi/i
i=2

(14)

1) Code Optimization: The degrees of freedom of the consid-
ered coding scheme are the information bits degree distribution
{Ai} and the grouping factor a. Thus, code optimization con-

sist on finding the combination of {Ai} and a that maximizes
the code rate for a given SNR under the condition that the
iterative decoding converges and is error free. We use the
code optimization methodology introduced in [4], [5]. The
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exit function of the accumulator f(.) is obtained using the
same method and assumption as in (section III-C. 1). Given
the relative simplicity of the graph of a repetition code, g(.)
can be analytically derived, using the same method as in [9],
and shown to be written as follows

d

g(x) = E Aiv ((i-1)1-(1 - ((a -1)5-1 (
i=l

We solve the linear programming problem

maximize R, =a d2 Ai/i subject to
Vi2

fdcAi =iVAi > 0 V[1
x < g (f (X, LCH) ) VXS C [0, 1 )

IV. OPTIMIZATION RESULTS AND SIMULATIONS

All simulation and code optimization results were obtained
for a pulse duration Tp = le -9s and channel delay spread
Td = 25e -9s. Table (IV) shows code optimization results
for the IRA type of codes with an m-ary accumulator for m-

PPM modulation sizes equal to 4, 8, and 16. The maximum bit
degree d was taken to be equal to 100. The optimized codes
achieves convergence thresholds as close as 0.37 dB from the
capacity limit. We note that the coding rates, corresponding to
the distribution with lowest convergence threshold, have values
around .5 which is in-line with the result, on optimal coding
rate, from the capacity analysis of m-PPM. In figure (IV) we

see a comparison of convergence threshold of the considered
coding schemes, for different modulation size values. We
can see that the use of the m-ary accumulator, instead of
the binary one, reduced the distance to the capacity limit
by about 0.5 dB. Figure (IV) contains bit error rates of the
considered code constructions, obtained by simulations for
block codes of 10000 bits and using randomly generated
interleavers. We notice a gap, on the order of 1 dB, between
the convergence thresholds obtained by the exit chart analysis
and those obtained by simulation. This means that randomly
generated interleavers are suboptimal (for this block size) and
thus need to be optimized. Note also that the use of the
Gaussian approximation of the extrinsic channel, usually lead
to slightly too optimistic results [4].

m=4 =8 m=16

i1 Ai AtT iA T Ai
3 0.1194 3 0.0837 5 0.1370
4 0.5260 4 0.1132 3 0.1662
9 0.2098 6 0.4681 5 0.6013
10 0.1448 7 0.3349 10 0.0955

a 2 3 6
Rate 0.4182 0.5462 0.5746
EbINo 9.76 8.06 7.29

(Eb/No)gap 0.44 0.37 0.41

Fig. 6. Decoding Thresholds for IRA with an m-ary Accumulator

(1-4 ))))
(15)

Modulation size log2(m)

Fig. 7. Distance to Capacity

Eb/NO [dB]

Fig. 8. Decoding simulations
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