Institut Eurécom
2229 route des crêtes, BP 194
06904 Sophia Antipolis
France

Research Report N. 56 - RR-01-056

Protection of 3-D object usage through texture watermarking

Jean-Luc Dugelay, Emmanuel Garcia, Caroline Mallauran

November 2001

E-mail: {dugelay, garciae, mallaura}@eurecom.fr

1This research is supported in part by the EU Certimark project
Abstract

In this paper, we describe a novel framework for watermarking 3-D objects via texture information. Instead of classical existing algorithms dealing with 3-D objects that operate on meshes in order to protect the object itself, the goal of our work is to retrieve hidden information on resulting images or videos having used a 3-D synthetic object. The paper is organized as follows: in the introduction, we precise the objectives of our work as well as targeted applications such as telecommunicant clones, and give a short recall on image watermarking as well as an short overview of existing techniques currently used for 3-D object watermarking.

In section 1 we develop the theory and practical details of our new 3-D object watermarking scheme. In section 2 we present preliminary results and current limitations. We also make a comparison between the problem of recovering the watermark from a visualized textured 3-D object and that of recovering the watermark in an altered still image.
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Introduction

More and more synthetic objects can be used in videos or images. Watermarking can be then useful for several purposes. In particular, viewers would like to check in videos if an object is synthetic or natural, to check if the use of a given object is legal or not, to access additional information concerning that object (e.g. copyright, date of creation, and so on.). This range of preoccupations will emerge with the increasing realism of synthetic objects, in particular realistic clones, and some upcoming standards such as MPEG-4 which will include possibilities to combine natural and synthetic information and allows user to easily manipulate data and make up virtual objects that look real.

Image watermarking is an emerging technique that allows to hide, in an invisible and robust manner, a message inside a digital audio-visual document. According to the targeted service, the message can contain some information about the owner (copyright), the picture itself (content authentication or indexing) or the buyer (non repudiation). It is then possible to recover the message at any time, even if the picture has been modified following one or several non destructive attacks (malicious or not) [1].

Originally mainly designed for the owner protection of still images, the range of both possible applications of watermarking technologies and possible covers are recently significantly increased [2].

3-D objects are classified in the category called new objects, including Java codes, Software, MPEG-4 Facial Animation Parameters [3], and so on [4].

To the best of our knowledge [5], all previous works dealing with 3-D objects are based on slight modifications performed on meshes via geometric or and topologic data of 3-D objects. Typically, authors propose to modify either the 3-D coordinates of some points or the connectivity of triangles within a mesh. Interesting readers are invited to refer to the publications [6, 7, 8].

1 Texture watermarking of a 3-D object

1.1 General principle and hypothesis

Figure 1 shows the principle of our 3-D object watermarking scheme. Given a known 3-D object consisting of a geometric definition, a texture image and a texture mapping function, we protect the object by watermarking its texture (step 1) using a robust watermarking algorithm. This watermarked object can then be released for further representations in virtual scenes (step 2). We can then check that the represented object is protected by extracting the watermarked texture (step 3) from the represented views of the object, and by finally extracting the inserted watermark (step 4) from the recovered texture image.

Let us point out that this process does not depend on any modification of the internal representation of the released 3-D object (either geometry or texture) that may have been performed to try to erase the mark or to simplify the object or for any other purpose, as long the appearance of the rendered 3-D object remains the same.

One view of the 3-D object generally provides only a partial knowledge of the whole texture. So it is better, if possible, to recover partial texture images from several 2-D views of the 3-D object (e.g. face and profiles of the model of a human face) and then to merge them into a more complete texture image.

In order to reverse the transformation undergone
by the watermarked reference texture image until it is viewed; we need to know the projection matrix of the virtual camera and the reference 3-D object (geometry, texture, and texture mapping function). Under those assumptions, our idea is not only feasible, but is also resilient to any modification of the internal representation of the protected 3-D object as said earlier.

1.2 Practical implementation

![Texture mapping and viewing of a 3-D object](image)

Figure 2: Texture mapping and viewing of a 3-D object

As shown in figure 2,

- let $S$ be the set of 3-D points of the surface of the 3-D object,
- let $I$ be an image of the rendered 3-D object,
- let $T$ be the texture image to recover,
- let $\mathcal{F} : S \rightarrow T$ be the reference texture mapping function,
- let $\mathcal{P}$ be the projection from the system of coordinates of the reference 3-D object onto the image of the virtual camera.

The main problem is to accurately compute the projection matrix $\mathcal{P}$ of the virtual camera. In practice we have defined a VRML scene containing our test object at a known location and with a known orientation. So we knew the extrinsic parameters of the projection. But the visualization software we used did not allow us to know the intrinsic parameters of the virtual camera. So we placed a square of known size in the scene, parallel to the image plane, and picked the coordinates of its corners in the image to compute those parameters.

To recover the part of texture $T$ visible in image $I$ we

1. consider each pixel $x$ of $T$
2. compute $X = \mathcal{F}^{-1}(x)$ (if it exists)
3. compute the pixel $x' = \mathcal{P}(X)$ of the image $I$ where $X$ is projected
4. check that $X$ is actually visible at pixel $x'$ of the image $I$
5. set the color of $x$ to be that of $x'$ in case $X$ is visible in $I$ at pixel $x'$

The fourth step is required because several points of the 3-D object could project on the same pixel in the image but (at least if we assume the object is opaque) only one would be seen. To check whether a given point $X$ of the object is visible we fill a Z-buffer associated to image $I$ so that we can compare the depth of $X$ with the depth associated with pixel $x'$ in the Z-buffer. The Z-buffer technique has some limitations due to the fact that it is computed only at pixels having integer coordinates but it is easy to implement.

Since $x'$ can have non-integer coordinates, it is not obvious what its color is. What we have currently done is rounding its coordinates to the closest integers and taking the color of the resulting pixel. We did not use any interpolation. It is not yet obvious that using interpolation would improve the recovered texture, at least for the purpose of extracting the watermark.

Finally, it is possible to recover parts of the texture from several views of the object (its position with respect to the camera changes) and then to merge them.

2 Preliminary results

2.1 Numerical results

For our experiments we have used the 3-D model of a human face (figure 3). We have inserted a 2-bit mark in the texture (figure 3a) using watermarking algorithms previously developed within the context of robust watermarks for still images ([12]). The relatively small size of the mark allowed for important local and global duplication when hidden in the image, and hence for better robustness. We have then rendered the watermarked textured 3-D model in various known locations and orientations in the 3-D space of the virtual camera, whose internal parameters have been estimated using the image of a square as mentioned earlier.

Figures 4a, 4c and 4e show 3 rendered views (front, left and right view respectively) of the 3-D model and the corresponding recovered textures (figures 4b, 4d and 4f respectively) using the scheme described in the previous section.
Finally figure 5a shows the texture resulting from the merging of those 3 partial recovered textures, and figure 5b shows the merging of 3 other similar views (front, left and right) but where the model was placed much farther from the viewer (and thus appeared smaller in the image).

In three experiments, each involving three views of the model at a close enough distance like in figure 3 we have been able to recover the 2-bit mark inserted in the reference texture (figure 3) from the recovered texture image (figure 5a). However, in a fourth experiment involving similar views but with a model approximately twice as far as in the first experiments, the 2-bit mark was not recovered from the recovered texture (5b).

2.2 Comments

Apart from the numerical results presented above in terms of hidden bits, we can make an interesting comparison between the alteration undergone by the original texture image in our texture recovery process, and well-known watermarking attacks in case of still images.

Those attacks, whose purpose are to slightly modify a watermarked image so as to make it impossible to recover the hidden mark, include but are not limited to:

- cropping of the image
- photometric attack (altering colors)
- geometric attack (locally warping the image)
- rotation, stretching, flipping of the image
- low level filtering (e.g. blurring)

On figure 6 we show an original texture (left), the texture recovered after 3-D visualization and the recovery error with respect to the original texture (top), and the texture altered by a watermark attack software (stirmark) along with the difference image (bottom).

The texture recovered after 3-D visualization can be seen as having undergone a crop attack (all the neck is missing), a photometric attack (the colors are significantly altered due to synthetic lighting) and a filtering attack (subsampling due to the distance at which the texture is observed).

The texture altered by stirmark has undergone mainly a geometric attack (areas around top of head, mouth, eyes and ears are slightly warped as can be seen in the difference image) and possibly any additionnal combination of the attacks mentioned above.

All in all the alteration induced by 3-D visualization of a texture image (texture mapping followed by projection on the image plane) are not more severe than those induced by the use of a watermark attack software like stirmark. Even if the crop may be important, the local deformations are not as important as when stirmark is used.

Yet those alteration are quite severe and the use of a robust watermarking scheme is mandatory. For our experiments we have used a watermarking algo-
D object (geometry, texture and texture mapping function), which means we recover the watermark in a non-blind mode; we must know the position and orientation of the object with respect to the virtual camera that was used to render it, and we must know the intrinsic parameters of this camera.

We have been able to recover a 2-bit mark from the texture recovered from three views of a 3-D face model, when this model was not observed from too far, even though the recovered texture can be a heavily altered version of the reference texture.

Those alterations are due to the fact that the model may be illuminated, thus having an effect similar to a photometric attack on the watermarked texture. They are also due to the fact that only a part of the texture can be recovered from a single view, which can be seen as a crop attack within the context of still images. Also, when the model is far from the camera, the resolution of the recovered texture is lower than that of the reference texture, which can be seen as a subsampling attack.

Yet this does not impair the principle of our idea since we were able to recover a 2-bit mark when the distance of the observed object was fair. Our scheme is even resilient to any modification of the internal representation of the object (using a different texture mapping function, or slightly modifying the 3-D mesh) as long as the rendering of the object remains the same. The main limitation is the assumption of known intrinsic and extrinsic virtual camera parameters.

Future work could be dedicated to modeling and quantifying the alteration of the texture due to the rendering process and the possible modification of the internal representation of the 3-D object, so as to better understand how to adapt the watermarking scheme to this particular application.

But the main concern, for our scheme to allow the protection of the use of a 3-D object in an unknown environment, remains to be able to recover the complete projection matrix (from the system of coordinates of the object to that of the image of the camera) from the observed images and from the knowledge of the reference 3-D object only.

Finally, our approach could be efficiently combined with some other on-going studies based on meshes in order to design a full watermarking scheme dedicated to 3-D video objects.

**Concluding remarks**

The idea developed in this paper is to protect the use of a 3-D object, instead of a computer representation of the object itself, by watermarking its texture in a given reference representation.

We have shown this idea to be possible under certain conditions: we must know the reference 3-
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