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Abstract—This paper presents a novel dataset for image and
face manipulation detection and localization called DEFACTO.
The dataset was automatically generated using Microsoft com-
mon object in context database (MSCOCO) to produce seman-
tically meaningful forgeries. Four categories of forgeries have
been generated. Splicing forgeries which consist of inserting an
external element into an image, copy-move forgeries where an
element within an image is duplicated, object removal forgeries
where objects are removed from images and lastly morphing
where two images are warped and blended together. Over 200000
images have been generated and each image is accompanied by
several annotations allowing precise localization of the forgery
and information about the tampering process.

Index Terms—Image Forensics, Copy-Move, Splicing, Inpaint-
ing, Object-Removal, Face Morphing, Face-Swapping.

I. INTRODUCTION

Digital image forensic has gained a lot of attention as it is
becoming easier for anyone to make forged images. Several
areas are concerned by the image manipulation: a doctored
image can increase the credibility of fake news, impostors can
use morphed images to pretend to be someone else. It became
crucial to detect and locate these manipulations. Various
techniques are involved in image manipulations, from sim-
ple global characteristic improvements (color enhancement,
saturation, color remapping, contrast increase) to complex
local forgeries (object incrustation or deletion, camouflage
inpainting, morphing of structure). In this work we propose
a novel dataset called DEFACTO meant for the study of a
wide range of forgeries. Four types of forgeries have been
automatically generated in our dataset: copy-move, splicing,
object-removal and morphing.

As pointed out by the authors of [1], having publicly
available datasets is positive for the researchers community
as it can serve as a base to compare research results therefore
we decided to publicly released the DEFACTO dataset at :
https://defactodataset.github.io

Acknowledgments : The construction of this dataset was supported by the
ANR project DEFACTO ANR-16-DEFA-0002 and by the French General
Delegation for Armaments (DGA).

II. RELATED WORK

Several publicly available datasets exist, the first one was the
Columbia Gray Dataset [2]. It contains only splicing forgeries,
no ground truth and images were only in grayscale. Two years
later in 2006, they released a new version called Columbia
Color Dataset [3] to extend the first one.

CASIA V1.0 and V2.0 [4] were introduced in 2009 to
propose a larger (about 6000 tampered images) dataset with
more realistic tampering. It contains splicing and copy-move
forgeries with post-processing (blurring along edges or in other
regions). They are still widely used as they contain a large
number of forged images and their associated authentic im-
ages. Many datasets have been released later which only pro-
pose copy-move forgeries (MICC [5], IMD [6], CoMoFoD [7],
COVERAGE [8], GRIP [9], FAU [6]). The National Institute
of Standards and Technology (NIST) also released multiple
datasets in the context of the Media Forensic Challenge 2019
[10]. It includes both image and video manipulations. While
some parts are accessible upon a simple request, one needs to
participate in the challenge to get access to the most recent
version of the data.

Previously cited datasets were all made manually by the
authors. The Wild Web dataset [11] released in 2015 was the
first to introduce the real world tampered images. This dataset
contains about 10000 images for which they manually created
the ground truth binary masks to locate the forgery. More
recently, the PS-Battle Dataset [12] was released. In this work,
the author collected images from the active Reddit thread
Photoshop Battles. In this thread, people try to produce the best
photo manipulation from a given image. They gathered more
than 10000 original images and 90000 tampered images. This
dataset is meant to provide a long-lasting benchmark dataset
and will keep growing with the Reddit community.

In this paper, we propose a novel dataset called DEFACTO
meant for the study and training of image manipulation
detection algorithms. We tried to produce a large amount
of semantically meaningful forgeries for each category we
defined in III-A.

https://defactodataset.github.io


III. DATASET OVERVIEW

A. Forgery categories

In this dataset, we wanted to cover most of the common
methods that one could use when creating a forgery. Hence,
four major categories of forgeries have been considered : copy-
move, splicing, object-removal and morphing.

Copy-move forgeries consist in the duplication of an ele-
ment within the image. For splicing, one portion of an image
is copied and pasted onto another image. In object-removal,
an object is removed from the image by the use of inpainting
algorithms. Finally, morphing consists in warping and blend-
ing two images together. For each forgery, post-processing
may be applied (rotation, scaling, contrast ...). Those four
categories can be seen as elemental forgery operations. An
image composite would most likely be a composition of those
basic operations. As the methods to detect those categories
can be quite different, we decided to first construct a dataset
where each image as only been forged using one of those
categories only. The whole dataset content is detailed in Table.
I. Generating those forgeries in a random manner is simple.
This allows to produce a large number of forged images but
they would be semantically meaningless and easy to detect by
the human eyes. We wanted to create a dataset with meaningful
forgeries and challenging for the human eye by removing most
of the traces that an automatically generated forgery could
contain. This goes from generating a proper segmentation of
the object to select where to paste it in the final composite
image. We believe that some mistakes (strong edges of the
forged element) could introduce a bias in learning algorithms
and wanted to address this issue.
B. Annotations

One advantage of automatically generated forgeries is that
we can provide precise annotations for each image. In our
dataset, each generated forged image is accompanied by di-
verse annotations to give further information on the tampering
process.

1) General information: for each image, a detailed JSON
file is provided. In this file, every operation made on the
ground truth images are listed. Parameters used by each
operation are detailed.

2) Localization: every image is also accompanied by one
or more ground truth binary masks. One binary mask serves
to localize the forgery under the probe mask directory. For
splicing, copy-move, face morphing and swapping, a binary
mask under the donor mask directory gives the localization
of the source. Object-removal has a binary mask under the
inpaint mask directory which localize what has been filled
by the inpainting algorithm.

IV. AUTOMATING FORGERY CREATION

A. Segmenting meaningful objects

To produce meaningful forgeries, we took advantages of
MSCOCO dataset [13]. They collected more than 300,000
non-iconic images from Flickr. Afterwards, they defined 91
object categories of objects and annotated all the images.

TABLE I: Number of images per category in DEFACTO

Forgery Techniques Copy-Move Inpainting Splicing Morphing
Images 19000 25000 105000 80000

Those annotations include the segmentation of the objects
that we use as a base to produce our forgeries. The raw
segmentation annotation cannot be used directly to generate
a forgery as they are not precise enough (Fig. 1a). They need
to be processed to obtain more suitable segmentation.

B. Refining segmentation

MSCOCO has over 2,000,000 object instances. Refining all
annotations or even a small part by hand was not possible.
We employed an alpha matting technique to refine the masks.
Alpha matting consists in finding the foreground of an image

I = Fα+B(1− α) (1)

where I is the image, F the foreground, B the background
and α the alpha matte.
This equation cannot be solved without any prior information.
Thus, alpha matting techniques rely on a user input to define
areas that are known to be part of the foreground F and areas
that are known to be part of the background B. Those inputs
can go from simple lines to what is called a trimap.

Trimap defines three areas: the foreground, the background
and an unknown area (Fig. 1b).

Based on the given foreground and background areas, the
alpha matting algorithm automatically affects a value to every
unknown pixel to produce the final alpha matte.

We used MSCOCO raw segmentation to construct the
trimaps. First the foreground region is obtained by applying a
morphological erosion to the raw MSCOCO mask to make
sure that no background pixel is added to the foreground
region. The unknown region is obtained by applying a mor-
phological dilation to the raw mask (Fig. 1b). We then use
a modified version of [14] to produce the alpha matte. This
alpha matte is finally used to produce a much more convinc-
ing segmentation of the objects. This allows us to produce
forgeries that are more pleasant (Fig. 1d).

Having a good segmentation of the objects is a first step
toward the automatic generation of meaningful forgeries.
Though it is not enough, removing or copying those objects in
a random manner would most certainly produce bad results.
For each category of forgery, a set of rules had to be applied
to maximize the chances of producing good results.

C. Object Removal

There are many categories of inpainting algorithms, we used
an exemplar-based inpainting method [15] as they have proved
to be effective in various conditions and are still in common
retouching software.

Inpainting methods are more efficient if the subject to
remove is on a relatively simple background (Fig. 2). To
produce convincing forgeries, we excluded objects for which
the background was too complex. A border region is extracted
by dilating the raw MSCOCO mask, and the standard deviation
is computed within this region. Objects for which the standard
deviation was below a fixed threshold were kept.



(a) Raw MSCOCO annotations (b) Generated trimap

(c) Copy-move without alpha mat-
ting

(d) Copy-move with alpha matting

Fig. 1: MSCOCO mask refinement

(a) Ground truth image (b) Inpainted image

Fig. 2: Example of inpainting
D. Copy-move

For copy-move, the raw MSCOCO annotations were first
used to produce the forgeries. Resulting images were almost
systematically unpleasing due to strong visual artifacts on the
objects borders (Fig. 1c). For this reason we had to use alpha
matting as described in IV-B to obtain much better results
in most cases (Fig. 1d). At first, objects would be copied
and paste randomly within the image. This would cause the
creation of images that were often semantically incorrect (e.g.
people walking in the sky ...). To reduce chances of producing
those kinds of images, we constrained the location of the
forgery to be on the same axis as the source object (Fig. 3a
and 3b). Decision to stay on the x or y axis is based on the
width and height of the object. If width > height then the
object is duplicated on the x axis otherwise it is duplicated
on the y axis. As for the object removal, we only kept objects
on a fairly simple surroundings. This is to prevent to copy-
move an object that is too tightly coupled with its context. For
instance, in the MSCOCO dataset, a person and his backpack
would be annotated separately, thus copying the person would
not produce a good forgery as the backpack would be missing.
Those rules allowed us to produce convincing copy-move
forgeries (Fig. 3).

E. Splicing

Splicing is arguably the most complex forgery to generate
automatically. When creating a splicing, an object from an

(a) Copy-move of the kite on the y
axis

(b) Copy-move of the bird on the x
axis

Fig. 3: Example of copy-move

image is pasted onto a new one. When manually creating the
splicing, we can make sure that the target image has a similar
point of view, lighting condition and so on. Those are essential
to make a realistic splicing. Unfortunately, it is extremely
difficult to assess all those elements automatically, thus it is
extremely hard to produce good splicing forgeries. To address
this issue, we decided to limit the MSCOCO categories used
to produce splicing forgeries. We kept categories for which the
objects appearance does not vary or depend too much on the
point of view and the context. For example, a person could be
standing, sitting, running ... and for each case, the appearance
would vary a lot depending on the point of view to make
it almost impossible to generate a convincing forged image.
But if we take a sports ball, which is spherical, it will always
look about the same and will be more easily spliced onto
another image. Or if we take a bird which is either standing or
flying, cutting and pasting it onto an image already containing
birds has reasonable chances of producing an acceptable result.
Objects are either pasted on an object of the same category or
randomly pasted in a relatively smooth area to avoid pasting
an object onto another one (Fig. 4b).

F. Face Morphing

Image morphing was originally used to produce smooth
transitions between many images. One of the first notable
appearances was in the Michael Jackson music video ”Black
or White” where the method described in [16] was used to
morph peoples together. Nowadays, face morphing as received
particular attention among the forensic community [17]. As
shown in [18], Automatic Border Control systems are very
vulnerable to face morphing attack. Thus we decided to
include such forgeries into our dataset. We gathered public
figure portraits on IMDB website and selected 200 front facing
actors with a relatively neutral expression as a base to generate
our face morphing forgeries.

The complete face morphing process can be seen in Fig.
5. Given two faces A and B, we used Dlib [19] to extract a
set of facial landmarks. Thanks to those landmarks the two
are first roughly align with respect to their eyes (Fig. 5c). A
weighted average by a factor α ∈ [0, 1] of the two sets of
landmarks is computed, and the two faces are warped [20] to
this weighted average to precisely align them (Fig. 5d). Finally,
the two faces are alpha blended using the same factor α. A
local RGB scaling is performed to better take the skin tone
into account. The factor α allows us to decide which face’s



(a) Ground truths (b) Tampered

Fig. 4: Example of splicing

(a) Face A (b) Face B (c) Rough alignment
of faces A and B

(d) Precise alignment
of faces A and B

(e) Without color bal-
ance

(f) With color balance

Fig. 5: Automatic Face Morphing creation

biometrical traits are more visible. A α value of one produces
what is commonly called a face swapping.

V. EXPERIMENTS

A. Baseline Models

We consider these methods [21]–[28] known from current
state-of-the-art to assess our dataset (see Table II). All im-
plementations of hand-crafted methods that we have used are
provided by Zampoglou et al. [29]. For supervised methods,
we assess four well-known network architectures in state-of-
the-art to perform classification task. We use the code provided
by the authors [25]–[28] for evaluation.

1) Evaluation Metric:
We use pixel-level F1 score, Area Under Curve (AUC) and
Matthews Correlation Coefficient (MCC) as evaluation param-
eters for the methods proposed above. For a fair comparison,

TABLE II: Hand-crafted and Learning-based methods

Hand-crafted Methods Technical Description
ELA [21] JPEG compression error
NOI1 [22] Noise-based method using

high-pass wavelet coefficients
CFA1 [23] Camera’s filter array patterns
DCT [24] JPEG Blocking artifacts

Learning-based Methods Technical Description
Bayar et al. [25] Constrained Convolutional layer

applied as an adaptive kernel
Rahmouni et al. [26] Extract Statistical Features

within a CNN framework
RGB-N [27] RGB and Noise streams merged

with bilinear pooling
EXIF-Consistency [28] Self-Consistency method

based on metadata

we adjust the prediction threshold to achieve a binary predic-
tion mask and report the best score on all dataset. We perform
AUC comparison by assigning the confidence score for each
pixel in the potentially altered areas.

2) Implementation Details:
All the experiments are performed on one Nvidia TITAN Xp
Graphics Card. To ensure fairness, all methods are trained
exactly on NIMBLE 2017. All hyperparameters (learning rate,
number of iterations, and weight of the regularization term)
have been fixed by reproducing what was stated in original
papers. Also when required, images have been resized [25]–
[28], to match the size of the network input layer. We test
those architectures on all our large scale dataset.

3) Experimental environment for training:
In data preparation, we split Nimble 2017 [10] dataset in half
using scikit-learn model selection library to construct train
and validation sets. These subsets are chosen randomly. For
supervised methods [25]–[28], we train the models on Nimble
2017 and evaluate on DEFACTO dataset. For others [21]–[24],
we directly test them on our dataset. We train all the models
for 90k epochs. We stop the training process if the validation
accuracy remains unchanged for 15 consecutive epochs.

4) Comparison on our dataset :
We report and discuss experimental results of our dataset
by comparing 8 methods (Hand-crafted and Learned-based
methods), with 3 performance metrics F1, AUC and MCC. We
consider assessing one metric at a time. Notably, all methods
based on hand-crafted features achieve lower performance.
This is due to the fact that they all focus on specific forgery
artifacts that contain only partial information for localization,
which limits their performance. From the quantitative results
shown in Table III, RGB-N [27] model achieves the best per-
formance across the supervised baselines, which were trained
on NIST 2017. Furthermore, performance declines, especially
for shallow CNN architectures [25]. The method [28] seeks
for similarities between patches and use deeper CNN with
intensive training. Besides that and from state-of-the-art, it
seems that this latter behaves well with uncompressed datasets
containing only splicing techniques. The CNN [26] method
integrates statistical feature extraction and finds the most
appropriate features for an efficient boundary. The method



TABLE III: Pixel-level F1 score, AUC and MCC comparison on DEFACTO dataset.

Methods ELA [21] DCT [24] NOI1 [22] CFA1 [23] RGB-N [27] BAYAR-16 [25] RAHMOUNI17 [26] EXIF-Consistency [28]
F1 0.202 0.236 0.267 0.242 0.544 0.405 0.417 0.401

AUC 0.246 0.261 0.293 0.273 0.579 0.418 0.435 0.413
MCC 0.128 0.138 0.197 0.130 0.519 0.389 0.401 0.375

[27] is effective for capturing the global context rather than
the nearest pixels, which helps to capture manipulated areas.
Finally, Deep Neural Networks have been proven as more
efficient in detecting manipulations with fairly reliable results.

VI. CONCLUSION

In this paper we proposed a new publicly available dataset
for the study of image manipulations. We automatically gen-
erated a large number of forged images (over 200000 images)
and reviewed them manually to select the most realistic ones.
To our knowledge this is the first dataset containing a large
amount of manipulated face images that we consider as a
growing problem and we hope that it can serve as a benchmark
for future research in the field. As alternative prospects, we
also consider two scenarios, the first one will consist in
evaluating the complexity of DEFACTO by testing several
hand-crafted and learning-based methods. For the second one,
we will compare with other existing datasets in state-of-the-art.
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