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Abstract— Two long-standing bottlenecks of coded caching are
the exponentially large file sizes that are needed to achieve a
maximal caching gain, and — when multiple transmit antennas
are involved — the large CSIT feedback costs needed for such
caching gains to materialize. Recent results have addressed these
two bottlenecks individually, allowing significant reductions in
both. In the Multiple-Input-Single-Output (MISO) BC with L an-
tennas, the subpacketization constraint was shown to be as small
as the L-th root of the single-antenna case, while maintaining
the full Degrees-of-Freedom performance, but requiring feedback
from all active users. On the other hand, another result showed
that the feedback cost can be reduced to feedback from only L
users, but that method required a very high subpacketization.

In this work we make progress towards combining the ad-
vantages of both worlds by proposing a near-optimal multi-
antenna coded caching algorithm that incurs a minimal feedback
cost, untangled from the number of users, and simultaneously
achieving an exponentially reduced subpacketization compared
to the single-stream case. In particular — in the context of the
L-antenna MISO BC with K single-antenna receivers equipped
with caches of normalized size γ — the new algorithm achieves
a DoF of (L + Kγ)(1 − γ) using feedback from only L users,
while also reducing subpacketization by a multiplicative factor of(
L+Kγ
1+Kγ

)Kγ
compared to the single-antenna case, achieving sub-

packetization reductions exponential to the number of antennas.

I. INTRODUCTION

The Coded Caching work of Maddah-Ali and Niesen [1]
considered a noise-less (bottleneck) broadcast channel com-
prized of a server and K cache-aided receivers, and showed
that the caching phase can be designed in a way that can allow
for multicasting opportunities during the request period. For
a setting where the server has access to a library of N files,
where each receiver can cache the equivalent of M files (thus
having a normalized cache size of γ , M

N ), and where each
receiver eventually (and simultaneously) requests one library
file, the authors in [1] designed a caching algorithm and a de-
livery algorithm such that, under the worst case demand where
each user requests a different file, the normalized delivery time
takes the form T1 = K(1−γ)

1+Kγ corresponding to a degrees-of-
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freedom1 (DoF) performance D1 = K(1−γ)
T1

= 1+Kγ, which
was shown in [2] to be at most a multiplicative factor of 2 from
optimal, and which was shown in [3] to be exactly optimal
under the assumption of uncoded placement.

Coded Caching and Multiple Antennas

Subsequent works (see [4]–[8]) have applied the ideas of [1]
to multi-antenna fully-connected channels with the purpose of
combining the multicasting gain, attributed to caching, with
the multiplexing gain attributed to having multiple antennas.
In the setting of the L-antenna Multiple-Input-Single-Output
(MISO) Broadcast Channel (BC) and its DoF-equivalent Inter-
ference Channel, with KT transmitters collectively storin the
whole library L times, i.e. each transmitter has normalized
cache γT = L

KT
, with K single-antenna users, each equipped

with a cache of normalized size γ, the work in [4] showed the
achievability of

TL =
K(1− γ)
L+Kγ

(1)

corresponding to a DoF of DL = L+Kγ, which was shown
in [5] to incur a multiplicative gap from the optimal of at most
2, under the assumption of linear and one-shot transmission
schemes.

Coded Caching and Subpacketization

Despite this impressive theoretical performance, the above
coded caching gains required that each file be divided into
an exponentially large number of packets (subpackets). For
example, in the single stream setting (L = 1), this number
was of the form

S1 =

(
K

Kγ

)
≥
(
1

γ

)Kγ
(2)

which implied a severely deteriorated performance of coded
caching (CC) in practical subpacketization constrained scenar-
ios where the maximum number of packets is upper bounded
by practical factors such as the file-size2. This subpacketization
bottleneck — which constitutes a long standing problem in

1The DoF express the delivery rate at high Signal-to-Noise-Ratio SNR (in
units of file, after normalising by log(SNR)) and reflect the total number of
users served per-transmission slot.

2For a more detailed exposition of the subpacketization constraint and its
impact on coded caching gains see [8].



CC literature (see [9]–[15]) — was further exacerbated in the
multi-antenna setting where algorithms that sought to exploit
both multicasting and multiplexing gains, required even higher
subpacketization that further increased exponentially as the
number of antennas became larger.

In a recent development, for the same MISO BC setting
and the equivalent Interference Channel setting, the work
in [8] proposed an alternative way of using multiple antennas,
which managed to severely ameliorate the high subpacketi-
zation problem, and while achieving the same multi-antenna
performance as Eq. (1), it allowed for subpacketization that
is approximately equal to the L-th root of the single antenna
case. In practice, this reduced subpacketization allows for up
to an L-fold increase in the subpacketization-constrained DoF
performance of the single antenna case (for a more detailed
analysis, the reader is referred to [8]).

The feedback bottleneck of Multi-antenna CC
Another bottleneck of several multi-antenna coded caching

algorithms relates to feedback. This bottleneck stemmed from
the requirement to have C = L+Kγ Channel State Informa-
tion (CSI) training slots in the uplink and C = L+Kγ training
slots in the downlink, which corresponds to a feedback cost
equal to the DoF, and which thus increases with K.

For example, in the work of [4] a transmitted vector
corresponding to an L = 2 antenna system, with K = 4 users
each having a cache of size γ = 2

4 , takes the form

x =h−11 B34C24D23 + h−12 A34C14D13+

+h−13 A24B14D12 + h−14 A23B13C12 (3)

where h−1π is a vector orthogonal to the channels of all the
users in set π. The above reveals that the CSI for all users
should be known at both the transmitter and receivers, which
in turn incurs reduced performance due to delays incurred by
CSI training (cf. [16]).

This performance bottleneck was highlighted in [6], [7],
which proceeded to substantially ameliorate it by providing an
algorithm that achieves the full DoF (Eq. (1)), using only C =
L training slots (in each of the uplink and downlink training
phases), but did so by requiring very high subpacketization.

The Subpacketization/CSIT Conundrum and Results Overview
In the above, we can discern two antipodal approaches, with

the first giving very low subpacketization [8] at very high
feedback costs, and with the second having very low CSIT
requirements but with extremely high subpacketization. It is
thus natural to ask the question of whether subpacketization
reductions can coincide with CSI reductions.

Outline of the results and general methodology: In this
work we will achieve a reduced subpacketization of Lc

(
K/Lc
Kγ

)
for Lc = L+Kγ

1+Kγ , and we will do so with feedback cost C = L
and an achieved DoF of D = (L+Kγ)(1− γ).

To do so, we will manipulate caching in order to effectively
‘shift’ cache capacity across the users3, thus creating an asym-

3We clarify that each user has the same actual cache size, and that no
communication takes place between the users.

metry that effectively splits the users into a group that enjoys
very large caches, and another group that is effectively cache-
less. This trick will then allow us to exploit the surprising new
finding in [17] that, in such hybrid settings where cache-aided
users coincide with cache-less users, all users (even cache-
less users) can benefit from full multiplexing as well as full
caching gains. This will in turn manifest itself into a sequence
of reduced dimensionality problems with subsequent CSI and
subpacketization benefits.

II. SYSTEM MODEL AND NOTATION

We consider the L-antenna fully-connected MISO BC with
K single-antenna receivers. The transmitter has access to a
library of N files {Wn}Nn=1, each of size f bits, while it is
assumed that the receivers will ask for one of those files. Each
receiver is endowed with a cache able to store the equivalent
of M < N files, corresponding to a normalized cache size
γ , M

N . Transmission takes place in two distinct phases. First,
during the pre-fetching phase, the caches of the users are filled
with content from the library, without knowledge of future file
requests. Then, during the subsequent delivery phase, each
user k ∈ {1, 2, ...,K} , [K] requests file W rk , rk ∈ [N ] and
the transmitter takes into account the stored content at each
user and transmits a vector message to satisfy these demands.
A message received at user k ∈ [K] takes the form

y(k) = hTk x+ wk =

L∑
i=1

hi,kxi + wk (4)

where hTk , [h1,k, ..., hL,k] ∈ C1×L represents the channel
vector from the L antenna transmitter to user k, where
x represents the transmitted vector satisfying some power
constraint, and where wk ∼ CN (0, 1) represents the noise
experienced at user k.

Notation: For a set A, we will use |A| to indicate its
cardinality, and for sets A,B we use A\B to denote the dif-
ference set. ⊕ denotes the bit-wise XOR operation, while for
a, b ∈ {1, 2, ...} and a ≥ b, symbol

(
a
b

)
denotes the binomial

coefficient. In a small abuse of notation, we will sometimes
denote transmitted messages the same way we denote the data
that these transmitted messages convey. We will denote with
H−1λ , the L × L normalized inverse matrix of the channel
matrix between the L-antenna transmitter and the L users in
set λ ⊂ [K]. In particular, H−1λ , [h−1λ\{1}, ...h

−1
λ\{L}] where

hTk h
−1
λ\{i} =

{
0, k ∈ λ \ {i}
6= 0, k /∈ λ \ {i}.

(5)

Feedback and Precoding: We assume that feedback is
perfect and instantaneous, while the feedback training process
is divided into 2 phases; the uplink phase where the transmitter
estimates the channels of some users, and the downlink phase
where receiver k estimates products hTk h

−1
λ , for some set λ ⊂

[K], |λ| = L. The feedback training process follows that of [7],
hence feedback for C users will require C training slots in the
uplink training phase (for CSIT) and C training slots in the
downlink training phase (for local and global CSIR).



For simplicity, we will assume that the selected precoder is
a Zero-Forcing (ZF) precoder, which is adequate for a DoF
analysis. Finally, without loss of generality4, we will assume
that K is an integer multiple of L+Kγ and, also, that L+Kγ
is an integer multiple of 1 +Kγ.

III. MAIN RESULTS

Theorem 1. In the L-antenna MISO BC with K single-
antenna users, each equipped with a cache of normalized size
γ, the DoF of DL = (1 − γ)(L + Kγ) is achievable with
per-transmission CSI cost C = L and subpacketization of

S = Lc

( K
Lc

Kγ

)
, where Lc =

L+Kγ

1 +Kγ
. (6)

Proof. The proof is constructive and described in Sec. V.

Remark 1. We observe that, as the number of antennas
increases, the subpacketization reduction (with respect to the
single-stream case5 (2)) can be very substantial. For example,
if L = Kγ + 2, the subpacketization approximately reduces
by a (multiplicative) factor of Sr = 2Kγ .

Furthermore, in the limit of asymptotically large K, and
for L � 1, we see that the multiplicative reduction in
subpacketization takes the form

lim
K→∞

SR = lim
K→∞

(
L+Kγ

1 +Kγ

)Kγ
= lim
K→∞

(
L+Kγ

Kγ

)Kγ
= lim
K→∞

(
L/γ

K
+ 1

)Kγ
= e

L
γ γ = eL (7)

implying that every additional antenna, in addition to increas-
ing the DoF, also reduces subpacketization by a factor of e.

Finally, it is easy to conclude that for γ≤ 1
2 , the achieved

performance is within a factor of 4 from the one-shot linear
optimal DoF.

Remark 2. As we will see later on, part of the algorithm
uses the generation of XORs of [1]. In order to achieve an
even smaller subpacketization, this part of our scheme can be
substituted for one of the approaches of [10]–[12], by incuring
a small DoF reduction.

IV. SCHEME DESCRIPTION

Scheme Intuition: The main idea borrows from the result
of [17], where it was shown that the DoF of an L-antenna
MISO BC system with Kc cache-aided users (γc > 0) and
Kn non-cache-aided6 (γn = 0) users is equal to Dhet

L = L +
Kcγc, which exactly matches the DoF (and the delay) of an
equivalent homogeneous system with K = Kc + Kn users
each equipped with a cache of normalized size γ = Kcγc

Kn+Kc
.

In this work, we exploit this idea of having ‘cache-less’
users that benefit from full caching gains, in order to achieve
a reduction in the problem dimensionality by a factor of Lc.

4Since memory sharing can be used as in [1].
5Naturally the subpacketization savings compared to other multi-antenna

coded caching algorithms (see [4]–[7]), are even larger.
6We note that this DoF can be achieved while Kn ≤ L−1

γ
.

This will be achieved by partitioning each file into Lc parts
and then by grouping the users into Lc groups, where each
group of K/Lc users will cache content that is exclusively
from just one of the Lc parts of the library content. Hence
for each such part, the associated group of K

Lc
users will be

‘forced’ to store each file with a large redundancy Kγ, while
simultaneously all remaining K− K

Lc
users will not cache this

part at all. This further means that for each particular part,
there is a group of K

Lc
cache-aided users, and the rest can be

considered to be cache-less.
We proceed with the placement and delivery phases.

A. Placement Phase

We start by dividing the users into Lc = L+Kγ
1+Kγ groups

K1=

{
1, ...,

K

Lc

}
, ...,KLc=

{
(Lc−1)

K

Lc
+1, ...,K

}
. (8)

Then we split each file Wn, n ∈ [N ] into Lc = L+Kγ
1+Kγ parts

{Wn
1 , ...,W

n
Lc
}, and further each part into

( K
Lc
Kγ

)
subfiles i.e.,

Wn
p →

{
Wn
p,τ , τ ⊂ Kp, |τ | = Kγ

}
, p ∈ [Lc] (9)

hence, a total subpacketization level of S = Lc ·
( K
Lc
Kγ

)
.

Caching at user kp ∈ Kp, p ∈ [Lc] takes the form

Zkp =
{
Wn
p,τ : kp ∈ τ, τ ⊂ Kp, |τ | = Kγ, ∀n ∈ [N ]

}
naturally corresponding to a normalized cache size∣∣Zkp ∣∣

S
=

(
K/Lc−1
Kγ−1

)
Lc ·

(
K/Lc
Kγ

) =
1

Lc

Kγ
K
Lc

= γ. (10)

B. Delivery Phase

As mentioned above, the delivery of files to the users is
based on the method of [17], which merges, in the same trans-
mission, cache-aided and non-cache-aided users. The delivery
is divided into Lc sub-phases, where in sub-phase q ∈ [Lc] the
objective is to deliver to all users, the part of their requested
file corresponding to partition (labeled by) q. Hence, users of
group Kq act as the cache-aided users, while the remaining
users, [K] \ Kq , act as cache-less users.

We will focus on describing the delivery for one of the Lc
data parts (for part q ∈ [Lc]); for the other parts, corresponding
to different q, we simply exchange the roles of the cache-aided
and the cache-less users. We remind that the goal is to transmit
simultaneously to L + Kγ users. To do so, we create an L
dimensional data vector, where one of its entries is the standard
XOR (cf. [1])

Xσ =
⊕
k∈σ

W rk
σ\{k}, σ ⊆ Kq, |σ| = Kγ+1 (11)

intended for some Kγ + 1 (‘cache-aided’) users in Kq , while
the remaining L−1 entries of the data vector are L−1 uncoded
subfiles intended for set Gn ⊆ [K] \Kq of L− 1 ‘cache-less’
users, where these L−1 uncoded subfiles are carefully picked



to have the same index τ ⊂ σ. This data vector is then ZF
precoded, and the transmitted vector takes the form

xτσ = H−1{kq}∪Gn


Xσ,

W
rGn(1)
τ ,
...,

W
rGn(L)
τ


T

. (12)

Decoding at the cache-less users directly benefits from the
ZF precoder, which delivers one stream to each of the L−
1 cache-less users, and one stream (the XOR) to the cache-
aided user kq who will subsequently ‘cache-out’ the interfering
messages from the XOR to get its desired message W

rkq
σ\{kq}.

On the other hand, any other ‘cache-aided’ receiver k ∈ τ , will
not benefit from precoding and will rather receive maximal
interference in the form

yτσ(k ∈ τ) = hTk x
τ
σ + wk

= hTk h
−1
Gn
Xσ + hTk

∑
i∈Gn

h−1Gn\{i}∪{kq}W
ri
τ + wk.

Transmitted messages W ri
τ intended for the cache-less users

have been picked to be completely known at all the cache-
aided users in τ = σ \{kq}, allowing each user in τ to cache-
out these messages, with the additional use of their acquired
CSIR7. This leaves each user in τ ⊂ σ with receiving only Xσ ,
from which they can naturally decode their desired message.

C. Matching Algorithm

In the previous section we described the data vector that
consists of a XOR Xσ and L−1 uncoded subfiles each indexed
with τ . In this section we focus on how the XOR/subfile-index
pairs are picked, so that the decoding process is successful at
all L+Kγ users.

Focusing on a specific dataset part labeled by q ∈ [Lc],
the goal is to successfully communicate all possible XORs
Xσ, σ ⊆ Kq, |σ| = 1+Kγ (for all ‘cache-aided’ users in Kq)
and at the same time to communicate each subfile W ri

τ , ∀i ∈
[K] \ Kq, ∀τ ⊂ Kq, |τ | = Kγ for the remaining users.

We begin by forming a bipartite graph, where nodes on the
right-hand-side (RHS) represent each one of the XORs, while
each node on the left-hand-side (LHS) represents a set of L−1
subfiles with the same index τ , but belonging to a different
file (each intended for a different user).

The set of all nodes Lp,τ on the LHS of the graph is{
Lp,τ : p ∈

[
K

L+Kγ

]
, τ ⊂ Kq, |τ | = Kγ

}
(13)

where p designates a class of L−1 cache-less users (there are
1

L−1 (K −
K
Lc

) = K
L+Kγ such classes), while τ designates the

subfile index.
On the other hand, the RHS of the graph consists of two

types of nodes. The first set of nodes Rσ takes the form

{Rσ : σ ⊆ Kq, |σ| = Kγ + 1} (14)

7The fact that L uplink and downlink training slots can provide for this
(global) CSIR, is easy to see and it is discussed in [7].

and each node corresponds to a XOR Xσ , while the second
set of nodes R∅,s takes the form{

R∅,s : s ∈
[

Kγ

1 +Kγ

(
K/Lc
Kγ

)]}
(15)

and each node corresponds to an empty message.
The problem at hand is to match each node Lp,τ to a single

and unique node Rσ , which is equivalent to finding a perfect
matching (cf. [18]). Each class-index pair Lp,τ can share an
edge with node Rσ iff τ ⊂ σ ( ∀p ∈

[
K

Kγ+L

]
). Further, Lp,τ

can share an edge with any R∅,s.
Thus, there are Kγ

1+Kγ

(
K/Lc
Kγ

)
possible edges from any LHS

node Lp,τ , and these are the edges to any node of the second
type of RHS nodes and to exactly K

Lc
−Kγ nodes of the first

type of RHS nodes8. Since each node has the same number of
edges, then there exists a perfect matching (see [18]), while a
perfect matching can be calculated through the low complexity
algorithm of [19].

Calculating a perfect matching indicates which XOR Xσ or
which empty message will be transmitted with a class-index
pair (p, τ). Thus, we transmit all XORs and their respective
subfiles, while for pairs that are matched to an empty set we
only transmit uncoded subfiles.

Calculation of Delivery Time: Focusing on the dataset
partition labeled by q, we can observe that the transmission
will end when all cache-less users (i.e., those in set [K] \
Kq) receive all their requested subfiles. The fact that in each
transmission we communicate a subfile to a set of L−1 users,
implies that the number of transmissions is equal to the number
of LHS nodes, which in turn implies a delay of

T =
Lc

K
L+Kγ

(
K/Lc
Kγ

)
Lc
(
K/Lc
Kγ

) =
K

L+Kγ
. (16)

D. Example

We assume a MISO BC setting where the transmitter has
access to L = 7 antennas and K = 18 users each equipped
with a cache of normalized size of γ = 1

9 . In this setting the
subpacketization required by [1] is S1 =

(
18
3

)
= 153, while

this work requires a subpacketization of SL = 3
(
6
2

)
= 45 and

a CSIT cost of C = L = 7 training slots.
We begin with the placement phase, where users are divided

into Lc = L+Kγ
1+Kγ = 3 groups i.e., K1 = {1, 2, 3, 4, 5, 6},

K2 = {7, 8, 9, 10, 11, 12} and K3 = {13, 14, 15, 16, 17, 18}.
Further, each subfile is divided into S = Lc

(
K/Lc
Kγ

)
subfiles

Wn
q,τ , q ∈ [Lc], τ ⊂ Kp, |τ | = Kγ. Focusing on the first part

of the dataset partition (i.e., focusing on the case of q = 1),
for any file n ∈ [N ], the users cache as follows

Z1 = {Wn
1,12,W

n
1,13,W

n
1,14,W

n
1,15,W

n
1,16}

Z2 = {Wn
1,12,W

n
1,23,W

n
1,24,W

n
1,25,W

n
1,26}

Z3 = {Wn
1,13,W

n
1,23,W

n
1,34,W

n
1,35,W

n
1,36}

8This happens because (p, τ) ↔ σ iff τ ⊂ σ, thus for a specific τ we
have σ = τ ∪ {k} : k ∈ Kq \ τ . This means that a τ can be matched to
|Kq \ τ | = K

Lc
−Kγ nodes.



Z4 = {Wn
1,14,W

n
1,24,W

n
1,34,W

n
1,45,W

n
1,46}

Z5 = {Wn
1,15,W

n
1,25,W

n
1,35,W

n
1,45,W

n
1,56}

Z6 = {Wn
1,16,W

n
1,26,W

n
1,36,W

n
1,46,W

n
1,56}

Z7 = ... = Z16 = ∅.
In order to determine the transmission pairs, we need to find

a perfect matching over the formed bipartite graph.

X123

X124

X125

X126

X134

X135

X136

X145

X146

X156

1, 12

2, 12

1, 13

2, 13

1, 14

2, 14

1, 15

2, 15

1, 16

2, 16

X234

X235

X236

X245

X246

X256

X345

X346

X356

X456

1, 23

2, 23

1, 24

2, 24

1, 25

1, 56

2, 56

1, 26

1, 34

2, 34

∅
∅
∅
∅
∅
∅
∅
∅
∅
∅

2, 25

2, 26

1, 35

2, 35

1, 36

2, 36

1, 45

2, 45

1, 46

2, 46

Fig. 1. The matching of the example of Sec. V-D split into three subgraphs.

Delivery and Decoding: The bipartite graph for part
q = 1, and one possible matching, are presented in Fig. 1. As
discussed above, a node on the LHS corresponds to a class of
L− 1 = 6 cache-less users and the subfile each will receive,
while nodes on the RHS represent the XORs, each destined to
Kγ+1 users. The matching informs us of the set of Kγ+L
users and the subfiles that need to be transmitted. For example,
selecting the first XOR-subfile pair, we create the transmission
vector

x12123 = H−1λ


W r1

1,23⊕W
r2
1,13⊕W

r3
1,12

W r7
1,12
...

W r12
1,12


where λ = {3, 7, 8, 9, 10, 11, 12}. Decoding at users in λ
is direct since H−1λ separates the messages into L parallel
streams. From these users, user 3 will also then use its cache
to extract its desired message from the XOR. The remaining
users 1 and 2, receive a linear combination of L elements. For
example, user 1 will receive

y12123(1) =hT1 h
−1
λ\{3}W

r1
1,23 ⊕W

r2
1,13 ⊕W

r3
1,12+

+ hT1

12∑
k=7

h−1λ\{k}W
rk
1,12 + w1

where we can see that the contents of the last summation are
cached at user 1, who can then remove them, and proceed to
again use its cache to extract its desired information from the
remaining XOR. A similar process takes place at user 2.

Calculation of Time: The bipartite graph of Fig. 1 (cor-
responding to part p = 1) implies 30 transmissions per part,
which means that there will be a total of 90 transmissions,
each of normalized duration 1

S = 1
45 . Consequently the overall

delivery time is T = 90
45 = 2.

V. CONCLUDING REMARKS

In this work, we presented a new multi-antenna coded
caching algorithm that has minimal feedback requirements
(C = L uplink and C = L downlink training slots per-
transmission), while also exponentially improving the required
subpacketization compared to the single antenna case.

Open Problems: It is important to notice that while the
feedback costs are significantly reduced, nonetheless the sub-
packetization reductions are much lower than those achieved
in [8]. Thus, this current work can be viewed as a first step into
exploiting the subpacketization-reduction benefits of multiple
antennas, while requiring a small feedback cost.

It remains to be seen if these two opposing bottlenecks can
further be ameliorated.
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