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Abstract—In this paper, we propose a multimodal framework
for video segment interestingness prediction based on the genre
and affective impact of movie content. We hypothesize that the
emotional characteristic and impact of a video infer its genre,
which can in turn be a factor for identifying the perceived inter-
estingness of a particular video segment (shot) within the entire
media. Our proposed approach is based on audio-visual deep
features for perceptual content analysis. The multimodal content
is quantified in a mid-level representation which consists in de-
scribing each audio-visual segment as a distribution over various
genres (action, drama, horror, romance, sci-fi for now). Some
segment might be more characteristic of a media and therefore be
more interesting than a segment containing content with a neutral
genre. Having determined the genre of individual video segments,
we trained a classifier to produce an interestingness factor which
is then used to rank segments. We evaluate our approach on the
MediaEval2017 Media Interestingness Prediction Task Dataset
(PMIT). We demonstrate that our approach outperforms the
existing video interestingness approaches on the PMIT dataset
in terms of Mean Average Precision.

Index Terms—Interestingness, Genre, Video, Deep features

I. INTRODUCTION

With the exponentially growing amount of multimedia data
available in both public and private media archives and sharing
platforms, automatic prediction of relevant and interesting
content for specific target users is drawing an increasing
attention for many applications such as video recommenda-
tion and summarisation [1], movie trailer making [2], digital
storytelling [3], indexing and retrieval [4], and social media
[5].

Traditional works in this direction have focused on learning
an interestingness model using low level features extracted
from image/video content directly. However, perceptual con-
tent analysis for media interestingness prediction is a challeng-
ing task due to the gap between low-level audio-visual fea-
tures and high-level understanding and perception [1]. Within
this context, content-based affective understanding and affect-
based media recommendation from multimedia documents
open new opportunities in predicting media interestingness
[6], [7]. Indeed, Humans are attracted to scenes with strong
emotional content and may prefer ”affective decisions” to find
interesting content because emotional factors directly attract
the viewer’s attention. As a result, automating the process
leading to the identification of interesting content within audio-
visual documents might benefit from being able to extract

affective cues from the media. Hence, an affect-based rep-
resentation of media content will be useful for identifying
the most important/salient parts. In addition, the genre of the
audio-visual document also impacts the choice of what is the
most interesting segment (i.e. the scariest scene of an horror
movie vs the most sentimental scene of a romantic movie).

In this work, we hypothesize that the emotional impact of
the movie genre can be a factor for the perceived interest-
ingness of a video for viewers. The multimodal emotional
content of the video inferred by the determination of its genre
is quantified within a mid-level representation. We propose to
represent each movie segment (or shot) as a distribution over
five genres (action, drama, horror, romance and sci-fi). For
instance, a high confidence for the horror label inside the shot
genre distribution could be interpreted as the highly emotional
segment (a very scary one in the case of horror). Therefore,
this shot might be more characteristic and therefore more
interesting than those with a lower confidence. We propose
a deep features-based framework in order to learn the genre-
based mid-level representations from deep multimodal low-
level features. We exploit both the audio and visual modality
of videos using respectively Soundnet [8] and ResNet-125 [9]
features thanks to their respective pretrained models. In addi-
tion, we investigate the importance of the temporal evolution
of the visual content toward genre prediction by aggregating
the visual features within a Long Short-Term Memory (LSTM)
model [10]. We use the learned representations for the inter-
estingness prediction of video. The remainder of the paper
is organized as follows: Section 2 goes through the related
work. Section 3 describes the deep mid-level representation
approach and its use for video interestingness prediction.
Section 4 presents experiments and results on the dataset
provided by the organisers of the MediaEval 2017 ”Predicting
Media Interestingness” task. Finally, Section 5 concludes the
work and gives some perspectives for interesting research
directions.

II. RELATED WORK

Multimedia interestingness prediction aims to automatically
analyze media data and identify the most relevant content.
Previous works have been particularly focused on predicting
media interestingness from the image content [11], [12], [5],
[13]. In contrast, video interestingness analysis has received
much less attention.



Recent research in video interestingness prediction has been
focused on the use of low-level audio-visual features. Jiang et
al. [14] evaluated a large number of hand-crafted visual (i.e.
SIFT, GIST, HOG) and audio (i.e. MFCC, audio Spectrum)
features and their fusion through building models for predict-
ing interestingness. They introduced a new dataset consisting
of short videos collected from YouTube and Flickr. The data
were trained using Joachim’s SVM Ranking algorithm. Their
finding was that fusion of audio and visual features together
are effective for video interestingness prediction. Yoon et al.
[15] extended the study of Jiang et al. by incorporating Hidden
Markov Models to capture the temporal dimension of emotions
in videos. Besron et al. [16] merged contextual information
(Word2Vec feature) with audio-visual features (Resnet, LSTM,
and MFCC features) in a deep learning framework. They con-
cluded that W2V features slightly improved the results. Similar
low-level feature representations approaches have been used in
[17], [18], [19], [20], [21], [22], [23] with different learning
schemes and decision strategies. Alimeida et al. [23] reported
the best results on the MediaEval 2016 interestingness Task
set [24] using multimodal low-level features and learning-to-
rank algorithms. However, low-level features allow to describe
only visual and audio characteristics of media content, while
interestingness is a high-level perceptual concept [11], [1].

In order to bridge this gap between low-level features and
the high-level human perception of interestingness, recent
works have introduced an intermediate representation between
the video features and the video’s affective content. These
methods construct mid-level representations based on low-
level video features and employ these mid-level representa-
tions for affective content analysis of videos. They proved
that affect-based representation of media data is closer to
human perception than the low level description. Acar et al.
[25] proposed a mid-level representation of multimodal video
content for emotional content analysis of professionally edited
and user-generated video. The audio and visual representations
are automatically learned from raw data using convolutional
neural networks (CNNs). The mid-level motion representation
is generated using dense trajectory feature vectors. The affec-
tive model for emotion analysis is finally learn using the fusion
of all the mid-level representations in an ensemble learning
framework. According to their obtained results they find that
learned audio-visual representations are more discriminative
than hand-crafted ones.

Other works have attempted to infer the affective content
of videos directly from the related audio-visual features [26].
Acar et al. [27] learn both audio and visual feature represen-
tations and fuse these representations at decision level for the
affective classification of music video clips. Xu et al. [28]
combined low-level audio-visual representations with higher-
level video representations. Movies of different genres are
clustered into different arousal intensities (i.e. high, medium,
low) with fuzzy c-means using low-level audio-visual features
and then the results from the first step (i.e. higher level
representations) are employed along together with low-level
audio-visual features in order to perform emotional movie

classification. Rayatdoost et al. [7] proposed a video inter-
estingness prediction approach based on mid-level semantic
visual descriptors and deep learning features with extended
Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) in
a regression problem. In the current work, we propose a
genre-based mid level presentation for video interestingness
prediction.

III. PROPOSED FRAMEWORK

In this section, we present our method for video interest-
ingness prediction. Figure 1 presents a block diagram of the
proposed framework including the CNN-based visual features
extraction followed by the LSTM-based temporal dynamics
modeling and the deep audio features extraction and learning
(Step 1). The visual and audio feature learning phases are
discussed in details in Section III-A. We call ”mid-level
representation” the genre prediction result (distribution over
the 5 genres) obtained for a given video using the trained
genre model. The obtained audio and visual mid-level repre-
sentations (separately or fused) are fed into another classifier
to learn and predict interestingness of video segments (Step
2) (Section III-B).

A. Deep multimodal mid-level representation

The multimodal mid-level representation of video is ob-
tained through a visual (section III-A1) and an audio (section
III-A2) genre prediction approach.

1) Visual mid-level representation: Deep visual features are
computed from video frames by extracting features from the
global average pooling layer of the Resnet-152 model [9],
trained on Imagenet [29]. The obtained features are repre-
sented by 2048-D vectors which capture important statics
information for the understanding of the scene such as its
background and basic objects. However, certain emotions and
hence the genre are difficult to grasp, even for humans, from
a single image. Indeed, the rhythm of movies is different
from one genre to another. For example, an action movie
with car chases, fighting and explosion scenes always has a
faster tempo. Accordingly, the temporal evolution of video
frames may encode additional information which could be
useful in making more accurate predictions. In this work,
we use the Long Short-Term Memory (LSTMs) architecture
to model the temporal dynamics in movies with ResNet
features of video frames as inputs. The proposed Resnet-
LSTM architecture contains one LSTMs layer with 1024
hidden units for each LSTM block and a fully-connected
layer with softmax activation to produce genre prediction.
The network is trained with mini-batch Stochastic Gradient
Descent (SGD). We use categorical cross-entropy as a loss
function. In addition, the learning rate and momentum are
set to 0.01 and 0.9 respectively. We use a dropout of 0.5 in
the LSTM layer to avoid overfitting. The final output of the
Resnet-LSTM block is a 5 dimensional vector representing the
probability distribution of the video segment over the genres.
This vector is considered as our visual mid-level representation
of a movie segment.



Fig. 1. Interestingness based-genre prediction pipeline

2) Audio mid-level representation: Adding the audio infor-
mation surely plays an important role for perceptual content
analysis in videos. Most of the multimodal approaches in
related work (Section II) only focus on hand-crafted audio
features, with either traditional or deep classifiers. However,
those audio features are rather low-level representations and
are not designed for semantic video analysis. Instead of using
such classic audio features, we extract deep audio features
from a pretrained model; Soundnet [8]. The latter has been
learned by transferring knowledge from vision to sound to
ultimately recognize objects, scenes and events from sound
data. According to Ayter et al. [8], an audio feature represen-
tation using Soundnet attains state-of-the-art accuracy on three
standard acoustic scene recognition datasets. In this work, the
audio segment corresponding to each video sequence (or shot)
is used to extract deep acoustic features. Finally, an SVM
classifier is trained to classify the extracted deep audio features
from all the segments (corresponding directly to video shots
provided by the task organizers) and produces the probability
distribution of the audio segment over the 5 movie genres.

B. Interestingness prediction

In section III-A, we trained the separate genre classifiers
(i.e. one based on visual and one based on audio features).
Therefore, we end up with two probability vector outputs
for visual and audio data respectively. In order to obtain a
global genre distribution for the video shots, we average the
obtained audio and visual probability vectors (as illustrated in
figure 1). For Interestingness prediction, the obtained proba-
bilistic genre distribution is used as mid-level representation to
train an Interestingness classifier. A Support Vectors Machine
(SVM) [30] binary classifier is trained on these representa-
tions to predict, with a confidence score, whether a shot is
considered interesting or not.

Consider {(xi, yi), i = {1, 2, ..., n}} where yi ∈ {1, 0} ,
for ”interesting” and ”not interesting” classes respectively.
The mid-level representation is noted by the vector xi ∈
R5. The MediaEval 2017 ”Predicting Media Interestingness
Task” training data provide a confidence information for each
training instance i. Hence, in our learning process, we use
those values as weights to increase the probability of correct
classification samples with high confidence values.

IV. EXPERIMENTS AND RESULTS

A. Movie genre prediction

1) Movie trailer data for genre prediction: The dataset used
to train the movie genre model and thus to build the mid-level
representation of movie contains originally 4 different movie
genres: action, drama, horror and romance. We extended the
original dataset [31] with an additional genre (sci-fi) to obtain a
more sophisticated genre representation for each movie trailer
shot. Our final dataset comprises 415 movies trailers of 5
genres (69 trailers for action, 95 for drama, 99 for horror,
80 for romance and 72 for sci-fi). The movie trailers are
segmented into visual shots using the PySceneDetect tool 1.
The final dataset contains 22340 shots in total (14300 for
training and 8040 for testing). Before data processing, we
removed the first frames of movie trailer that contains potential
production logos and credits. The trailer black bars are cropped
out. Video shots have an average duration of 3 seconds on this
dataset. This is rather short but very much expected from this
type of media (i.e. movie trailers).

2) Results and discussion: The deep audio features ex-
tracted from the audio segment of the video shot using
Soundnet model are then trained using a probabilistic SVM
classifier with a linear kernel and a regularization value of

1http://pyscenedetect.readthedocs.io/en/latest/



C = 1.0. The output of the classifier contains the probability
distributions of movies scenes over the genres (Figure 1).
Final decisions for the movie trailers classification are realized
by a majority voting scheme. A trailer is classified as a
particular genre when most of the scenes in it are classified
as this genre. In order to evaluate the performance of deep
audio features against hand-crafted audio ones, we compare
the deep Soundnet features classification performance with
MFCC features. Hence, MFCC features are extracted from the
audio shots of the trailer using OpenSmile [32] audio feature
extraction tool. Since the shots have different duration and
therefore a different number of MFCC samples, the number of
extracted features is not the same for all the scenes. Therefore,
we aggregate the MFCC samples for each shot using a Bag of
MFCC representation. The obtained audio signatures are fed to
the SVM classifier to perform audio-based genre classification.
Obtained results are shown in Table I.

TABLE I
GENRE PREDICTION RESULTS WITH DIFFERENT FEATURES

Features/Metric Average Precision Average Recall
Deep Soundnet 62% 57%
Bag-of-MFCC 57% 53%
One Frame-VGG + Soundnet 86% 85%
ResNet-LSTM 87% 85%
ResNet-LSTM+Soundnet 90% 87%

We obtained for the deep audio features respectively 62%
and 57% as average precision and average recall for the movie
trailer testing data. We can see that the deep audio features
perform better than the MFCC ones (57% and 53%). This
may be justified by the fact that deep audio features extracted
from soundnet are more adapted for acoustic scene and object
recognition and thus for movie genre prediction.

In our work, the fusion of mid-level audio and visual rep-
resentations (Resnet-LSTM+Soundnet) further improves the
performance (Average precision) of genre prediction by 3%.
We also note an improvement compared to our previously
proposed framework for genre prediction (using VGG features
extracted from only one Key-frame and audio extracted with
Soundnet) [33]. It can be explained by the fact that our new
model uses the temporal dynamic of scenes with more frames,
adding interesting additional information for predicting movie
genres.

B. Interestingness prediction

1) MediaEval2017 Media Interestingness Prediction Task
Dataset (PMIT): The Media Interestingness Dataset contains
Interestingness annotations for 103 Hollywood like movies
trailers and 4 continuous extracts of ca. 15 min from full-
length movies. This data is annotated by human assessors as
interesting (class 1) or not interesting (class 0) with a degree of
confidence for each annotated sample. It is worth pointing out
that the PMIT dataset and the dataset used for genre prediction
([31] extended with sci-fi trailers) are not related. The PMIT
dataset is split into development data, intended for designing
and training the algorithms which is based on 52 trailers; and

TABLE II
VIDEO INTERESTINGNESS PREDICTION RESULTS ON MEDIAEVAL 2017

PMIT TEST DATA

Model MAP P@5 P@10 P@20 P@100
ResNet 0.1913 0.1467 0.14 0.1317 0.089
ResNet-LSTM 0.1991 0.1133 0.1633 0.1756 0.101
Audio 0.1806 0.10 0.15 0.1444 0.0893
ResNet-LSTM+Audio 0.2122 0.148 0.1612 0.152 0.103

testing data based on 26 trailers. The final data for the video
is obtained by segmenting the trailers into video shots [34]
conducting to 5054 and 2342 shots for respectively training
and testing.

2) Results and discussion: To evaluate the performance of
the proposed interestingness model, we tested several SVM
kernels (linear, RBF and sigmoid) with different parameters
on the development dataset. Best results, reported in Table II,
are obtained with a sigmoid kernel.

Different models have been tested to investigate the contri-
bution of each modality (Visual, Audio and evolution of high
level features). Table II presents the obtained results in terms
of Mean of Average Precision (MAP) , Precisionn at 5 (P@5),
at 10 (P@10), at 20 (P@20) and at 100 (P@100). According
to results presented in Table II, adding the temporal evolution
of visual features increases the interestingness prediction MAP
from 0.1913 to 0.1991. Moreover, adding the audio informa-
tion improves the results even further to achieve 0.2122 of
MAP and 0.103 of P@100.

Figure 2 presents some interesting video shots, from the
MediaEval 2017 PMIT dataset and their corresponding genre
scores. These examples present, according to the predicted
genre, the scariest scenes of an horror movie, the most exciting
shot in an action movie or the most sentimental shot in
a romantic movie. Hence, the genre-based representation of
videos content helps in identifying the most important part of
a given video.

Table III presents a comparison of our framework with
state-of-the-art methods in video interestingness prediction
on the MediaEval2017 PMIT dataset in terms of MAP and
MAP@10. MAP@10 is the Mean Average Precision computed
over the top 10 best ranked video segments. We use MAP@10
because it reflects well the interestingness prediction problem
(i.e. finding a set of pertinent shots representing the entire
video) and because it is the official evaluation metric used
for the Media Interestingness prediction task [20] so it allows
us to perform direct performance comparisons with existing
approaches.

The best reported results in the state-of-the-art are based on
the use of low-level features to learn an interestingness model.
Our approach produces to-date the best reported results on
the MediaEval 2017 PMIT with 0.2122 and 0.0841 as MAP
and MAP@10 performance. Our work shows that the learned
mid-level audio-visual representations are more discriminative
and provide more precise results than low-level audio-visual
ones proposed in [16] [18] [19] and [17]. Affective media
description, which defines the human perception of media



Fig. 2. Examples of interesting video shots from the MediaEval 2017 PMIT dataset with their corresponding genre detection scores

TABLE III
COMPARISON WITH STATE-OF-THE-ART RESULTS REPORTED ON THE

MEDIAEVAL 2017 PMIT DATASET

Methods MAP MAP@10
Berson et al.[16] 0.1918 0.0609
Berson et al. [16] 0.1878 0.0641
Constantin et al[18] 0.2028 0.0732
Gupta et al. [19] 0.1885 0.064
Shuai et al. [17] 0.1897 0.0637
Our method 0.2122 0.0841
Baseline [24] 0.1716 0.0564

genre, is more accurate in predicting interestingness compared
to the use of low-level subjective features.

V. CONCLUSION

In this paper, we proposed a deep multimodal framework for
video shot interestingness prediction based on the genre and
affective impact of movie content. We evaluated our approach
on the MediaEval 2017 Predicting Media Interestingness Task
dataset. We obtained a Mean Average Precision (MAP) of
0.2122 which is to our knowledge the best performance to
date on this dataset. This result outperforms state-of-the art
approaches which are based on low-level features. Future
works include proposing a more integrated method for audio
and visual genre recognition and the addition of emotion
prediction to further improve video segment interestingness
prediction.
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