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Abstract—The work explores the role of caching content at
receiving users for the purpose of reducing the need for feedback
in wireless communications. In the K-user broadcast channel
(BC), we show how caching, when combined with a rate-splitting
broadcast approach, can not only improve performance, but can
also reduce the need for channel state information at the trans-
mitter (CSIT), in the sense that the identified cache-aided op-
timal degrees-of-freedom performance, can in fact be achieved
with reduced-quality CSIT. These CSIT savings can be traced
back to an inherent relationship between caching, performance,
and CSIT; caching improves performance by leveraging multi-
casting of common information, which automatically reduces the
need for CSIT, by virtue of the fact that common information
is not a cause of interference. At the same time though, too
much multicasting of common information can be detrimental,
as it does not utilize existing CSIT. Our caching method builds
on the Maddah-Ali and Niesen coded caching scheme, by
properly balancing multicast and broadcast opportunities, and
by combing caching with rate-splitting communication schemes
that are specifically designed to operate under imperfect-quality
CSIT. The observed achievable CSIT savings here, are more
pronounced for smaller values of K users and N files.

I. INTRODUCTION

In the setting of communication networks, recent work in
[1] has explored how caching content at receiving users, can
increase the effective throughput and can reduce the load on
the network, by utilizing multicast gains, i.e., by creating the
need for common symbols that are simultaneously needed by
more than one user. Our interest here is to explore this idea,
not in the original multicast setting in [1], but in feedback-
aided broadcast-type settings which utilize broadcast gains
to communicate private messages. Our goal is to explore
how caching, and the associated common messages that are
generated as a result of this caching, can result in CSIT
reductions, while at the same time, exploring how to properly
balance the multicast and broadcast elements that emerge.

A. Cache-aided K-user broadcast channel

We consider a wireless communication setting where a K-
antenna transmitter communicates information to K single-
antenna receiving users. The entire information content at
the transmitter consists of N distinct files W1,W2, . . . ,WN ,
each of size f bits. Each user k = 1, 2, . . . ,K has a cache
Zk of size Mf bits (Fig. 1), where M < N . Communication
is split into two distinct phases; the caching (or placement)

phase which happens before the users express their file de-
mands1, i.e., before the users inform the transmitter which file
they want to receive, and the delivery phase that happens after
the users’ demands become known to the transmitter. During
the placement phase, the caches Z1, Z2, . . . , ZK are pre-filled
with information from the N files W1,W2, . . . ,WN . During
the delivery phase, each user k requests a single file WFk ,
for some Fk ∈ [1, 2, . . . , N ]. After each transmission, the
corresponding received signals at receiver k, can be modeled
as

yk = hTk x + zk, k = 1, . . . ,K (1)

where x ∈ CK×1 denotes the transmitted vector which
satisfies a power constraint E(|x|2) ≤ P , where hk ∈ CK×1
denotes the vector fading coefficients, and where zk repre-
sents unit power AWGN noise at user k. At the end of the
delivery phase, each receiving user combines the observed
yk together with the side information in their cache Zk, to
reconstruct their desired file WFk . The effort here is to design
an efficient caching-and-delivery method that minimizes the
load on the delivery phase.

B. Measure of performance

As in [1], the measure of performance here is the duration
T — in time slots, per file served per user — needed
to complete the delivery process, for any request. Time is
normalized such that one time slot corresponds to the amount
of time it would take to communicate a single file to a single
receiver, had their been no caching and no interference. As a
result, in the high P setting of interest, with the capacity of a
MISO channel scaling as logP , we proceed to set f = logP ,
which guarantees that the two measures of performance,
here and in [1], now carry the same meaning, and can be
meaningfully compared2.

We here clarify that T is a ‘worst-case’ measure, as
it corresponds to a duration that guarantees completion of
delivery for any combination of requested files from the

1This placement phase may typically take place at a time of low network
utilization, e.g. at nighttime, and is meant to ease the load during daytime.

2We note that the work in [1] tries to minimize T , which it refers to as
the required achievable rate of the delivery link that guarantees completion
of the delivery phase in a single time slot. This is the same as our measure
here.



receiving users. As a result, we will henceforth assume
without loss of generality that, after caching takes place
(blindly, in terms of the requests), the delivery phase will
respond to a request to send W1 to user 1, W2 to user 2, up
to WK to user K.

C. The link between caching, communication, and imperfect-
quality feedback

As we will see, feedback-quality is not only linked with
the performance of the delivery phase (where more feedback
allows for better interference management and thus for higher
performance over the wireless link), but is also linked with
the caching phase; after all, loosely speaking, the higher the
value of M , the more side information the receivers have, the
less interference one needs to handle, and the less feedback
is potentially needed. Similarly one can note that the delivery
phase will have a feedback-aided broadcast element (as each
user can require a different file), but it will also be in
the presence of feedback-reducing side information at each
receiver’s cache.

To capture feedback quality, we let ĥk denote the current
CSIT estimates of channels hk, we let

h̃k = hk − ĥk (2)

denote the CSIT estimation error, and we let

α = − lim
P→∞

logE[||h̃k||2]

logP
, k = 1, . . . ,K

denote the current CSIT quality exponent, describing the
quality of current CSIT at any user.

It is easy to see that α = 0 corresponds to finite-precision
or no CSIT, while having α = 1 has been shown by [2],
[3] to correspond — in the high-P setting of interest here
— to perfect-quality CSIT. As α varies, so does the overall
performance. Interesting insights into the role of α (and of
timeliness) on the performance of the MISO BC, have been
found through degrees of freedom (DoF) characterizations
under perfect CSIT [4], no CSIT [5]–[8], delayed CSIT [9],
mixed CSIT [10]–[13], and alternating CSIT [14]. Other
related work can be found in [15]–[29].

D. Combining multicast and broadcast gains to minimize T
and the CSIT requirements

The existence of caching allows — by virtue of the fact
that some data is already present at the receiver — for an
automatic reduction in T . The fact that coded caching can
lead to a delivery phase that involves common symbols,
means that we can potentially achieve this reduced cache-
aided T , in the presence of reduced CSIT. At the same
time, a proper balance must be kept between private and
common symbols, so that feedback is not under-utilized and
thus performance is not reduced.

The general objective here is naturally to design caching
and transmission schemes that jointly reduce T , under spe-
cific constraints on caching size Mf and under specific
constraints on the CSIT-quality α. Our focus will be on
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Fig. 1. System setup of cache-aided K-user MISO BC.

describing the optimal T ∗(M) that is achievable with perfect
CSIT (α = 1), then to describe the effect of imperfect feed-
back by providing an achievable T (M,α) under CSIT-quality
constraints, and then to translate this into an achievability
bound on the CSIT threshold exponent

αth, arg min{α : T (M,α) = T ∗(M,α = 1)}

which, albeit corresponding to imperfect-quality CSIT, still
guarantees the optimal T ∗(M) = T ∗(M,α = 1).

We first though proceed with motivating examples that
provide insight on different elements of the problem.

E. Motivating examples

1) Example - (M = 0): Let us first consider the no-
caching case where M = 0, which — again without loss of
generality — can be taken to correspond to a delivery phase
that is strictly of a broadcast nature. In this broadcast channel,
the sum DoF with perfect CSIT, is equal to K, which means
that the K requested files3 will take 1 time slot to deliver, cor-
responding to an optimal T ∗(M = 0, α = 1) = T ∗(0) = 1.
Applying the new result by Davoodi and Jafar [30], which
states that the maximum DoF of K can only be achieved in
the presence of α = 1, immediately reveals that to achieve
the optimal T ∗(0) = 1, we need α = αth = 1.

2) Example - (N = K = 2): Let us now offer a more
involved example, which reveals an interesting achievable
tradeoff between T,M and α. Specifically let us consider
the case where N = K = 2, and let 0 ≤ M ≤ 1. There are
two files, which we relabel as W1 = A,W2 = B, each of
size f = logP bits.

In this example, for the placement phase, we first split both
files A and B into three subfiles, i.e, A = (A1, A2, A3), B =
(B1, B2, B3), where the subfiles Ai, Bi, i = 1, 2 are each of
size Mf

2 bits, and where A3 and B3 are each of size (1−M)f
bits. We fill up the caches as follows Z1 = (A1, B1) and
Z2 = (A2, B2), so that each user has in their cache, an equal
part of clean information for each file.

For the delivery phase — and again focusing on the request
WF1 = W1 = A,WF2 = W2 = B — we see that to complete
the task, user 1 needs subfile A2 (which is available in the
cache of user 2) as well as A3, and user 2 needs subfile
B1 (available at the cache of user 1), as well as B3. As a
result, A2 ⊕ B1 (containing Mf

2 bits) has information that

3Recall that the request considered over the delivery phase, is one where
each user requests a different file.



can be useful to both users, while A3 and B3 has private
information for user 1 and 2 respectively. The challenge will
be to communicate this information, as efficiently as possible,
over a channel with imperfect feedback, corresponding to
some α < 1. Towards this, let us consider a scheme that
sends a single transmission of the form

x = wc+ ĥ
⊥
2 a1 + ĥ

⊥
1 a2 (3)

where x ∈ C2×1, where w ∈ C2×1 is a randomly chosen
precoder, and where ĥ

⊥
k ∈ C2×1 is a precoder that is

orthogonal to the estimate ĥk for hk. Additionally, the above
symbols c, a1, a2 are respectively allocated power as follows4

given by

P (c) =̇ P, P (a1) =̇ P (a2) =̇ Pα

and are allocated rate as follows

r(c) = (1− α)f, r(a1) = r(a2) = αf.

In particular, a1 is loaded with α logP bits from A3, and a2
is loaded with α logP bits from B3, while c is loaded with
the Mf

2 bits of A2 ⊕ B1, as well as with the max{2((1 −
M)f−Tαf), 0} bits of A3, B3 that did not fit inside a1 and
a2. The precoders, power-allocation and rate-allocation are
known to all nodes. As a result the received signals at the
two users, take the form

y1 = hT1 wc︸ ︷︷ ︸
P

+hT1 ĥ
⊥
2 a1︸ ︷︷ ︸

Pα

+hT1 ĥ
⊥
1 a2︸ ︷︷ ︸

P 0

+ z1︸︷︷︸
P 0

y2 = hT2 wc︸ ︷︷ ︸
P

+hT2 ĥ
⊥
2 a1︸ ︷︷ ︸

P 0

+hT2 ĥ
⊥
1 a2︸ ︷︷ ︸

Pα

+ z2︸︷︷︸
P 0

(4)

where

E|hT1 ĥ
⊥
1 a2|2 = E|(ĥ

T

1 + h̃
T

1 )ĥ
⊥
1 a2|2 = E|h̃

T

1 ĥ
⊥
1 a2|2 =̇ P 0

E|hT2 ĥ
⊥
2 a1|2 = E|(ĥ

T

2 + h̃
T

2 )ĥ
⊥
2 a1|2 = E|h̃

T

2 ĥ
⊥
2 a1|2 =̇ P 0.

At this point, user 1 can decode common symbol c by treating
all other signals as noise. Consequently, user 1 removes
hT1 wc from y1 and decodes private symbol a1. From c, user
1 can recover A2 ⊕B1, which combined with Z1 allows for
recovery of A2. Finally from c and a1, user 1 can recover
A3. Given that A1 is already available in its cache, user 1
can thus reconstruct A. User 2 similarly obtains B.

To calculate the achieved T for this example, we note that
the total of Mf

2 +(1−M)f+(1−M)f = ( 4−3M
2 ) logP bits

in A2⊕B1, A3, B3, was sent at an achievable rate (provided
by this specific rate-splitting scheme) of (1−α+α+α)f =
(1 + α) logP bits per time slot. Hence the corresponding
achievable duration is

T (M,α) =
4− 3M

2(1 + α)
. (5)

4We here use =̇ to denote exponential equality, i.e., we write f(P )=̇PB

to denote lim
P→∞

log f(P )

logP
= B.

As we will show later using basic cut-set bound arguments,
the optimal T ∗(M) — associated to perfect CSIT — takes
the form T ∗(M) = 1− M

N = 1− M
2 . Hence equating

T (M,α) =
4− 3M

2(1 + α)
= T ∗(M) = 1− M

2

and solving for α, gives that any α bigger than

αth = 1− M

2−M
, 0 ≤M ≤ 1 (6)

suffices to achieve the optimal T ∗(M,α = 1) = 1− M
2 .

A few simple observations include the fact that, as ex-
pected, αth reduces with M (Fig. 2), as well as the fact that
for M = 0, we have αth = 1, which correctly reflects the
discussion in the previous example, which reminded us that in
the broadcast channel, in the limit of high P , perfect CSIT is
necessary for DoF optimality, i.e., perfect CSIT is necessary
to transmit one file to each user within a time duration that
is asymptotically optimal. On the other hand, we see that
having M ≥ 1, leads to αth = 0 because, as we have seen
in [1], when M ≥ 1 (N = K = 2), a simple transmission
of a common message, suffices to achieve T ∗(M) = 1− M

2 .
Since the transmission is limited to a common symbol, it
does not require CSIT.

3) Example - (N = K = 2,M = 1/2). Modifying coded
caching for the BC: Let us now look at the interesting
instance of N = K = 2,M = 1/2, which showcases some
of the differences between the multicast case in [1] and
the broadcast approach here, and which motivates caching
specifically for the multi-antenna wireless setting, as com-
pared to caching for the multicast case with a single shared
medium with only serial multicast possibilities, that was
explored in [1]. Towards this, we recall that in [1], the optimal
T = 1 was achieved by splitting files A and B into two
halves, i.e., as A = (A1, A2) and B = (B1, B2), by setting
Zk = Ak ⊕ Bk, k = 1, 2, and by sequentially transmitting5

two common messages, B1 and then A2, to achieve the
aforementioned optimal T = 1. What we point out here
is that this caching would not work for the MISO-BC case
(where the optimal T is T ∗ = 1−M

2 = 3
4 ) because it leads to

a delivery phase that only transmits common information, and
thus does not leverage existing CSIT to improve performance.

We proceed with the description of the main results.

II. MAIN RESULTS

We now describe the optimal T ∗(M) that is achievable
with perfect CSIT (α = 1), and then provide an achievability
bound on T (M,α), and thus an achievability bound on the
smallest αth that achieves the optimal T ∗(M) above. We
recall that the following results hold for f = logP , in the
limit of large P .

Lemma 1: In the cache-aided K-user MISO BC, with N
files of size f , and with caches of size Mf , the optimal

5For the worst-case request that is assumed without loss of generality.
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T ∗(M,α = 1) takes the form

T ∗(M) = 1− M

N
. (7)

Proof:
Let us first create the outer (lower) bound on T , using basic

cut-set bound arguments in a manner that is similar to that
in [1], [31]. Consider a simplified setting, where there are s
users (s ∈ {1, . . . ,min{bNM c,K}}). During the placement
phase, the users’ corresponding caches Z1, . . . , Zs are filled,
while during the delivery phase, each of the s users makes
bNs c sequential requests (one after the other), corresponding
to a total of sbNs c requested files W1, . . . ,WsbNs c

by all
the users together. Note that for integer N

s , these requests
span all N files. We now consider a total of bNs c sequential
transmissions X1, . . . , XbNs c

, such that X1 and Z1, . . . , Zs
can reconstruct W1, . . . ,Ws, such that similarly X2 and
Z1, . . . , Zs can reconstruct Ws+1, . . . ,W2s, and so on, until
we have that X1, . . . , XbNs c

and Z1, . . . , Zs can reconstruct
all the requested files W1, . . . ,WsbNs c

.
To apply the cut-set bound, we place the bNs c broadcasting

signals X1, . . . , XbNs c
, each of duration T , on one side of the

cut, together with all the caches Z1, . . . , Zs, and then on the
other side of the cut, we place all the requests of s users for
a total of sbNs c files, each of size f . Hence it follows that

bN
s
csT + sM ≥ H(Z1, . . . , Zs, X1, . . . , XbNs c

)

≥ H(Z1, . . . , Zs, X1, . . . , XbNs c
|W1, . . . ,WsbNs c

)

+ sbN
s
c(1− εf )

≥ sbN
s
c(1− εf ) (8)

where we have used that the K × s interference-free MIMO
channel provides s degrees of freedom (this is in the limit of
f → ∞), and where we have used Fano’s inequality. In the
same limit of f →∞, we have that εf → 0. Thus solving for
T , and optimizing over all possible choices of s, we obtain

T ≥ max
s∈{1,...,min{b NM c,K}}

(1− M

bNs c
) (9)

which obviously gives that T ≥ 1− M
N .

To achieve this with perfect CSIT, is very easy. First let
each user cache any fMN bits from each file, which leaves
for (1−M

N )f bits, per user, that must be delivered during the
delivery phase. For the worst case where each user requests
a different file, this corresponds to a broadcast transmission,
which can be handled in T = 1 − M

N time slots, in the
presence of perfect CSIT. This completes the proof.

Having established the optimal T ∗(M,α = 1) = 1−MN , let
us now establish an inner (achievability) bound on T (M,α),
and translate that onto a bound on

αth = arg min{α : T (M,α) = 1− M

N
}.

The result will be presented for the simpler case where K =
N .

Proposition 1: In the cache-aided K-user MISO BC, with
N = K files of size f , and with caches of size Mf , an
achievable T (M,α) takes the form

T (M,α) =
K − M(1+K)

K

1 + (K − 1)α
(10)

which implies that the optimal T ∗ = 1− M
N can be achieved

with an α that need not be bigger than

αth =
N − 1−M

M
K + (N − 1−M)

.

Proof: The proof is presented in the following subsec-
tion, by presenting the caching and delivery scheme that
achieves the above performance in the presence of imperfect
CSIT.

A. Coded caching and delivery with imperfect CSIT

To design the caching, each of the N files Wn, n =
1, 2, . . . , N is first divided into two parts,

Wn = (W c
n,W

p
n)

where the information in W p
n is never cached. For p = M

N−1 ,
W c
n has size pf , and W p

n has size (1 − p)f . The main
idea is to apply the caching method of [1], but to restrict
this to the subfiles {W c

n}Nn=1, rather than applying it on
the whole {Wn}Nn=1. Towards this, let us first split each
subfile W c

n into N subfiles Wn,τ , τ ∈ Ω, where Ω = {τ ⊂
[K], s.t. |τ | = N−1}, and where we have used the notation
[K],{1, 2, . . . ,K}. We note that the union of the above
subfiles forms W c

n, and that each subfile Wn,τ has size Pf
N .

Based on the above, and following in the footsteps of [1],
we form the caches as follows

Zk ←Wn,τ ,∀n = {1, 2, . . . , N},∀τ ∈ Ω, such that k ∈ τ.

It is easy to see that each cache Zk has Mf
N bits originating

from any specific W c
n.

For the delivery phase, the transmitter sends

x = wc+ g1a1 + · · ·+ gkak + · · ·+ gKaK (11)



where each ak carries information from W p
k , i.e., information

that has not been cached anywhere, while c carries all the pf
N

bits of
Xc = ⊕Kk=1WFk,[K]\{k}

which can be seen as common information that is simultane-
ously useful to all receivers. Additionally, c carries the extra
private information that could not fit in each ak. In the above,
gk, k = 1, 2, . . . ,K are precoders that are designed to be
orthogonal to the channel estimates of all users other than k.
Finally the power and rate allocation was given by

P (c) =̇ P, P (ak) =̇ Pα

r(c) = (1− α)f, r(ak) = αf, k = 1, . . . ,K. (12)

As a result, the received signals yk, k = 1, 2, . . . ,K take the
form

yk = hTkwc︸ ︷︷ ︸
P

+hTk gkak︸ ︷︷ ︸
Pα

+

K∑
i=1,i6=k

hTk giai︸ ︷︷ ︸
P 0

+ zk︸︷︷︸
P 0

(13)

and we can see that, due to the power allocation and CSIT
quality, symbols ak do not cause interference to unintended
users; at least not above the noise level. At this point, user
k can decode the common symbol c by treating all other
signals as noise. Consequently, user k removes hTkwc from
yk, and decodes its private symbol ak. Then it can recover
WFk,[K]\{k} from Zk and c, and W p

Fk
from c and ak. Since

it already has WFk,τ , user 1 reconstructs WFk . The same
approach resolves the requests of the other users.

As before, we see that we were able to communicate

(K− MK

N − 1
+

M

K(N − 1)
)f = (K− MK

N − 1
+

M

K(N − 1)
) logP

bits of information. With the achievable rate of the commu-
nication scheme scaling as (1 + (K − 1)α) logP + o(logP )
per channel use, it becomes clear that as f increases, the
transmission duration becomes

T (M,α) =
K − MK

N−1 + M
K(N−1)

1 + (K − 1)α

=
K − M(1+K)

K

1 + (K − 1)α
. (14)

Setting T (M,α) = T ∗(M) = 1 − M
N , and solving for α,

provides the achievable CSIT threshold6 αth.
Example: We here present a final example to offer

some clarity on the designed scheme. We do this for
the case of N = K = 3,M = 1. As before, we
rename the files (W1,W2,W3) =: (A,B,C), and since
τ ∈ {{1, 2}, {1, 3}, {2, 3}}, we split these as A =
(A12, A13, A23, A

p), B = (B12, B13, B23, B
p) and C =

(C12, C13, C23, C
p), where Ap, Bp, Cp will be private in-

formation for user 1, 2 and 3 respectively. In the above, the

6It is interesting to note that for α = αth, all private information is stored
in symbols ak, k = 1, 2, . . . ,K.
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Fig. 3. Placement of parts into user caches for N = K = 3, M ′ ,N−1 =
2.

subfiles Aτ , Bτ , Cτ are each of size f
6 , and they appear in

Zk for any k ∈ τ (see Fig. 3).
For request A,B,C by user 1, 2, 3 respectively, we can see

that user 1 needs A23 which is available at Z2, Z3, user 2
needs B13 which is available at Z1, Z3, and user 3 needs C12

which is available at Z1, Z2. Hence considering the common
information A23⊕B13⊕C12, we see that upon decoding this
common information, user 1 can automatically reconstruct
A23 (by removing B13 ⊕ C12), and users 2 and 3 can act
similarly to respectively reconstruct B13 and C12.

During the delivery phase, the transmitter sends

x = wc+ g1a1 + g2a2 + g3a3 (15)

with power and rates set as

P (c) =̇ P, P (ak) =̇ Pα

r(c) = 1− α, r(ak) = α, k = 1, 2, 3 (16)

where A23 ⊕ B13 ⊕ C12 is carried exclusively by c, while
Ap, Bp, Cp are respectively placed in a1, a2, a3, and any
leftover information is placed in c.

The received signals yk take the form

yk = hTkwc︸ ︷︷ ︸
P

+hTk gkak︸ ︷︷ ︸
Pα

+

3∑
i=1,i6=k

hTk giai︸ ︷︷ ︸
P 0

+ zk︸︷︷︸
P 0

(17)

and as before, user 1 can decode c and a1 to reconstruct all
of A, and similarly for user 2 and 3 which reconstruct B and
C respectively.



To calculate T , we note that there is a total of 3 − 4M
3

bits of information to be communicated (total information in
A23⊕B13⊕C12, Ap, Bp, Cp). Since the rate-splitting scheme
has an achievable rate of (1 + 2α) logP bits per time slot,
we have that

T (M = 1, α) =
3− 4M

3

1 + 2α

which, when equated with T ∗(M,α = 1) = 1 − M
N = 2

3 ,
gives

αth =
1

1
3 + 1

=
3

4
.

It is worth comparing the above scheme which achieves
αth = 3

4 , to a scheme that uses the caching method in [1],
which — for these values of M,N — would not immediately
allow for the possibility to have a common symbol that
is simultaneously useful to everyone, and would thus not
allow for the CSIT savings presented above. This is because
in [1], the files are divided as A = (A1, A2, A3), B =
(B1, B2, B3), C = (C1, C2, C3), forming caches Zk =
(Ak, Bk, Ck), k = 1, . . . ,K, which means that (again for
delivery of different files WF1

= A,WF2
= B,WF3

= C),
A \ Z1 = (A2, A3), B \ Z2 = (B1, B3), C \ Z3 = (C1, C2),
which in turn implies transmission of two-pair XORs (A2⊕
B1, A3⊕C1, B3⊕C2) (rather than triplet XORs in our case)
which allows for the optimal T ∗ = 3/4, but only under the
condition of perfect CSIT.

III. CONCLUSIONS

Motivated by recent advances in caching content at users
(cf. [1] [32] [31]), which utilize multicast gains to increase
throughput and reduce the network load, and motivated
by sophisticated transmission schemes in multiuser settings
that utilize precoder-enabled broadcast gains to increase the
overall capacity of the system (sometimes in the presence
of imperfect feedback [13] [30] [10] [12]), we have here
jointly treated these multicast and broadcast efforts, in a
complementary manner that synergistically compensated for
each approach’s limitations. Particularly we focused on the
synergistic effect of jointly treating caching and communi-
cation in broadcast-type communications, and explored the
benefits of caching, not only in improving performance, but
also in reducing the CSIT required to achieve this optimal
performance.

Future work will include an effort to reduce the achievable
bound T (M,α), as well as efforts to further reduce the CSIT-
quality exponent αth associated to the optimal performance.
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