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ABSTRACT

The recent success of the Kinect sensor has afisagti
impact on 3D data based computer applications. Stoidy
aims to obtain MPEG-4 compliant realistic and anahke
face models from Kinect video. The complete framewfor
this process includes initially the computatiorhafh quality
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The Kinect sensor overcomes the above problem by
providing both 2D and 3D data simultaneously atracttive
rates. As a result, 3D or 2D+3D data is providedréml-
time and online processing [17]. However, in corgmar to
the high quality laser scans, the quality of 3Dadedptured
by the Kinect is relatively low. The problems enctared
are missing data in blind points [2], relativelyMadepth

3D scans from RGB-D Kinect video, and then theresolution, noise at large depth transitions anlauies, and

computation of animatable MPEG-4 face models uiege
high quality scans. This study shows that it issus to
obtain high quality 3D scans and realistic and adile
face models of subjects using lower quality Kingeta.

Index Terms- Kinect, MPEG-4, animatable face model
1. INTRODUCTION

Since several years, the emerging RGB-D camerdsasic
the Kinect sensor [1] are very popular. They haeerb
successfully used for many 3D based applications.

The Kinect sensor has received significant attentiom
several research communities [2], such as compusern
[3], computer graphics [4], augmented reality [Bman
computer- interaction [6], instrument measuremé&t §nd
robotics [8]. The vast utilization of the Kinectnser in
several domains is due to its efficiency, low-casise of
RGB-D mapping, and multi-modal sensing. In bionwstri
domain, Kinect sensor has been used in the analfsiedy
parts segmentation and tracking [9], gait recognitj10],
and body anthropometric analysis [11]. The utilabof the
Kinect sensor for face recognition is limited doethe lack
of a standard database. In [12], several face databare
listed. In this list, the EURECOM Kinect Face Datas
(EURECOM KFD) [13] is one of the two databases Wwhic
provides video data collected by the Kinect senbiance,
in the present study, we used this database foamalysis.

Recent surveys [14, 15] show that in face recogmit8D
cues provide complementary information in additior2D.
3D shape information is robust to illumination apdse
variations [16]. However, the utilization of highuajity 3D
scans leads to an unbalanced comparison betweeandD
3D data in terms of acquisition efficiency. 3D fammnning
needs careful user cooperation hence it is inefitcand too
long for users to keep steady during data collactio

spatial calibration of RGB and depth images [18].

The main contributions of this paper are as foltows
* In the EURECOM KFD (test database), 3D scans (.obj
files) are already provided. In this study, in diehi to these
3D scans, higher quality 3D scans are computedusia
video data available in the database. These higyhadity 3D
scans show almost complete 3D face.
» Then, realistic and animatable face models thatiare
compliance with MPEG-4 specifications are compufied
each subject in the database by applying Thin FPatee
(TPS) warping [23] to the high quality 3D scans.
» The outputs are both the high quality 3D scans thed
corresponding animatable MPEG-4 face models of the
subjects involved in our test database.
e The proposed process for obtaining animatable nsodel
from Kinect video is explained in details which reakthis
work reproducible. Following the acquisition prodbc
explained in this paper using a Kinect sensors passible
to obtain realistic and animatable models of arbjestt with
the proposed approach.

The rest of this paper is as follows. In Sectiontt
specifications of the EURECOM KFD are given. In 8@t
3, the complete framework for the computation ofhhi
quality 3D model from Kinect video and the corresging
animatable MPEG-4 face models is described. Section
explains the additional patch proposed for the ECRHEI
KFD. Finally, conclusions are given in Section 5.

2. KINECT FACE DATABASE

In this section, the summary of the specificatiohghe
EURECOM KFD [13] is given.

In the database, 52 subjects appeared. 38 of them a
males, 14 of them are females. The participantsfram
different ethnicity, and were born between 1974 3987.



Their ethnicities are categorized into the follogvitiasses
(with the number of participants in each class)uc&aian
(21), Middle East/ Maghreb (11), East Asian (10)ian
(4), African American (3), and Hispanic (3).

The database was captured in two sessions hap@¢ned =

different time period (about half month), where theme
recording protocol was applied. In each session,RXEB
image, 2.5D depth map, 3D point cloud and RGB-Dewid
sequence were captured for each identity. 9 faightions
were involved in both sessions, which are neutealef
smiling, mouth open, strong illumination, occlusidyy
sunglasses, occlusion by hand, occlusion by paigét, face
and left face profile.

The database was captured in a controlled envirohme

(natural light at daytime). The participants wesked to
follow the predefined acquisition protocol. The joml to

record the RGB-D video sequences for each person
consisted of slow head movements in both the \adrtic ©

(pitch) and the horizontal (yaw) directions. Thedad
sequence allows extraction of multiple frames wiiferent
poses. A white board was placed behind each paatiti
with fixed distance to the Kinect, to produce a pen
background which can be easily filtered.

A software application (based on the OpenNI [20]dry)

was used for the database recording. The captu@B R

image and the depth image were cropped using defieed
ROI (with the size of 256x256).

r

k .

Figure 2. An example of a 3D face model generatidgua video
of cooperative head movement (images taken fror}).[19

section 3.1.4. In the second step (2), we compmitaatable
MPEG-4 models using the pre-computed high qually 3
models. In order to obtain MPEG-4 animatable mqdets
benefited from the study [22].

Section 3.1 and 3.2 explain the first and the séiaps
of the proposed approach (Figure 1), respectively.

3.1. Kinect Video to High Quality 3D Model (Step 1)

Recently, dense 3D modelling using the Kinect has
attracted vast amounts of attention. Pioneeringksvpt, 5]
have demonstrated how to build a dense 3D mapdufoin
scene/ object by camera tracking using sparserésatand
optimize the 3D points aggregation, taking advamtafjthe
real-time, low-cost, and ease of RGB-D mapping friwe
Kinect sensor. More recently, 3D face modellingnhgsihe
Kinect is introduced in [19, 21] to generate a 3Ddel for

The dataset comes with the manual landmarks of Gideo conferences and Massive Multi-player Onliren®s.

positions in the face: left eye, right eye, thedfpmose, left
side of mouth, right side of mouth and the chirptsform
facial region extraction and normalization.

3. THE COMPLETE FRAMEWORK

An example of the 3D model generated from vide@ it
illustrated in Figure 2. The video based face mioug[19]
shown in Figure 2 aggregates and averages datés gmm
multiple single depth frames in a cylindrical cooates
system, so as to capture the complementary infésmat

The EURECOM KFD provides RGB-D video data. Thus,prought by the given video sequence. Bilateral ghing is

it can be used to develop animatable MPEG-4 mddets
low quality Kinect video data. Animatable MPEG-4 aats

applied to remove noise while keeping edges. Thnergted
3D faces from the Kinect video sequence have detraiad

are animatable models which are computed by warpmg comparable accuracy to laser scanned 3D faces [19].

animatable generic model using 3D frontal face rMwooé¢

The EURECOM KFD provides for each subject video

the subjects and some of the MPEG-4 specified featu records including two sets of RGB and depth frareshe

points on that models. Commercial players use aaioha

present study, we initially developed a techniqimirgg to

face models to perform animation encoded in @ MPEG-repuild high quality 3D faces from these low resiolu

data stream. Hence realistic animations of syrntHaties is
possible using these MPEG-4 animatable models.

RGB-D High Quality Arl::lr:gct;asle
Video 3D Model
Model

Figure 1. The complete framework for the propodadys

Figure 1 shows the flowchart of the complete framdw
of this study. In the first step (1), we were imegi from the
study [19], in which high quality 3D models are quted
from RGB-D video via 3D accumulation and refiniriche
differences in our technique compared to [19] afneéd in

RGB-D videos. The proposed method is explainedha t
following subsections.

The whole process to create 3D faces from Kinattas
in this paper is described in Figure 3. First, feanfrom the
3D videos are extracted and converted to a readabiet,
bitmap (1). Then, they are cropped and their bamkug is
deleted so that the resulting image focuses ofette(2). In
order to compute head pose, features are extréctedthe
frame by comparing it to training models (3). Frdhe
position of the eyes and the mouth corners, weidantify
the head pose (4). Given the head pose and thk fiaptes
extracted from the videos, a depth frame is contpfdethe
whole face and a 3D file representing the faceridem (5).
Finally, the texture map is computed from the frapsnd
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Figure 3. 3D face computation process
applied to the 3D face (6).

3.1.1. Frame extraction and conversion ((1) in Fig. 3)

Extracting frames from Kinect records has to beieaatd
using tools provided with the OpenNI open sourtealy
[22]. These tools allow obtaining RAW format imadesm
ONI record for both RGB and depth frames. Framestan
converted into basic BMP format (Kinect frames iargéally
640x480, with 3 interlaced RGB channels for colod &
interlaced Grey and Alpha channels for depth).

3.1.2. Background deletion and cropping ((2) in Fig. 3)

We cannot isolate the image from the rest of trekgpapund
by simply removing all pixels in the depth framekieh are
further than a given threshold, since there areeedd
unwanted noise and outliers due to errors in thptide
determination and depending on the background mater

The purpose is then to assume that the backgroasdh
uniform color; the average background color is deteed
and removed at each frame. To achieve this, wehage to
determine all the non-moving pixels in a video same.
The aggregated difference of each frame with tit@irone
is computed assuming that all pixels which have
aggregated difference value close to zero corrasporhe
background. Thus, the median value of all concepirels
gives an approximation of the average backgrourdr.co
Finally, for each depth frames, we delete all gixehich
have a corresponding color value close to this aredalue.
However, there are still some outliers in depttmiea which
have to be excluded from the process. These authes
mainly very bright pixels due to noise from the s@nor
because of features being too close to the deptlerea A
simple exclusion using a grey value threshold isugh to
avoid the outliers.

3.1.3. Feature detection ((3) in Fig. 3)

Head pose estimation is needed in order to recoenfios
3D face. Given the fact that depth values havegdmeision,
we have chosen to estimate head pose by relyinB @B
data. Eyes and mouth corners are used to comptatioro
angle for head pose estimation (cf. Section 3.1.4).

The feature detection algorithm processes facectiete
and landmarks positioning by computing similarigoies
between the considered frame and a set of traimadels.
These landmark positions enable to compute
approximate positions of eyes and mouth corneigu(gi4).
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Figure 4. Landmarks detection

3.1.4. Head pose computation ((4) in Fig. 3)

The head pose estimation is mainly based on thantdis
between paired features such as eyes or mouthrsoech
distances between landmarks have to be computedrizal
world coordinates; thus initially a conversion Eeded. For

a given pixelp(x, y) on the depth frame, the associated real-
world coordinates are:

X =Xf7CXx(z— i) Y=21"Sxz-f) @
X y

whereZ = p(x, y), ¢ and ¢ are the optical center position of
the cameraf,, f, are the focal lengths of the RGB camera
(along X and Y axis) anfy} is the focal length of the infrared
depth camera. Assuming that the initial frame feoat face
image, (the origin of the coordinates located mrtiddle of
the face for the initial pose), using the real warbordinates

(Eqg. 1), trigonometric analysis gives the followirgations:

f=tan" (g) )

a= (i + i)siny, b= (i _i )Cosy (3)

gt Net gt Xet
wherexiight andxeit are the position of right and left eye after
rotation on the x-plarg is the angle between the Z axis and
head rotation axis for the initial framegsis the angle
between the axis passing from the initial locatiénight eye
and the axis passing from the location of right efer
rotation (i.e. rotation angle) (Figure 5). Thesaua@pns
enable to compute head pose of the subject.

Note that in [19], for reconstructing 3D face frd¢mect
records, ICP algorithm [25] is used to determinachpose.
In our study, head pose estimation is achievedutfirdasic
feature detection and simple geometric operatidtence
the applied technique is simple and enable to rezahktime
with classic CPU programming.

3.1.5. Depth map computation ((5) in Fig. 3)

In this step, the 3D face is modeled through andyical
depth map. We consider a virtual cylinder surrongdihe
face and project each head’'s pixel on it. The depétp
contains all the data needed to reconstruct then8Bel and
directly gives the cylindrical coordinates.

the Thus for each depth frame, an associated “unitdegth

map has to be computed. The set of all unitarytdeyatps
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Figure 5. Head pose estimation

will then be used to generate the final depth map

corresponding to the 3D reconstructed face.
The purpose of this step is to determine precibely to
locate a depth frame’s pixel on its unitary depthpnand Colarframe -
what its corresponding value is. As introduced befdt is
mainly a matter of conversion between the real-avorl
Cartesian coordinates of each pixel into cylindrarzes, and

projection of the depth value on the consideredndegr. AR
Here, we assume that the original axis of the dginis
vertical and placed 10 cm behind the closest pofinthe
initial frame (this approximation gives good resyltThe
pixel's value is computed given its distance frdnistaxis, conversions of the previously included depth frameish
and its position on the depth map is obtained fitsrheight ~complete 3D heads (Figure 9). This figure shows 3be
on the depth frame and its angle with the frons4aind an head reconstruction performance of the proposedoapp
additional offset equal to the current face pose). for the identity shown in Figure 4.

Once the complete set of unitary depth map is pbthi 2l
(Figure 6), an array of all non-null pixels’ valuiesilled for
each pixel's location. The final value corresporndsthe _
median value of these arrays (Figure 7). - L <
» - h__‘ ]

Figure 9. 3D head reconstructed

o

Depth frame

Figure 8. Unitary texture map generation

Note that our reconstruction program is still highl
dependent on the recording conditions. For mangices,
B frne — " the subject was too close to the camera and arhigiber of
Figure 6. Unitary depth map corrupted _depth_frames did not enable a proper
reconstruction. Using the EURECOM KFD, we observed
Pre-processing is also important in order to fitllds that 599% of all records (i.e. 61 faces over 104)yewe
which are due to the lack of data and to smoothrébelt. In  syccessfully computed in 3D.
this study, a simple linear interpolation on theitental 32 From High Quality 3D Model to MPEG-4
axis is used to complete the depth map. Then debdla  Animatable Model (Step 2)

filter is applied to smooth the result, which press edges _ )
while reducing noise in other parts of the image. In order to obtain an animatable model from a 3€efahe

method used here is based on warping a genericatatife
face, which is compatible with MPEG-4, in ordembake it
The previous method can be easily applied to coenput look similar to the target 3D faces. The generaefthat was
texture color map. The algorithm applied is almasactly used for warping is shown in Figure 10. Its featpoints
the same; we just complete the unitary maps wittorco were also available.
instead of depth, and process the sequence tines {one The method used for warping was first introduce{PR2y.
time per color channel) (Figure 8). The generic face is warped using TPS method [23].
From the final depth map and texture map, a 3Datlige =~ However, before applying the TPS warping, the gerface
generated in .OBJ/.MTL format. These models corelet  needs to be rescaled and then aligned to the tace(i.e.
existing EURECOM KFD (which already contains raw 3D the reconstructed 3D face). The warping agedin two

3.1.6. Texture map computation ((6) in Fig. 3)



Figure 10. Generic Face

steps. First a coarse warping is computed, by wgrghe
face according to a non-linear transformation defiby the
pairing of the feature points in the initial 3D éawith the

(a)
Figure 11. Generating the animatable model: (a) fate, (b)
warped generic face with texture, (c) warped genéate with
texture and eyes

(b) (c)

corresponding feature point in the generic modetl anc,mpaible with the MPEG-4 standard. The idea ttie

interpolating other points with the TPS method. écand
warping is done by pairing all the points of thégoval face
with the closest one in the generic face. The oalgiexture
of the 3D face from the database is applied towheped
face afterwards. Finally, a list of the featurentsiof the
warped face is retrieved, by using the already tiexjs

animation in visagellife is to import a VRML degtidon of
a 3D face, with its feature points (in a .fdp filéh the same
name) and clone the animations from an existinghatable
model. Feature points positions can be verified mndified
in the software as well.

The cloning process consists first in the compaortatf

feature points of the generic face and finding thene facial motion for the existing animatable fatke facial

corresponding coordinates in the new face.

motion is then applied to the new input 3D facel the

We have to note though that in our process, 3 featu t5ces that were successfully warped were also safidly

points were annotated as opposed to 29 manuallytatiel
feature points for all the 3D faces in [22] forgaiment and
coarse warping. Although the utilization of lessttee

animated.
In the visage|SDK, which is a Software Developmiéint
made available by Visage Technologies, a face imgck

points decreases the alignment and coarse Warpinghmg is available. It finds and tracks a face &l tine from

performance slightly, it still provides

significant 5 camera feed and outputs Face Animation Parameters

performance with the advantage of less computatiogyce position to animate the 3D animatable fackénsame

complexity. The faces that were successfully comgbuit
3D (i.e. 3D faces computed in the previous sectioaje
also successfully warped, except for 5 of thembabdy due

way as the tracked face (Figure 12). Figure 9 shthes
performance of the proposed approach for high yuab
head reconstruction. The example videos unddirtke

to the low number of feature points annotated  ittitial
3D face. After warping, the associated feature tsdior the
center of the eyes were computed.

The different steps of the computation of the amdpke
faces are shown in Figure 11. 56 VRML files desogt3D
faces after the warping of the generic animataate fwith
the associated FDP (Face Definition Parameter®s fil
describing their feature points were obtained.

3.2.1 MPEG-4 Animatable M odel

MPEG-4 Face and Body Animation is part of the MPEG-
standard developed by the Moving Picture Expertsu@r
describing a standard to represent humans withféatyire
points called Face Definition Parameters and howntwe
them with the definition of Face Animation Paramgte

84 feature points and 68 Face Animation Parameters
defined in the standard. Face Animation Paraméteiade

http://rgb-d.eurecom.fr/ show the performance of the
proposed approach for MPEG-4 animatable model
computation In this link, one video shows the speech
synthesis process achieved using the output ariheata
model of this study. The other video shows the taaeking
process with expression variations using a compMe&G-

4 animatable model in this paper (Note that in Wieo, the
animatable face is not the animatable model ofttheked
face). These videos clearly show that it is possitd
compute realistic and animatable MPEG-4 face models
using the RGB-D video data collected with a che@p 3
scanner such as Kinect.

4. ADDITIONAL PATCH TO THE EURECOM KFD

In this study, a new patch was created for the ECBH
KFD. It contains for each subject, the 3D face coteg
during the first step (Section 3.1) and the VRME fior the
both h|gh level descriptions’ such as expressiqny, ( creation of the animatable face, the final animiatédce and
sadness, anger) and visemes (position of the fegtoints  its feature points when available.
when the model says a specific phoneme) and lowl lev The architecture of the patch is as follows:
parameters (specific movements of one part ofabe,fsuch 0001: subject number (4 digits, 0001 to 0052)
as raising an eyebrow)_ s1: session number (Sl or 32)

The software used for the animation of the faces i$D Face: contains the 3D face after computatioentially
visage|life, which was developed by Visage Techgiels cleaned using the Autodesk Maya software (in .QBdhat),
[24] to animate faces (and bodies) in awmwas its associated .mtl file and texture file.



(a) (b)
Figure 12. Example of a tracked expression: ¢ked face, (b)
animated face from the database

Animatable Face: contains the 3D face used for aiim

(in VRML format), the animatable face (.afm), issaciated

feature points file and the associated texture file

[3] Special issue on computer vision for rgb-d sessKinect and its
applications, IEEE Trans. on Systems, Man, and Qwies,
Part B: Cybernetics, vol. 42, no. 4, pp. 1295-1298,2.

[4] S. Izadi, D. Kim, O. Hilliges, et al. Kinectfign: real-time 3d
reconstruction and interaction using a moving degtmera, in
UIST, 2011, pp. 559-568.

[5] M. Elendt, Ed., Int. Conf. on Computer Graphasd Interactive
Techniques, SIGGRAPH 2011, Talks Proceedings. ACM,12

[6] R. Johnson, K. O’Hara, A. Sellen, et al. Expigrthe potential for
touchless interaction in image-guided interventioradiology,
Proc. of the SIGCHI Conf. on Human Factors in Cotimgu
Systems, 2011, pp. 3323-3332.

[7] K. Khoshelham and S. O. Elberink. Accuracy aedolution of
kinect depth data for indoor mapping applicatidBensors, vol.
12, no. 2, pp. 1437-1454, 2012.

According to the information in [13], the EURECOM (8] M. F. Fallon, H. Johannsson, and J. J. Leon&fficient scene

KFD was prepared for the studies regarding biorcetri

domain. However, with the proposed patch, thezatiion of
the database can be more general. Since it inclinde8D
animatable models, it can be used in several ciberains.

5. CONCLUSION

simulation for robust monte carlo localization wsian rgb-d
camera. |IEEE ICRA., 2012, pp. 1663-1670.

[9] J. Shotton, A. Fitzgibbon,et al. Real-time hum@ose recognition
in parts from single depth images, IEEE Conf. orm@oter
Vision and Pattern Recognition, CVPR'11. pp. 12953084

[10] M. Gabel, R. Gilad-Bachrach, E. Renshaw, etrall body gait
analysis with kinect, Int. Conf. of the IEEE Engnieg in
Medicine and Biology Society (EMBC), 2012.

In this paper, we used the video data in EURECOMDKEF [11] C. Velardo and J.-L. Dugelay, Real time extiae of body soft

[13], which is collected with the Kinect sensorthugh the
performance of the proposed approach is tested usihg
this database, following the acquisition protocgdlained in
this paper, it is possible to obtain animatable ef®df any
subject with the proposed approach using a Kinetsar.

In this study, we aim to produce realistic and atahle
MPEG-4 face models using the Kinect video data. thix
purpose, first, we built high quality 3D faces froow
resolution RGB-D videos. After extracting the videames,
this process is achieved via 3D accumulation afiding. In
the next step, these complete 3D faces of highitguale

used to obtain animatable MPEG-4 models. For this

purpose, TPS warping is applied using a generie facdel
and the animatable models of each subject are &eald he
faces which are successfully warped are also ssittlys

animated using the visage|SDK, which is a Softwar

Development Kit made available by Visage Technasgi
This study provides the high quality 3D face, the ML

file for the creation of the animatable face, thealf

animatable face and its feature points for eaclestin the

existing EURECOM KFD. This study proves that it is

possible to obtain high quality 3D faces using aagh3D
scanner such as Kinect. The techniques used fowltiode

process are explained in details, which makes thek w
reproducible. Since the output of this study is 3

animatable model, it can be used not only in bioitebut
also in other domains. Our future perspective isdmpare

the performance of the proposed approach with other

existing techniques for the evaluation of animaahbdels.
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