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Reversible Image Data Hiding with
Contrast Enhancement
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Abstract—In this letter, a novel reversible data hiding (RDH) al-
gorithm is proposed for digital images. Instead of trying to keep
the PSNR value high, the proposed algorithm enhances the con-
trast of a host image to improve its visual quality. The highest two
bins in the histogram are selected for data embedding so that his-
togram equalization can be performed by repeating the process.
The side information is embedded along with the message bits into
the host image so that the original image is completely recoverable.
The proposed algorithm was implemented on two sets of images to
demonstrate its efficiency. To our best knowledge, it is the first algo-
rithm that achieves image contrast enhancement byRDH. Further-
more, the evaluation results show that the visual quality can be pre-
served after a considerable amount of message bits have been em-
bedded into the contrast-enhanced images, even better than three
specific MATLAB functions used for image contrast enhancement.

Index Terms—Contrast enhancement, histogram modification,
location map, reversible data hiding, visual quality.

I. INTRODUCTION

R EVERSIBLE DATA HIDING (RDH) has been inten-
sively studied in the community of signal processing.

Also referred as invertible or lossless data hiding, RDH is to
embed a piece of information into a host signal to generate
the marked one, from which the original signal can be exactly
recovered after extracting the embedded data. The technique of
RDH is useful in some sensitive applications where no perma-
nent change is allowed on the host signal. In the literature, most
of the proposed algorithms are for digital images to embed
invisible data (e.g. [1]–[8]) or a visible watermark (e.g. [9]).
To evaluate the performance of a RDH algorithm, the hiding

rate and the marked image quality are important metrics. There
exists a trade-off between them because increasing the hiding
rate often causes more distortion in image content. To measure
the distortion, the peak signal-to-noise ratio (PSNR) value of
the marked image is often calculated. Generally speaking, direct
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modification of image histogram [2] provides less embedding
capacity. In contrast, the more recent algorithms (e.g. [5]–[8])
manipulate the more centrally distributed prediction errors by
exploiting the correlations between neighboring pixels so that
less distortion is caused by data hiding.
Although the PSNR of a marked image generated with a pre-

diction error based algorithm is kept high, the visual quality can
hardly be improved because more or less distortion has been in-
troduced by the embedding operations. For the images acquired
with poor illumination, improving the visual quality is more im-
portant than keeping the PSNR value high. Moreover, contrast
enhancement of medical or satellite images is desired to show
the details for visual inspection. Although the PSNR value of
the enhanced image is often low, the visibility of image details
has been improved. To our best knowledge, there is no existing
RDH algorithm that performs the task of contrast enhancement
so as to improve the visual quality of host images. So in this
study, we aim at inventing a new RDH algorithm to achieve
the property of contrast enhancement instead of just keeping the
PSNR value high.
In principle, image contrast enhancement can be achieved by

histogram equalization [10]. To perform data embedding and
contrast enhancement at the same time, the proposed algorithm
is performed bymodifying the histogram of pixel values. Firstly,
the two peaks (i.e. the highest two bins) in the histogram are
found out. The bins between the peaks are unchanged while the
outer bins are shifted outward so that each of the two peaks can
be split into two adjacent bins. To increase the embedding ca-
pacity, the highest two bins in themodified histogram can be fur-
ther chosen to be split, and so on until satisfactory contrast en-
hancement effect is achieved. To avoid the overflows and under-
flows due to histogram modification, the bounding pixel values
are pre-processed and a location map is generated to memorize
their locations. For the recovery of the original image, the lo-
cation map is embedded into the host image, together with the
message bits and other side information. So blind data extrac-
tion and complete recovery of the original image are both en-
abled. The proposed algorithm was applied to two set of im-
ages to demonstrate its efficiency. To our best knowledge, it is
the first algorithm that achieves image contrast enhancement by
RDH. Furthermore, the evaluation results show that the visual
quality can be preserved after a considerable amount of mes-
sage bits have been embedded into the contrast-enhanced im-
ages, even better than three specific MATLAB functions used
for image contrast enhancement.
The rest of this letter is organized as follows. Section II

presents the details of the proposed RDH algorithm featured
by contrast enhancement. The experimental results are given in
Section III. Finally, a conclusion is drawn in Section IV.
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II. RDH ALGORITHM WITH CONTRAST ENHANCEMENT

A. Data Embedding by Histogram Modification
The algorithm to be presented is primarily for gray-level

images but can be easily extended to color images. Given
an 8-bit gray-level image , the image histogram can be
calculated by counting the pixels with a gray-level value
for . We use to denote the image
histogram so that represents the number of pixels with a
value . Suppose consists of different pixel values. Then
there are nonempty bins in , from which the two peaks (i.e.
the highest two bins) are chosen and the corresponding smaller
and bigger values are denoted by and , respectively. For a
pixel counted in with value , data embedding is performed
by

(1)

where is the modified pixel value, and is the -th message
bit (0 or 1) to be hidden. By applying Eq. (1) to every pixel
counted in , totally binary values are em-
bedded. Given that there is no bounding value (0 or 255) in
(otherwise pre-process is needed), there will be bins in
the modified histogram. That is, the bins between the two peaks
are unchanged while the outer ones are shifted outward so that
each of the peaks can be split into two adjacent bins (i.e.
and , and , respectively).
The peak values and need to be provided to extract the

embedded data. One way to keep them is to exclude 16 pixels
in from histogram computing. The least significant bits (LSB)
of those pixels are collected and included in the binary values
to be hidden. After applying Eq. (1) to each pixel counted in
for data embedding, the values of and (each with 8 bits)
are used to replace the LSBs of the 16 excluded pixels by bit-
wise operation. To extract the embedded data, the peak values
need to be retrieved and the histogram of the marked image
is calculated excluding the 16 pixels aforementioned. Then the
following operation is performed on any pixel counted in the
histogram and with the value of , , or :

(2)

where is the -th binary value extracted from the marked
image . The extraction operations are performed in the same
order as that of the embedding operations. According to Eq. (1),
the following operation is performed on every pixel counted in
the histogram to recover its original value:

(3)

The original LSBs of 16 excluded pixels are obtained from the
extracted binary values. The excluded pixels can be restored by
writing them back so as to recover the original image.

B. Pre-Process for Complete Recovery

In the aforementioned algorithm, it is required that all pixels
counted in are within . If there is any bounding
pixel value (0 or 255), overflow or underflow will be caused
by histogram shifting. To avoid it, the histogram needs to be
pre-processed prior to the histogram modification operations.
Specifically, the pixel values of 0 and 255 are modified to 1 and
254, respectively. Therefore, no overflow or underflow will be
caused because the possible change of each pixel value is .
To memorize the pre-processed pixels, a location map with the
same size as the original image is generated by assigning 1 to the
location of a modified pixel, and 0 to that of an unchanged one
(including the 16 excluded pixels). The location map can be pre-
computed and included into the binary values to be hidden. In
the extraction and recovery process, it can be obtained from the
data extracted from themarked image so that the pixels modified
in the pre-process can be identified. By restoring the original
values of those pixels accordingly, the original image can be
completely recovered.

C. Contrast Enhancement

In Section II-A, each of the two peaks in the histogram is split
into two adjacent bins with the similar or same heights because
the numbers of 0s and 1s in the message bits are required to
be almost equal. To increase the hiding rate, the highest two
bins in the modified histogram are further chosen to be split
by applying Eq. (1) to all pixels counted in the histogram. The
same process can be repeated by splitting each of the two peaks
into two adjacent bins with the similar heights to achieve the
histogram equalization effect. In this way, data embedding and
contrast enhancement are simultaneously performed. Given that
the pair number of the histogram peaks to be split is , the range
of pixel values from 0 to are added by while the pixels
from to 255 are subtracted by in the pre-process
(noting L is a positive integer). A location map is generated by
assigning 1s to the modified pixels, and 0s to the others.
The location map can be pre-computed and compressed to be

firstly embedded into the host image. The value of , the size of
the compressed location map, and the previous peak values, in
contrary, are embedded with the last two peaks to be split, whose
values are stored in the LSBs of the 16 excluded pixels. In the
extraction process, the last split peak values are retrieved and
the data embedded with them are extracted with Eq. (2). After
restoring the histogram with Eq. (3), the data embedded with
the previously split peaks can also be extracted by processing
them pair by pair. At last, the location map is obtained from
the extracted data to identify the pixel values modified in the
pre-process.

D. Procedure of the Proposed Algorithm

The procedure of the proposed algorithm is illustrated in
Fig. 1. Given that totally pairs of histogram bins are to be
split for data embedding, the embedding procedure includes
the following steps:
1) Pre-process: The pixels in the range of and

are processed as mentioned in Section II-C
excluding the first 16 pixels in the bottom row. A loca-
tion map is generated to record the locations of those pixels
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and compressed by the JBIG2 standard [11] to reduce its
length.

2) The image histogram is calculated without counting the
first 16 pixels in the bottom row.

3) Embedding: The two peaks (i.e. the highest two bins) in the
histogram are split for data embedding by applying Eq. (1)
to every pixel counted in the histogram. Then the two peaks
in the modified histogram are chosen to be split, and so on
until pairs are split. The bitstream of the compressed lo-
cation map is embedded before the message bits (binary
values). The value of , the length of the compressed loca-
tion map, the LSBs collected from the 16 excluded pixels,
and the previous peak values are embedded with the last
two peaks to be split.

4) The lastly split peak values are used to replace the LSBs of
the 16 excluded pixels to form the marked image.

The extraction and recovery process include the following
steps:
1) The LSBs of the 16 excluded pixels are retrieved so that
the values of the last two split peaks are known.

2) The data embedded with the last two split peaks are ex-
tracted by using Eq. (2) so that the value of , the length
of the compressed location map, the original LSBs of 16
excluded pixels, and the previously split peak values are
known. Then the recovery operations are carried out by
processing all pixels except the 16 excluded ones with
Eq. (3). The process of extraction and recovery is repeated
until all of the split peaks are restored and the data em-
bedded with them are extracted.

3) The compressed location map is obtained from the ex-
tracted binary values and decompressed to the original size.

4) With the decompressed map, those pixels modified in pre-
process are identified. Among them, a pixel value is sub-
tracted by if it is less than 128, or increased by other-
wise. To comply with this rule, the maximum value of
is 64 to avoid ambiguity. At last, the original image is re-
covered by writing back the original LSBs of 16 excluded
pixels.

III. EXPERIMENTAL RESULTS

In the experiments, 8 USC-SIPI test images with the size
of [12] and 24 Kodak test images with the size of

[13] were employed and converted into grey-level
images. The only parameter in the proposed algorithm is , i.e.
the pair number of histogram peaks to be split. The message
bits to be hidden can be any string of binary values in which the
numbers of 0s and 1s are almost equal, or some extra bits can
be appended to make so. As shown in Fig. 2, the pure hiding
rates were generally increased by using more histogram peaks
for data embedding. For all test images, blind extraction and
complete recovery were achieved for any . When
64 pairs of histogram peaks were split, the pure hiding rate was
1.536 bit per pixel (bpp) for F-16, 0.732 bpp for Baboon, and av-
eragely 1.085 bpp for the 8 USC-SIPI images, while the average
for the 24 Kodak images was 1.194 bpp. It should be noted that
the hiding rates were calculated by subtracting the bit number

Fig. 1. Procedure of the proposed RDH algorithm.

Fig. 2. The hiding rates generally increase with the number of histogram peaks
used for data embedding.

of the side information for recovery (including the compressed
location map) from the total amount of the embedded bits.
The original and marked images of “Lena” and “Goldhill”

are shown in Fig. 3 and Fig. 4, respectively. The marked im-
ages were obtained by splitting 10, 15 and 20 pairs of histogram
peaks for data embedding, respectively. It can be seen that the
embedded data were invisible in the contrast-enhanced images.
The more histogram peaks were split for data embedding, the
more contrast enhancement effect was obtained. Although the
PSNR value of the contrast-enhanced images decrease with the
data hiding rate, the visual quality has been preserved, as shown
in Fig. 3 and Fig. 4.
Besides the PSNR value, the relative contrast error (RCE),

relative entropy error (REE), relative mean brightness error
(RMBE) and relative structural similarity (RSS) used in [14]
were calculated between the original and contrast-enhanced
images to evaluate the enhancement effect and image quality.
The RCE and REE values greater than 0.5 indicate the enhanced
contrast and increased image data, respectively. The less dif-
ference in mean brightness from the original image, the closer
RMBE is to 1. The greater the structural similarity between
them, the closer RSS is to 1. We further compare the proposed
algorithm with three MATLAB functions used for image con-
trast enhancement, i.e. imadjust, histeq, and adapthisteq. The
MATLAB routines were applied on each test image with the
default settings. For each of the contrast-enhanced images, the
five evaluation values were calculated, including RCE, REE,
RMBE, RSS and PSNR.
Table I and Table II show the statistical results of two sets of

test images, respectively. Each item listed in the two tables is
the mean of 8 or 24 test images. The proposed algorithm using
10, 15 and 20 pairs of histogram peaks are denoted by Prop.10p,
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Fig. 3. The original and contrast-enhanced images of “Lena” by splitting 10, 15
and 20 pairs of histogram peaks in the proposed algorithm. (a) Original image
of “Lena”. (b) 10 pairs: 0.185 bpp, 29.10 dB. (c) 15 pairs: 0.268 bpp, 25.97 dB.
(d) 20 pairs: 0.345 bpp, 24.91 dB.

Fig. 4. The original and contrast-enhanced images of “Goldhill” by splitting
10, 15 and 20 pairs of histogram peaks in the proposed algorithm. (a) Original
image of “Goldhill”. (b) 10 pairs: 0.299 bpp, 30.64 dB. (c) 15 pairs: 0.411 bpp,
26.92 dB. (d) 20 pairs: 0.506 bpp, 24.64 dB.

Prop.15p and Prop.20p, respectively. It can be seen that the con-
trast of test images was gradually enhanced by splitting more
histogram peaks in the proposed algorithm but more differences
were introduced in brightness and structural similarity. With
Prop.20p, the obtained RCEs are lower than those of imadjust
and histeq, but higher than adapthisteq, indicating more con-
trast enhancement effect was obtained than adapthisteq. Mean-
while, the obtained REE values indicate that image data have

TABLE I
STATISTICAL EVALUATION (MEAN) OF 8 USC-SIPI IMAGES

TABLE II
STATISTICAL EVALUATION (MEAN) OF 524 KODAK IMAGES

been increased by our proposed algorithm and adapthisteq, but
decreased by imadjust and histeq. As for the RMBE and RSS
values, Prop.20p outperformed all of the three MATLAB func-
tions, indicating that less changes were made to image bright-
ness and structural similarity. Besides the higher PSNR values,
the original image can be directly recovered from the contrast-
enhanced image generated with the proposed algorithm. So it
is more advantageous than the three MATLAB functions for
image contrast enhancement.

IV. CONCLUSION

In this letter, a new reversible data hiding algorithm has been
proposed with the property of contrast enhancement. Basically,
the two peaks (i.e. the highest two bins) in the histogram are
selected for data embedding so that histogram equalization can
be simultaneously performed by repeating the process. The
experimental results have shown that the image contrast can
be enhanced by splitting a number of histogram peaks pair
by pair. Compared with the special MATLAB functions, the
visual quality of the contrast-enhanced images generated by
our algorithm is better preserved. Moreover, the original image
can be exactly recovered without any additional information.
Hence the proposed algorithm has made the image contrast
enhancement reversible. Improving the algorithm robustness,
and applying it to the medical and satellite images for the better
visibility, will be our future work.
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