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Foreword

This document is written as support for my French “Habilitation à diriger des récherches”
(HdR) degree. Unlike a Ph.D. thesis, a HdR thesis does not aim at providing a detailed
description of a particular research problematic, but rather describes the various facets
of responsibilities that I experienced as researcher and assistant professor since obtaining
my Ph.D.

My post-doctoral career started at Eurecom in September 2007, after having com-
pleted my Ph.D. entitled “Low-Complexity Real-Time Signal Processing for Wireless
Communications” at the Vienna University of Technology in July 2007. I deliberately
choose to do my post-doc at Eurecom because of their experimental platform OpenAir-
Interface, which allowed me to work on practical aspects of wireless communication
systems. This means working on aspects that are sometimes overlooked (or not found
interesting) by other researchers or collecting and analyzing data from experiments to
prove a concept or a point. Working with this platform is an unique experience, since
one has to deal with many practical problems. And sometimes these problems lead to
very interesting research avenues. Furthermore the platform is ideal for teaching, giving
students hand-on experience and showing them the problems of real implementations.

This document is composed in two parts. The first part describes the highlights of
my research work I have been conducting after my Ph.D. The bulk of the text is based on
existing publications, but I have also added an introductory chapter summarizing all the
works and putting them in context to each other, and a conclusions chapter elaborating
on the lessons learnt and giving directions for future work. The second part contains an
extended CV, which includes teaching and supervising activities, project management
and acquisition, as well as a full list of my post-Ph.D. publications.
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Chapter 1

Introduction

Truth is what works

Heinz Zemanek

Experiments are an integral part of wireless communications. An experiment is a
procedure carried out with the goal of verifying, refuting, or establishing the validity
of a hypothesis1. One of the very first experiments that defined this field was carried
out by Heinrich Hertz in 1887, proving the fact that electromagnetic waves can travel
over free space. Another more recent example is the concept of spatial multiplexing
using multiple antennas. The concept was first proposed by Foschini in 1996 [1] but it
was only proven by experiments some years later by Golden et al. in 1999 [2]. More
generally speaking, experiments can also be used to collect data in order to analyze a
specific phenomenon not yet very well understood. For example, channel sounding is
used to collect measurements in order to analyze the nature of the wireless propagation
channel.

Experimentation is a very time consuming and expensive undertaking. This is true
today more than ever, since wireless communications systems have become very complex
and comprise many different fields, such as electrical engineering, computer science,
information and communication theory, signal processing, etc. The development of
today’s wireless communication systems happens mainly in big industrial companies
that bring together experts from those different fields and that provide the necessary
infrastructure for this development. An academic research center or university on the
other hand does not have such a team or infrastructure and thus researchers often
need to work with simplified models and assumptions when developing or testing a
new algorithm. However, this process is very dangerous as often these assumptions are
never met.

One way to bridge the gap between visionary academic research and industrial re-
search are testbeds. Wireless testbeds are usually highly flexible and easily reconfig-
urable but at the same time provide a framework that forces the researcher to be re-
alistic. One of those testbeds is the EURECOM OpenAirInterface testbed, a wireless

1http://en.wikipedia.org/wiki/Experiment
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Figure 1.1: OpenAirInterface hardware (top) and software (bottom) roadmaps. The
activity started around 2003 with the first generation hardware and software. Wire-
less3G4Free was a TD-SCDMA software defined radio (SDR) with an IPv6 interconnect
running on the PLATON/RHODOS boards. The term OpenAirInterface was coined in
the second generation and was a SDR using an in-house MIMO-OFDMA TDD wave-
form (WiMAX 2004 like) but was targeted to mesh networks. It was running on the
CBMIMO1 hardware, which was used for a very long time due to its simple and effective
design. OpenAir4G, the open-source implementation of the LTE standard stared around
2009. In the beginning it was running on the CBMIMO1 hardware, later on the Ex-
pressMIMO and today on the ExpressMIMO2 platform. In parallel also implementation
of DAB and 802.11p were started.

technology platform comprising (i) a radio transceiver card combining radio front-end
and analogue/digital converters and (ii) an open-source software defined radio that runs
in real-time on common x86 Linux machines.

Eurecom started its experimental activity around 2003 and since then both hardware
and software changed quite significantly (see Figure 1.1). Some of the main concepts have
not changed however. Firstly, the interface between the radio acquisition card and the
PC has always been based on PCI (or PCI express), which allows the card direct memory
access to the PC, which is of utmost importance to guarantee real-time performance from
a latency point of view. Secondly, the modem has always been implemented entirely in
software using C programming language and relying on single-instruction multiple-data
(SIMD) extensions of general purpose CPUs. This allows an easy manipulation and a
real-time performance form an execution time point of view.

Today, OpenAirInterface is focused on the 3GPP long-term evolution (LTE) and
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provides the following components:

• User equipment (UE) software radio comprising all levels of the protocol stack, from
the physical layer to the networking layer for both the user-plane and control-plane.

• Evolved Node B (eNB) software radio comprising all levels of the protocol stack,
from the physical layer to the networking layer for both the user-plane and control-
plane.

• eNB application responsible for controlling the software modem and to interface
with the EPC.

• Evolved Packet Core (EPC), featuring Mobility Management Entity (MME), home
subscriber server (HSS), serving gateway (SGW) and packet data network gateway
(PGW).

This thesis gives some examples of how the OpenAirInterface testbed can be used to
do experimental research. It also presents the evolution of the different hardware modules
from the CBMIMO1 card (Chapters 2 and 3) over the ExpressMIMO1 card (Chapter
4) to the most recent ExpressMIMO2 card (Chapter 5). The following section gives a
summary of the thesis highlighting my key contributions to the field of experimental
wireless communications.

1.1 Synopsis and Contributions

1.1.1 Design and implementation of a single-frequency mesh network

Compared to a cellular network, in a wireless mesh network connectivity between nodes
in the network is not provided through a fixed backhaul network between access points or
base stations but rather through relays connecting the access points wirelessly. Wireless
mesh networks are thus very attractive for applications where no fixed infrastructure is
available such as disaster recovery operations.

Chapter 2 presents some results of the project CHORIST, in which we developed
a rapidly deployable broadband mesh network for disaster recovery operations. The
network is made up of clusterheads (CHs), assuming the role of access points or base
stations, and mesh routers (MRs), which serve as relays between two CHs. In order
to support high bandwidth applications like video streaming, a frequency reuse of one
between neighboring CHs is required. In such a setup the challenges are (i) how to
synchronize multiple CHs over-the-air, and (ii) how to design a receiver architecture
that allows a mesh relay node to communicate with up to two cluster heads on the same
frequency.

The first problem has been solved using a distributed synchronization algorithm
that is inspired by the synchronization of fireflies in nature. A synchronization signal
from a master CH is first used by MRs to synchronize themselves and then rebroadcast
to let further CHs synchronize to the network. This system was also implemented in
OpenAirInterface and worked reasonably well for small network sizes.
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Once the CHs are synchronized, the system can be seen as a distributed multiple-
input multiple-output (MIMO) system where the two spatially multiplexed streams orig-
inate from two neighboring CHs. The main challenge in this setting is the design of an
efficient receiver that can decode the two spatially multiplexed streams. The first receiver
architectures that we investigated was a linear preprocessor based on the minimum mean
squared error (MMSE) criterion. The MMSE receiver requires a matrix inversion, which
is not a trivial task on a fixed point system. Especially in a frequency selective channel
the dynamic range of the received signals on each subcarrier of the OFDM system is
very high leading to a numerically unstable system. The second receiver architecture was
a successive interference cancellation receiver using reduced complexity max-log MAP
detector. It exploits the fact that the interference is not Gaussian but comes from a
finite constellation. This receiver is more numerically robust than the MMSE receiver
as it does not require any inversion operations and thus has a better performance. Both
receiver architectures have been implemented on the OpenAirInterface and were tested
and evaluated under real conditions.

For this work we used the CBMIMO1 cards and the OpenAirMesh software of the
OpenAirInterface platform. More details about this work can be found in Chapter 2,
which is based on the publication [3]:

• Florian Kaltenberger, Rizwan Ghaffar, Raymond Knopp, Hicham Anouar, and
Christian Bonnet. Design and implementation of a single-frequency mesh network
using OpenAirInterface. EURASIP Journal on Communications and Networking,
2010, 2010. Article ID 719523, 16 pages, doi:10.1155/2010/719523.

1.1.2 Multi-user MIMO

In a multi-user MIMO system a base station with multiple antennas communicates
with multiple users simultaneously on the same time-frequency resources, employing
some space-time coding. The users can have multiple antennas too, but this is not a
requirement. The difference to a single-user MIMO system is that the users cannot
cooperate, and thus all the space-time coding has to be done at the base station. This
in turn requires channel state information at the transmitter (CSIT), which is hard to
obtain.

In Chapter 3 we study different aspects of multi-user MIMO systems based on real
channel measurements. The measurements have been conducted with the CBMIMO1
boards using the Eurecom MIMO OpenAir Sounder (EMOS), which is also part of
the OpenAirInterface platform. Firstly, we compare the sum rate of different MU-
MIMO precoding schemes in various channel conditions assuming full CSIT. However,
full CSIT is hard to obtain, especially in a frequency division duplex (FDD) system,
where the channel state information has to be fed back to the base station using a low-rate
feedback channel. In particular we study codebook based feedback, where a codebook
of precoding matrices is know to both the base station and the user and the user just
feeds back the index of the codebook entry that corresponds the most to the measured
channel. As is can be expected the performance of such a system strongly depends on
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the chosen codebook, which is why secondly we study the performance of several possible
codebook-based precoding schemes using the channel measurements. The results show,
for example, that having a large user separation as well as codebooks adapted to the
second order statistics of the channel gives a sum rate close to the theoretical limit.
A small user separation due to bad scheduling or a poorly adapted codebook on the
other hand can impair the gain brought by MU-MIMO. Moreover, a larger codebook
(requiring a higher feedback rate) leads to better CSIT and thus better performance
however, it is not trivial to trade-off the feedback rate with the rate at the downlink
channel. Therefore we thirdly relate the required feedback rate with the achievable rate
on the downlink channel and show this trade-off for the different measurements.

To the best of our knowledge, these are the first measurement results giving evidence
of how MU-MIMO precoding schemes depend on the precoding scheme, channel charac-
teristics, user separation, and codebook. More details about this work can be found in
In Chapter 3, which is based on the publication [4]:

• F. Kaltenberger, M. Kountouris, D. Gesbert, and R. Knopp. On the trade-off
between feedback and capacity in measured MU-MIMO channels. IEEE Trans.
Wireless Commun., 8(9):4866–4875, September 2009.

1.1.3 Exploiting Channel Reciprocity

As we have seen in the previous section, channel state information at the transmitter
(CSIT) can greatly improve the capacity of a wireless MIMO communication system.
In a FDD system, CSIT can only be acquired by using a feedback channel. In a time
division duplex (TDD) system on the other hand, CSIT can be obtained by exploiting the
reciprocity of the wireless channel. However, while the physical wireless channel is known
to be reciprocal the radio frequency (RF) chains of the receiver and the transmitter are
in general not. This problem can be solved by either absolute calibration or relative
calibration. Absolute calibration is done using specialized equipment (anechoic cambers
and high-precision measurement tools) while relative calibration can be done without
any additional equipment. Relative calibration is thus not only more attractive from an
economic point of view, but also because it enable easy re-calibration should parameters
change due to the climate or other external factors.

The relative calibration problem can be formulated as a non-linear total least squares
problem2 for the calibration coefficients. Depending on the antenna configuration (SISO,
MISO, SIMO, or MIMO), and the bandwidth (narrowband vs wideband) different so-
lutions to this problem exist. Our main interest is to validate some of these algorithms
using real measurement data collected with OpenAirInterface. To solve the least squares
problem we assumed that the calibration matrices are diagonal, which requires that there
is neither mutual coupling nor cross-talk between the RF chains. This is a rather strong
assumption, but it greatly simplifies the solution of the problem (we will discuss the

2In a total least square problem, observational errors on both dependent and independent variables
are taken into account
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validity of this assumption later) to a system of linear total least squares problem which
can be solved using a classical algorithms.

The first result showed a very poor performance of the algorithm. It was found out
that this is due to the frequency offsets present in the measurements. In fact already
very small frequency offsets in the order of a few Hertz can strongly impair the perfor-
mance of the estimation algorithm. To overcome this problem, two different solutions
have been proposed. In a first approach [5] we simply estimate the frequency offsets and
then compensate them before applying the estimation algorithm. This results in an im-
proved performance, but still far from optimum. In a second approach [6] the frequency
offsets were incorporated in the data model and the estimation algorithm. This leads to
significantly improved results, which were also validated using measurements.

More details about this work can be found in chapter 4, which is based on the
following publications [6],[7]:

• Florian Kaltenberger, Haiyong Jiang, Maxime Guillaud, and Raymond Knopp.
Relative channel reciprocity calibration in MIMO/TDD systems. In Proc. ICT
Future Network and Mobile Summit, Florence, Italy, June 2010.

• Maxime Guillaud and Florian Kaltenberger. Towards practical channel reci-
procity exploitation: Relative calibration in the presence of frequency offset. In
WCNC 2013, IEEE Wireless Communications and Networking Conference, Shang-
hai, CHINA, April 2013.

1.1.4 Interference-aware receiver design for MU-MIMO

Chapter 5 continues with the study of MU-MIMO channels, but this time in the context
of LTE. In LTE rel 8, MU-MIMO was introduced through transmission mode 5. How-
ever, the precoding scheme used for MU-MIMO in LTE is based on very low resolution
codebooks (4 codewords for 2 transmit antennas and 16 codewords for 4 transmit an-
tennas). It is thus far from optimal and results in a significant amount of residual MU
interference especially if the channel state information at the basestation is outdated or
in small cells with a limited number of users available.

To tackle the MU interference, an interference-aware (IA) receiver design similar
to the one that was used in Chapter 2 is employed. Unlike the interference-unaware
(IU) receiver, the IA receiver exploits information about the modulation order of the
interfering data stream in the decoding process, resulting in a significant performance
gain while maintaining a moderate complexity. We study two different cases: (i) a
network-assisted interference aware (NA-IA) receiver that knows the modulation order
of the interfering stream through some additional signaling and (ii) an IA receiver that
assumes the same modulation order of the interfering stream as its own stream (this
heuristic was obtained from simulation results).

We evaluate the performance of all three receivers in terms of throughput through
real-time measurements carried out with the ExpressMIMO2 boards and the OpenAir4G
LTE software modem, which are part of the OpenAirInterface development platform.
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The measurement results show that the IA receiver achieves significantly higher data
rates compared to the IU receiver if the user has multiple receive antennas. The gain
depends on the scenario, where the least gains were observed in a line-of-sight (LOS)
channel. However, for both single and receiver antennas, the measurements revealed
that the NA-IA receiver significantly outperforms the IA receiver for higher order mod-
ulations, 64QAM. This result suggests that the signaling of the interfering modulation
order can greatly improve performance in case 64QAM is applied. For lower order mod-
ulations the simplified IA receiver without knowledge of the interfering modulation order
performs equally well as the NA-IA.

Although the measurements have been done using an LTE rel 8 framework, they
have a strong relevance for future releases, where the inclusion of a Network-Assisted
Interference Cancellation and Suppression (NAICS) is discussed [8].

More details about this work can be found in Chapter 5 which is based on the
publication [9]:

• Sebastian Wagner and Florian Kaltenberger. Interference-aware receiver design
for MU-MIMO in LTE: Real-time performance measurements. Intel Technology
Journal (special issue on 4G communications), 2014.

1.1.5 Physical Layer Abstraction for LTE systems

Chapter 6 finally deals with topic that is not necessary related to experiments on the
hardware platform but more to experiments with the system level simulator of OpenAir-
Interface. PHY abstraction is an extremely valuable low complexity tool for efficient and
realistic large scale system evaluations. Together with my PhD student Imran Latif, we
developed a PHY abstraction methodology for the special case of MU-MIMO in LTE
[10]. We further developed a novel semi-analytical PHY abstraction approach towards
incorporating the incremental-redundancy hybrid automatic repeat request (IR HARQ)
for a wide variety of resource block assignments in LTE [11]. This method reduces the
storage requirements for PHY abstraction by bringing down the number of required ref-
erence curves to only three from hundreds. These methods were also integrated in the
OpenAirInterface system level simulator and we have shown in [12] that we achieve the
same throughput results when compared to the full PHY implementation while reducing
the computational complexity by a factor of 30.

More details on this work can be found in Chapter 6, which is based on the article
[13]:

• Florian Kaltenberger, Imran Latif, and Raymond Knopp. On scalability, robust-
ness and accuracy of physical layer abstraction for large-scale system-level evalua-
tions of LTE networks. In in Proc. Asilomar Conference on Signals, Systems, and
Computers, Pacific Grove, CA, November 2013. invited.
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1.1.6 Conclusions

Final conclusions, lessons learnt from OpenAirInterface and future directions are given
in Chapter 7
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Chapter 2

Design and implementation of a
single-frequency mesh network
using OpenAirInterface

In this chapter we focus on mesh networks and show how to implement a single-frequency
mesh network with OpenAirInterface. The key ingredients to enable such a network
are a dual-stream MIMO receiver structure and a distributed network synchronization
algorithm. We show how to implement these two algorithms in real-time on the Ope-
nAirInterface platform. Further we provide results from field trials and compare them
to the simulation results.

2.1 Introduction

The design and implementation of next generation wireless networks is a very challenging
task. To ensure optimal performance it is necessary to carry out performance evaluations
and field trials in parallel to standard development. Easily reconfigurable testbeds are
a convenient way to investigate new ideas and to tackle many problems at an early
development stage.

Novel ideas for wireless networks are usually first studied using computer simulations
based on some kind of model of the network, the hardware and the radio channel. These
models usually make assumptions in order to simplify or isolate the problem at hand.
However, it might turn out that the assumptions are not fulfilled in a real environment.
An easily reconfigurable experimental platform allows to study novel algorithms under
realistic conditions. Comparing simulation results with results from lab tests and field
trials reveals if initial assumptions were correct or if they need to be refined.

This paper presents the Eurecom testbed OpenAirInterface, which is an experimen-
tal real-time, open-source hardware and software platform for future wireless networks.
OpenAirInterface can be seen as a mock standard for realistic experimentation purposes
which retains the salient features of a real radio system, without all the required mech-
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anisms one would find in a standard used in deployment of commercial networks. Its
aim is to study techniques such as multi-cell cooperative techniques, distributed syn-
chronization, interference coordination and cancellation.

OpenAirInterface features an open-source software modem written in C comprising
physical and link layer functionalities for cellular and mesh network topologies. This
software modem can be used either for extensive computer simulations using different
channel models or it can be used for real-time operation. In the latter case, it is run
under the control of the real-time application interface (RTAI) which is an extension of
the Linux operating system.

The use of an open-source software modem has several advantages. Firstly, the same
code can be initially debugged and tuned in simulation before using it in the real-time
modem (where debugging and performance analysis is much harder). Secondly, the
system is very flexible and parameters like frame structure, pilot placement, etc., can be
changed rather easily. Thirdly, researchers can implement new ideas rather fast, without
having to use very sophisticated hardware description languages (HDL). Last but not
least since all code is open-source, other researchers can use easily adjust the modem to
their needs and collaboration is fostered.

Other highlights of the OpenAirInterface platform are its usage as measurement plat-
form or as an emulation platform which allow to study different aspects of a wireless
network in isolation. In the emulation mode, the physical layer is abstracted and emu-
lated over the ethernet. This approach allows to test and investigate MAC and link-level
algorithms without using the radio interface [14]. The OpenAirInterface can also be used
to perform channel measurements which can be used for channel characterization and
capacity analysis [4].

Apart from a general overview of OpenAirInterface, in this paper we present OpenAirMesh—
a specification of wireless mesh network and its implementation on the OpenAirInterface
platform. OpenAirMesh exemplifies two major challenges in future wireless networks.
The first challenge is interference which is caused by a very tight frequency reuse in or-
der to increase the network throughput. Interference is especially strong for users at the
cell edge severely limiting user’s throughput. We propose a low-complexity dual-stream
MIMO receiver that is able to cancel out interference from a neighboring cell and show
its implementation and performance on the OpenAirInterface. This example also high-
lights the insight that OpenAirInterface provides for developing multi-cell algorithms.
More concretely it was found out that frequency offsets and receive correlation have a
very strong influence on the receiver performance and can thus not be neglected in the
simulations.

Another big challenge in future wireless networks is synchronization between nodes,
especially indoors where a reference timing signal such as the one provided by the global
positioning system (GPS) cannot be used. Synchronization is needed for example for
the dual-stream MIMO receiver and to enable the collaboration between base-stations
both on the media access (MAC) and the physical (PHY) layer. The distributed syn-
chronization algorithm proposed in this paper can be interpreted as a form of firefly
synchronization [15].
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Related Work Many people have recognized the advantages of testbeds for wireless
networks. However, many of them focus on a particular layer, such as the physical
layer, the link layer or the network layer. A good overview of testbeds that focus on the
physical layer and especially MIMO communications is given in [16, 17].

Most of the testbeds that provide both physical and link layer functionalities (like
OpenAirInterface) are either based on the Universal Software Radio Peripheral (USRP)
from Ettus Research [18] together with the GNU software radio [19] or the wireless
open-access research platform (WARP) from Rice University [20]. For example, the
Hydra testbed of the University of Texas in Austin [21] is based on the GNU radio
platform while the WAPRnet testbed [22] is based on WARP platform. The WiTestLab
from the Polytechnic Institute of NYU [23] has been experimenting with both platforms.
Another testbed example it the Cognitive Radio Testbed from Berkley [24], which uses
the Berkeley Emulation Engine 2 (BEE2) [25] as an implementation platform.

Compared to the OpenAirInterface platform, the GNU radio project does not provide
a full reference design, but only building blocks. Further, a MAC layer implementation
is missing in the current distribution. Also the USRP hardware has its limitations,
mainly due to the connection to the PC over USB or Ethernet, which severely limits the
achievable system throughput. Like the OpenAirInterface, WARP is also a full software
defined radio (SDR), but physical layer algorithms have to be developed either directly
in VHDL or using the Xilinx System Generator toolchain for Matlab. Compared to
the use of C language in OpenAirInterface, the use of VHDL is more cumbersome and
time consuming. Also, the Xilinx System Generator is not openly available. The BEE2
platform is a very flexible hardware platform, which has been designed for a multitude
of applications. However, no software modem exists for this platform.

Last but not least we mention here the two testbeds developed within the EASY-C
project1 that were set up in Berlin [26] and in Dresden [27] (both Germany). The project
is a cooperation between German universities, research centers and industry and focuses
on LTE-Advanced technologies. However, both testbeds use proprietary hardware and
software and are not openly accessible.

Organization Section 2.2 gives an overview of the OpenAirInterface experimental
platform. Section 2.3 presents the network, the link layer and the physical layer archi-
tecture of OpenAirMesh—a mesh network built using the OpenAirInterface. Section
2.4 describes the two building blocks for the implementation of OpenAirMesh: a novel
low-complexity dual-stream receiver architecture and the distributed synchronization al-
gorithm. Finally we show results from computer simulations as well as real experiments
in Section 2.5. We conclude the paper in Section 2.6.

Notation Let C denote the set of complex numbers. Scalars are denoted by x. Column
vectors and matrices are denoted by a and A and their elements are denoted by ai and
Ai,j respectively. Transpose and Hermitian transpose are denoted by ·T and ·H . IM
is the identity matrix of size M and 0M is an M -dimensional vector of zeros. The

1http://www.easy-c.de
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FPGA Components Xilinx Virtex 2 3000

Data Converters 2x AD9832 (dual 14-bit 128 Msps D/A, dual 12-bit 64 Msps
A/D)

MIMO Capability 2x2

RF TX Chipset 2x Maxim MAX2395 (1900-1920 MHz) Zero-IF

RF RX Chipset 2x Maxim MAX2393 (1900-1920 MHz) Zero-IF

TX Power 21 dBm per antenna

RX Noise Figure 6-7 dB at highest gain setting

Bus Interface 32-bit PCI (CardBus)

Configuration Flash EEPROM, Xilinx JTAG port (FPGA and EEPROM)

Table 2.1: Hardware characteristics of the CardBus MIMO 1 card.
FPGA Components Virtex 5 LX330, Virtex 5 LX110T

Data Converters 4x AD9832 (dual 14-bit 128 Msps D/A, dual 12-bit 64 Msps
A/D)

MIMO Capability 4x4 Quadrature, 8x8 low-IF

Memory 128 Mbytes/133 MHz DDR (LX110T), 1-2 Gbytes DDR2
(LX330)

Bus Interface PCIExpress 8-way

Configuration 512 Mbytes Compact Flash (SystemACE), JTAG

Table 2.2: Hardware characteristics of the Express MIMO card.

Euclidean (`2) norm of a vector a is denoted by ‖a‖ and the Frobenius norm of a matrix
A is denoted by ‖A‖F . E denotes expectation, and CN (m,C) denotes a multivariate
proper complex normal distribution with mean vector m and covariance matrix C.

2.2 OpenAirInterface Overview

The OpenAirInterface platform consists of both hardware and the software components.
Additionally it comprises different simulation tools as well as collaborative web tools.
The hardware components are described in subsection 2.2.1. In subsection 2.2.2 we
describe the basic organization of the OpenAirInterface software components (which are
available under the GNU GPL from the OpenAirInterface website2).

2.2.1 Hardware Components

In OpenAirInterface there are two different hardware modules available: CardBus MIMO
1 (CBMIMO1) and it successor Express MIMO. All current activities (including the
experiments described in this paper) are based on CBMIMO1. In the following we will
describe the main characteristics of the two boards.

2http://www.openairinterface.org
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Figure 2.1: The CBMIMO1 board.

The CBMIMO1 board (cf. Figure 2.1) comprises two time-division duplex (TDD)
radio frequency (RF) chains operating at 1.900-1.920 GHz with 5 MHz channels and
21dBM transmit power per antenna for an orthogonal frequency division modulated
(OFDM) waveform3. The cards house a medium-scale field programmable gate array
(FPGA) (Xilinx X2CV3000) which makes use of the open-source LEON3 embedded
processor from Gaisler research [28]. In the current version, the FPGA implements the
interfaces with the Peripheral Component Interconnect (PCI) bus, with the RF frontend
as well as with the A/D and D/A converters. The card can be connected to a host PC
(in our lab we use Dell Precision M2300 laptops) using a CardBus PCI interface. See
Table 2.1 for an overview of the card’s components.

Express MIMO is a baseband processing board, which provides significantly more
processing power and bandwidth than CBMIMO1 and will be used for future applica-
tions. It comprises two FPGAs: one Xilinx XC5VLX330 for real-time embedded signal
processing applications [29] and one Xilinx XC5VLX110T for control. The card uses an
eight-way PCI express interface to communicate with the host PC. The card employs
four high-speed A/D and D/A converters from Analog Devices (AD9832) allowing to
drive four RF chains using quadrature modulation or eight RF chains in low intermedi-
ate frequency (IF) for bandwidths of up to 20MHz. See Table 2.2 for an overview of the
card’s components. A RF board for Express MIMO called Agile RF is also available.
It offers significantly more RF functionality in terms of tuning range and channel band-
width than CBMIMO1. The tuning range per RF chain is 180MHz-8GHz with 20MHz
channels.

2.2.2 Software Components

The software components are organized into four areas (folders), which correspond more
or less to the different layers of the Open Systems Interconnection (OSI) reference model.

3EURECOM has a frequency allocation for experimentation around its premises in Sophia Antipolis.
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The areas also correspond to the directory structure on the OpenAirInterface Subversion
(SVN) server.

openair0: Wireless Embedded System Design This folder mainly contains de-
scriptions of the CBMIMO1 and Express MIMO hardware and the firmware for the
corresponding FPGAs.

openair1: Baseband signal processing This folder contains the code for the phys-
ical layer software modem along with RTAI/Linux device drivers and user-space tools to
control the hardware. It also contains simulation environments and channel models to
test the code without the hardware or to do performance simulations. Further, openair1
provides also the functionality for the Eurecom MIMO OpenAir Sounder (EMOS) to
perform MIMO channel measurements over multiple users [4].

openair2: Medium-Access Protocols This folder contains the layer 2 protocol
stack development for PCs along with Linux networking device drivers for Internet Pro-
tocol (IP) and Multiprotocol Label Switching (MPLS) interconnection. This pertains to
both cellular and mesh network topologies. The folder also contains an abstraction of the
PHY layer, providing an efficient emulation platform for layer 2 and higher algorithms.

openair3: Wireless Networking This contains the layer 3 protocol stack develop-
ment for both all-IP cellular and IP/MPLS mesh networks.

2.3 OpenAirMesh Specification

In this section we present the specification of OpenAirMesh, a mesh network built using
the OpenAirInterface [14]. We start off by describing the network topology in Subsection
2.3.1. In Subsection 2.3.2 we describe the layer 2 and finally in Subsection 2.3.3 the
physical layer. A more detailed specification can be found in [30].

2.3.1 Network Topology

In OpenAirMesh, the network is organized in clusters, where nodes can either take
the role of a cluster-heads (CHs) or a mesh router (MR). CHs are typically the best-
connected nodes in a particular geographical area and manage radio resources within
the cluster. MRs are used to relay information between CHs. An example of a mesh
architecture with 5 nodes is shown in Figure 2.2.

Cluster Head

The primary role of the CH is to manage radio resources in their cluster, much as a
base-station would do in a cellular network. The cluster is defined as the set of nodes
which are characterized by one-hop connectivity with the CH. The system is designed
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CH1 CH2

MR2MR1 MR3

Cluster 1 Cluster 2

Figure 2.2: The mesh network topology is organized in clusters. Each cluster is controlled
by a cluster head (CH). Other nodes in the network are called mesh routers (MR) since
they can be used to relay information between CHs.

as a TDD system, where CHs and MRs transmit in alternating transmission time inter-
vals. Thus—due to the half duplex constraint—direct CH ↔ CH communication is not
supported. The downlink (CH → MR) signaling channels allow for the CH to sched-
ule transmission of labels (in the form of time and frequency mappings on the radio
resource) each of which carry different types of traffic throughout the mesh network
according to pre-defined quality-of-service (QoS) descriptors. The Uplink (UL) signal-
ing channels (MR → CH) are used for relaying bandwidth requirement indicators and
channel quality measurements from nodes within the cluster. These feed the scheduling
algorithms residing in the CH and allow for proper resource allocation satisfying QoS
negotiations carried out using Layer 3 (L3) signaling. The latter are beyond the scope
of the description in this paper.

Mesh Router

The primary role of an MR is to interpret the scheduling information from the CH on
the downlink (DL) signaling channels in order to route the traffic corresponding to the
scheduled labels on the allocated physical resources. MRs can also be connected to more
than one cluster at the same time. Since all CHs transmit on the same time-frequency
ressources, MRs must be able to cancel interference. See Section 2.4.1 for details.

2.3.2 Layer 2 Protocol Stack

The OpenAirMesh Layer 2 protocol stack is depicted in Figure 2.3 and comprises:

• A IP/MPLS networking device (non-access stratum (NAS) driver) responsible for
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Figure 2.3: OpenAirMesh CH Layer 2 Protocol Stack.
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provision of IP/MPLS layer services to Layer 2 and vice-versa

• A Radio resource control (RRC) entity responsible for MAC layer signaling for
configuration of logical channels and retrieval of measurement information.

• A Radio Link Control (RLC) entity which is responsible for hybrid automatic
repeat request (HARQ) protocols and IP packet segmentation

• A convergence protocol (PDCP) responsible for IP interface and related functions
(header compression, ciphering, etc.)

• A scheduling and multiplexing unit to control the media access (MAC).

The information flow is organized into different traffic queues:

• Radio bearers are the user-plane traffic queues at the PDCP-RLC interface

• Signaling radio bearers are the control-plane traffic queues at the RRC-RLC inter-
face

• Logical channels are the traffic queues at the RLC-MAC interface (both control
and user-plane data, see Table 2.3)

• Transport channels are the traffic queues at the MAC-PHY interface which are
mapped to physical channels by PHY (see Table 2.4)

The MAC layer scheduling and multiplexing entity is responsible for scheduling con-
trol plane and user plane traffic (logical channels) on the physical OFDMA resources
(transport channels). It is important to note that although dedicated resources are con-
figured at the input of the MAC layer, the physical resources allocated in the scheduling
entities (with exception of the CHBCH) are dynamically allocated every CH transmis-
sion time interval (TTI) and thus all physical resources are shared. The BCCH is
multiplexed in the scheduling entity responsible for generation of the CH-BCH trans-
port channel along with MAC-layer signaling. MAC signaling concerns both allocations
of CH-SACH in the current frame and MR-SACH in the next frame (uplink, downlink
and direct link map of PHY resources). The CCCH (uplink) is used exclusively during
the attachment phase of the MR with a particular cluster and corresponds to the only
random-access resources allocated by the CH in the frame.

The DCCHs are multiplexed along with user-plane traffic DTCHs on the available
CH-SACH resources. Based on measurement and feedback information, SACH schedul-
ing (see Figure 2.4) aims to respect the negotiated QoS of each logical channel, while
maximizing the aggregate spectral efficiency of the data streams. Different wideband
scheduling policies taking into account both queuing measures from RLC and channel
quality feedback can be accommodated (see for instance [31]). Channel quality informa-
tion is signaled between corresponding MAC-layers based quantized wideband channel
estimates received from PHY.
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Broadcast Control Channel BCCH Low bit-rate control channel used by a CH for broad-
casting basic information to nodes in the cluster.

Common Control Channel CCCH Low bit-rate control channel used both during the
attachment or association phase of a new node.

Dedicated Control Channel DCCH Access-layer signaling information (RLC return chan-
nels, RF measurement reporting, traffic measurement
reporting, power control, etc.) to the corresponding
node.

Dedicated Traffic Channel DTCH Variable bit-rate traffic channel with negotiated QoS
parameters used by the mesh network to transport
data traffic corresponding to a particular flow.

Table 2.3: Logical channels.

CH Broadcast Channel CH-BCH Broadcast control channel which houses
MAC-layer signaling for CH and MR physical
resource scheduling as well as layer 2 radio-
resource control (RRC) signaling for topology
and QoS management.

CH Scheduled-Access Channel CH-SACH Data channel (for both control and user-plane
logical channels) used by CH to communicate
with a node in its cluster.

MR Broadcast Channel MR-BCH Broadcast resource used by MR to extend the
coverage of a cluster during topological dis-
covery.

MR Scheduled-Access Channel MR-SACH Data channel (for both control and user-plane
logical channels) used by MR to communicate
with a CH.

Random-Access Channel RACH Signaling channel used by a MR during the
association phase with the CH.

Table 2.4: Transport and physical channels. Each of the transport channels is mapped
to a corresponding physical channel of the same name.

Physical CH Synchronization Channel CHSCH Pilot resource reserved to a CH which
is responsible for delivering synchroniza-
tion information to nodes in the cluster.

Physical Synchronization Channel MRSCH Pilot resource used by a MR to allow the
CH to estimate the channel of an MR.

Table 2.5: Additional physical channels.
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Figure 2.4: Overview of the MAC Scheduler.

Symbol (DFT/IDFT) size 256 samples
Prefix length 64 samples

Useful carriers 160
Number of subbands (chunks) 16

Data carriers per subband 8
Pilots per subband 2

OFDM symbols/frame 64

Table 2.6: OFDMA Parameters in OpenAirMesh.

2.3.3 Physical Layer

The physical layer of the platform uses orthogonal frequency division multiple access
(OFDMA) together with multiple-input multiple-output (MIMO) techniques and is sim-
ilar to that of fourth generation wireless networks such as WiMAX or LTE. The param-
eters for OpenAirMesh are given in Table 2.6.

The MIMO-OFDMA system provides the means for transmitting several multiple-
bitrate streams (multiplexed over sub-carriers and antennas) in parallel. Moreover, PHY
signaling strategies are included to provide the means for exploiting channel state feed-
back at the transmitters in order to allow for advanced PHY allocation of OFDMA
resources via the MAC.

In addition to the physical channels of Table 2.4, there are two synchronization
channels (see Table 2.5) which are used for parameter estimation. In the following we
describe the framing and channel multiplexing as well as the coding and modulation
scheme.

Framing and Channel Multiplexing

The physical resources are organized in frames of OFDM symbols. One frame consists of
64 OFDM symbols and is divided equally in a CH transmission time interval (TTI) and
a MR TTI (see Figure 2.5). The first four symbols of the CH TTI are reserved for pilot
symbols. Each CH transmits one common pilot symbol (CHSCH0) at position 0 and
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SCH0 (for RACH)
RACH
SCH1 (for cluster 0)
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SCH3 (for MRBCH)
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SACH frequency group - minimum
size 160 bits (Rate 1/2, QPSK-SISO)
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20 symbols
10 carriers/symb (8 data, 2 pilot)

Figure 2.5: OpenAirMesh frame structure.

26



Binary
code

CRC
Attachment

Binary
code

CRC
Attachment

Binary
code

CRC
Attachment

New Transport
block 0

New Transport

block
Nnew

TB,n

2
− 1

Binary
code

CRC
Attachment

New Transport
block Nnew

TB,n

Spatial Stream 0

Spatial Stream 1

Active
Process
Buffer

Active process map, New process count(Nnew
TB,n)

Puncturing
(Rate

Matching)

Puncturing
(Rate

Matching)

Puncturing
(Rate

Matching)

Bit Interleav-
ing/Modulation

Bit Interleav-
ing/Modulation

×
√
α

√
1− α

×

Spatial Stream 0

Spatial Stream 1

Sub-band allocation

New Transport

block
Nnew

TB,n

2

Transport
block 0

Transport
block
NTB,n

2
− 1

Transport
block
NTB−1

Puncturing
(Rate

Matching)

Transport
block
NTB

2

STF
Parsing

Pilot symbols

1

OFDM
(IFFT+CP
Insertion)

2

OFDM
(IFFT+CP
Insertion)

Figure 2.6: OpenAirMesh Coded Modulation and HARQ.

one dedicated pilot symbol (CHSCHi) at position i ∈ {1, 2, 3}. This way we can ensure
orthogonality between the pilots of different CH received at one MR. The pilot symbols
are followed by the broadcast channel (CH-BCH), which contains 128 data subcarriers
and 32 pilot subcarriers. The remaining 20 OFDM symbols of the CH TTI frame are
divided into 16 ressource blocks (RB), which constitute the multiplexed scheduled access
channels (CH-SACH). Each RB contains 8 subcarriers for data and 2 pilot subcarriers
(one for each CH), which are used for frequency offset compensation.

The MR TTI contains the random access channel (MR-RACH) with an associated
pilot symbol (SCH0). The next two symbols are reserved for pilots. Each MR transmits a
pilot symbol SCHi, i ∈ {1, 2} corresponding to the cluster it belongs to. This way we can
ensure orthogonality between the pilots of different CHs. The pilot symbols are followed
by the uplink broadcast channel (MR-BCH) with an associated pilot symbol (MRSCH).
The rest of the uplink frame contains the multiplexed scheduled access channels (MR-
SACH). The end of the CH and MR TTIs are protected by a guard interval of two
symbols. All pilots are designed for MIMO and/or multi-user channel estimation at the
corresponding end.

Coding and Modulation

OpenAirMesh makes use of punctured binary codes (64-state rate 1/2 convolutional or 8-
state rate 1/3 3GPP/LTE Turbo code). Puncturing can use either 3GPP rate matching
or random puncturing in order to fine tune the coding rate to adapt to configurable
transport block sizes delivered to PHY by the MAC. The overall coding sub-system
is shown in Figure 2.6. New transport blocks arriving from the MAC layer (based on
multi-user scheduling) are coded using a CRC extension and the chosen binary code.
These are then fed to the active transport block buffer along with those that are to be
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retransmitted. Each transmitted block is punctured and then passed to a bit-interleaver
and modulation mapper (BICM). OpenAirMesh supports QPSK, 16-QAM and 64-QAM
modulation. The transmitted transport blocks can be split into two spatial streams in
the case of point-to-point MIMO transmission.

The modulated symbols are then multiplied by an adjustable amplitude and passed
to the space-time-frequency (STF) parser. The STF parser multiplexes the pilot symbols
and the data symbols into OFDM symbols, taking into account the sub-band allocation
from the scheduler. In the case of one available spatial stream the STF parser also per-
forms fast antenna cycling, i.e., every subcarrier is transmitted from a different antenna.
This way each stream can access all the degrees of freedom of the channel. In the case of
two spatial streams the STF parser guarantees that both streams use different antennas
in the same time/frequency dimension. This is a form of superposition coding since the
two streams are combined additively in the air through the use of multiple transmit
antennas. Last but not least the symbols are transformed to the time domain using an
IFFT and a cyclic prefix is appended.

This design allows to use the same transmitter and receiver structure both for point-
to-point MIMO as well as distributed MIMO transmission. In the latter case one spatial
stream is used at each source and the second stream originates in another part of the
network, either in the same cluster or an adjacent cluster. A particular user can decode
both streams or simply select the one it requires. In Section 2.4.1 we derive a low-
complexity successive interference cancellation (SIC) receiver for this design.

2.4 Implementation of OpenAirMesh

In this section we show how OpenAirMesh as specified in Section 2.3 can be implemented
as a single-frequency network. The solution makes use of a distributed network synchro-
nization procedure and a dual-stream MIMO interference cancellation receiver. In this
section we describe these novel solutions and their implementation on OpenAirInterface.
We present results from simulations and field trials in Section 2.5.

The implementation is based on the CBMIMO1 hardware (cf. Section 2.2.1) and
is thus restricted to two antennas. Therefore we can process up to two spatial streams
coming from two different CHs. The extension of the receiver structure to more antennas
can be found in [32].

2.4.1 Dual-stream MIMO Receiver Architecture

In this section, after the general overview of the receiver structure in Subsection 2.4.1,
we describe two different dual-stream multi-antenna demodulators, namely a linear min-
imum mean squared error (MMSE) receiver (see Subsection 2.4.1) and an approximate
maximum likelihood receiver (see Subsection 2.4.1) [33–35]. The derivations are based
on the signal model presented in Subsection 2.4.1.
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Receiver Architecture

The overall receiver structure is shown in Figure 2.7. After the CP removal and the
FFT, a channel estimation based on the least squares algorithm is performed for CH
i using the corresponding synchronization symbol (CHSCHi). Further, the frequency
offset is estimated using the pilot subcarriers in the CHBCH. The main block of the re-
ceiver is either the spatial MMSE filter or the reduced complexity max-log MAP receiver
described in the following subsections. Finally we perform inverse bit interleaving and
Viterbi decoding.

Signal Model

Consider the scenario depicted in Figure 2.2 with two clusterheads but only one MR

(MR2). We assume that each CH has nt antennas and MR2 has nr antennas. Let x
(j)
m,q

denote nt× 1 vector of the transmit symbols for subcarrier q of OFDM symbol m of CH
j, j = 1, 2. We assume that the transmit symbols are taken from a signal set χj ⊆ C of

size |χj | = Mj with a Gray labeling map µj : {0, 1}log|Mj | → χj .
Cascading the IFFT and the CP extension at the CHs and the FFT and the CP

removal at MR2, the received signal at MR2 at q-th frequency tone and the m-th OFDM
symbol can be expressed as:

ym,q = H(1)
q e2πjφ1mx(1)

m,q + H(2)
q e2πjφ2mx(2)

m,q + zm,q (2.1)

where H
(1)
q and H

(2)
q denote the nr × nt MIMO channel between CH1 and MR2 and

between CH2 and MR2. The channel is assumed to be frequency selective (i.e., it varies
with subcarrier index q) and block fading (i.e., constant over the OFDM symbols of a
frame). φ1 is the frequency offset between CH1 and MR2 and φ2 is the one between
CH2 and MR2 in radians (to convert them to Hertz, multiply by the OFDM symbol
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rate). zm,q ∈ Cnr is the vector of circularly symmetric complex white Gaussian noise of
variance σ2.

Since each clusterhead transmits only one spatial stream and antenna cycling is

used, only one element of x
(j)
m,q, j = 1, 2 is non-zero for every m and q. We identify this

non-zero element with x
(j)
m,q, j = 1, 2 and can rewrite (2.1) equivalently as

ym,q = h(1)
q e2πjφ1mx(1)

q,m + h(2)
q e2πjφ1mx(2)

m,q + zm,q, (2.2)

where h
(1)
q and h

(2)
q are the equivalent channel vectors for the non-zero elements. The

complex symbols x
(1)
m,q, x

(2)
m,q of the 2 streams are assumed to be independent and of

variances σ2
1 and σ2

2 respectively. Assuming that the first stream is the desired stream,
the signal to noise ratio (SNR) is given by σ2

1/σ
2 and the signal to interference ratio

(SIR) by σ2
1/σ

2
2.

MMSE Receiver

Linear spatial filters such as minimum mean square error (MMSE) and zero forcing (ZF)
filters can be used to minimize the level of interference in the former case while nulling
out the interference in the latter case. Linear MMSE filters exhibit better performance
compared to ZF ones and are thus being considered as favorable candidates for future
wireless systems [36, 37]. However, it is well known that MMSE detection for non Gaus-
sian alphabets in low dimensional systems (low number of interferers) is sub-optimal [38]
and moreover MMSE detection cannot exploit the interference structure.

The frequency domain MMSE filter Mq is given as

Mq =
(
σ2P−1 + HH

q Hq

)−1
HH
q

where P is the diagonal power distribution matrix with the diagonal as
[
σ2

1, σ
2
2

]
and

Hq =
[
h

(1)
q h

(2)
q

]
.

The estimates of the transmitted symbols x̂m,q =
[
x̂

(1)
m,q, x̂

(2)
m,q

]T
are computed in

three steps. Firstly, the frequency offset needs to be compensated by computing y′m,q =

e−2πjφ1mym,q. Secondly the spatial filter Mq is applied to y′m,q by computing x̃m,q =
Mqy

′
m,q. Finally an unbiasing operation is performed by computing x̂m,q = Γ−1

q x̃m,q
where Γq = diag (MqHq).

Post detection interference is assumed to be Gaussian which on one hand reduces
the computational complexity but on the other adds to the sub-optimality of MMSE
detection. MMSE pre-processing decouples the spatial streams and the bit metric for

the i-th bit for bit value b of the symbol x
(k)
m,q on k-th stream is given as

λik (ym,q, b) ≈ max
x
(k)
m,q∈χi

k,b

[
− γ

2
k

N0

∣∣∣x̂(k)
m,q − x(k)

m,q

∣∣∣2] (2.3)

for k = 1, 2 where γk is the i-th diagonal element of Γq. χ
i
k,b denotes the subset of the

signal set x
(k)
m,q ∈ χk whose labels have the value b ∈ {0, 1} in the position i. Based
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on these bit metrics, bit log likelihood ratios (LLRs) are calculated which after de-
interleaving are passed to the channel decoder.

Implementation The core of the MMSE receiver is the matrix inversion that is needed
to calculate the filter

Mq = (σ2P−1 + HH
q Hq)︸ ︷︷ ︸

=:Aq

−1
HH
q .

M needs to be calculated for every subcarrier and every frame, but we drop the indices
for notational convenience.

Since we are limited to a 2×2 MIMO system, the matrix inversion can be calculated
directly using Cramer’s rule A−1

q = 1
det(Aq) adj(Aq), where adj(Aq) denotes the adjoint

of the matrix Aq. Care has to be taken to properly scale the intermediate results in a
fixed point implementation. The entries of the channel matrices Hq are stored in signed
16bit-wide variables, but their resolution is limited to 14 bit due to the A/D convertors.
Since the calculation of the determinant det(Aq) involves terms up to the fourth power,
the dynamic range of the determinant can reach up to 48 bit. In order to handle this high
dynamic range we first use a 64bit-wide variable to calculate det(Aq) thus not loosing
any accuracy. This intermediate result is then shifted such that max det(Aq) uses 16
bits.

In order to calculate the inverse of det(Aq), we interpret all numbers as fractional
Q15 numbers and use standard fixed-point arithmetic. Intermediate results are stored
in double precision. The inverse is scaled back by the mean (over all subcarriers) of
det(Aq) and saturating to 16bit. Finally, the MMSE filter matrix is calculated according
to Mq = 1

det(Aq) adj(Aq)H
H
q , scaling the intermediate results always to 16 bits.

The high dynamic range of the determinant can cause severe problems. Especially
in a frequency selective channel its inverse may saturate on some carriers and can be
zero on some other frequencies. This is one of the reasons why the MMSE receiver has
a worse performance than the max-log MAP detector described in the next subsection.

Low Complexity max-log MAP Detector

This detector is a low complexity version of max-log MAP detector and is based on the
matched filter outputs [32]. Its low complexity is based on the reduction of one complex
dimension. Instead of attenuating the interference this detector exploits its structure
and mitigates its effect. Without loss of generality, consider the first stream being the
desired stream.

Contrary to the MMSE detection we do not compensate the frequency offsets in the
received signal, but instead we integrate them in the channel estimates. Therefore define

h
(k)
m,q = h

(k)
q e2πjφkm, k = 1, 2. For clarity we omit the subindices m, q in the following

derivation. The max-log MAP bit metric for bit b of the desired stream x1 is given as
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[39]

λi1 (y, b)≈ min
x1∈χi

1,b,x2∈χ2

‖y−h1x1− h2x2‖2

= min
x1∈χi

1,b,x2∈χ2

{
‖y‖2+‖h1x1‖2− (2y1x

∗
1)R

+ (2p12x
∗
1x2)R − (2y2x

∗
2)R + ‖h2x2‖2

}
(2.4)

where y1 = hH1 y be the matched filter output for the first stream and p12 = hH1 h2 be
the cross correlation between the first and the second channel. Note that subscripts (.)R
indicates the real part. Writing terms in their real and imaginary parts, we have

λi1 (y, b) ≈ min
x1∈χi

1,b,x2∈χ2

{
‖h1x1‖2 − (2y1x

∗
1)R

+(2 (p12,Rx1,R+p12,Ix1,I)−2y2,R)x2,R+‖h2‖2 x2
2,R

+(2 (p12,Rx1,I−p12,Ix1,R)−2y2,I)x2,I+‖h2‖2 x2
2,I

}
(2.5)

where (.)I indicates imaginary part. For x2 belonging to the equal energy alphabets (such
as QPSK), the values of x2,R and x2,I which minimize (2.5) need to be in the opposite
directions of 2 (p12,Rx1,R+p12,Ix1,I)−2y2,R and 2 (p12,Rx1,I−p12,Ix1,R)−2y2,I respectively
thereby evading search on alphabets of x2 and reducing one complex dimension of the
system. The bit metric is therefore written as

λi1 (y, b) ≈ min
x1∈χi

1,b,x2∈χ2

{
‖h1x1‖2 − (2y1x

∗
1)R

−|(2 (p12,Rx1,R+p12,Ix1,I)−2y2,R)| |x2,R|
−|(2 (p12,Rx1,I−p12,Ix1,R)−2y2,I)| |x2,I |} (2.6)

For non equal energy alphabets (such as 16-QAM), it is the minimization problem
of a quadratic function again trimming one complex dimension of the system. In that
case, the real and imaginary parts of x2 which minimizes (2.4) are given as

x2,R → −
(p12,Rx1,R + p12,Ix1,I)− y2,R

‖h2‖2

x2,I → −
(p12,Rx1,I−p12,Ix1,R)−y2,I

‖h2‖2
(2.7)

where→ indicates the quantization process in which amongst the finite available points,
the point closest to the calculated continuous value is selected.

The reduced complexity max-log MAP detector has a much lower complexity than
the MMSE receiver [33]. Furthermore, it can be implemented without any division and
therefore it is numerically more stable than the MMSE receiver.
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2.4.2 Network Synchronization

The dual-stream MIMO receiver described above requires timing and frequency syn-
chronization. It has to be assured that the transmit frames are aligned and that the
carrier frequency offsets between different nodes are small. The accuracy of the timing,
i.e., the time difference between signals coming from the two different CHs, has to be
smaller than the CP length of the OFDM system. Altough carrier frequency offsets are
compensated in the receiver, large frequency offsets cause intercarrier interference and
thus degrade the performance of the receiver. We will evaluate the maximum allowable
frequency offset in Section 2.5 by simulation.

Timing synchronization can be achieved by using high accuracy reference clocks,
such as rubidium oscillators or global positioning system (GPS) receiver. However, the
rubidium oscillators are very expensive (in comparison with other components of the
receiver) and very large. GPS receivers on the other hand are not able to operate
indoors. Therefore we will take a distributed network synchronization approach.

In nature, distributed synchronization scheme can be observed on the flashing of
fireflies [40]. Recently, this nature-inspired scheme has been applied to synchronization
in wireless networks [41–44]. However, most of these works consider the isolated syn-
chronization problem and neglect the actual data communication. The pulse-coupled
oscillator model (the model inspired by firefly synchronization) assumes that nodes have
to be listening to all other nodes except during its own transmission of the synchroniza-
tion pulse and immediately afterwards (refractory period). Therefore data transmission
can only take place in the refractory period. However, this period must not be very long
because otherwise the system becomes unstable [43].

In OpenAirMesh we follow a similar approach as in [15] for distributed timing syn-
chronization. It is based on the two physical channels CHSCH and MRSCH (see Table
2.5) which are transmitted in alternating TTIs from the CHs and MRs respectively.
Initially we declare one CH to be the primary CH, which is the reference clock in the
system. The primary CH continuously sends out a synchronization signal (the CHSCH)
that allows every MR within the CH’s broadcast region to synchronize to the network.
As soon as a MR is synchronized (i.e., when it can detect the CHBCH successfully), it
sends out a synchronization signal itself (the MRSCH). A secondary CH not within the
broadcast domain of the primary CH can use the MRSCH to synchronize to the network.
As soon as a secondary CH is synchronized to the network, it also sends out a CHSCH,
allowing further MRs to synchronize, and so on. A positive side-effect of this method
is that several MRs form a distributed antenna array when sending out the MRSCH.
This means that the secondary CH can benefit from this array gain when detecting the
MRSCH.

For the carrier phase synchronization, we use off-line calibration prior to the system
deployment. However, the granularity of the calibration on the CBMIMO1 cards is in
the order of 500Hz, causing residual frequency offsets.
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2.4.3 Integration

The dual-stream MIMO receiver and the distributed network synchronization procedure
described above enables the implementation of a single-frequency mesh network. Since
all CHs are synchronized and transmit on the same frequency, MRs that are in the
broadcast domain of two such clusters must use the dual-stream MIMO receiver to
decode the CHBCHs of both CHs concurrently. But the receiver can also be used for
the SACH (both in the uplink and in the downlink) allowing the CHs to schedule their
resources independently (and thus significantly reducing the signalling overhead). For
the downlink SACH, the receiver is used exactly the same way as for the CHBCH.
On the uplink the MR transmit two independent data streams as described in Section
2.3.3 and the CHs decode only the stream dedicated for them, treating the other one as
interference.

2.5 Experiments and Results

In this section we investigate the performance of the two dual-stream receiver structures
described in the previous section. Firstly, in Subsection 2.5.1, we perform computer sim-
ulations of the two receiver structures using a simple synthetic channel model. Secondly,
in Subsection 2.5.2 we present performance results from the real-time implementation on
the OpenAirInterface platform. Last but not least, in Subsection 2.5.3 we present field
trial experiments that were conducted within the CHORIST project4 close to Barcelona,
Spain in February 2009.

All performance comparisons (both for simulation and lab tests) were done using the
broadcast channel (BCH) of the primary clusterhead (CH1) with interference from the
BCH from the secondary clusterhead (CH2). The BCH uses QPSK modulation and rate
1/2 convolutional code. The block length is 1056bits, which corresponds to 8 OFDM
symbols with 132 data subcarriers each. We use 2 antennas on all nodes.

2.5.1 Computer Simulations

In the computer simulations we isolate and study the effect of the following phenomena
on the performance of the receiver: (i) channel state information at the receiver (CSIR),
(ii) frequency selective fading vs. frequency flat fading, (iii) Rayleigh fading vs. Ricean
fading, (iv) receive antenna correlation, and (v) frequency offsets.

Channel Model

For the simulations the 2 × 2 MIMO channel matrices H
(1)
q and H

(2)
q are modeled as

spatially white and independent. The channel is assumed to be constant during a block
and varies independently between blocks. We use both a frequency flat fading model
as well as a frequency selective model. In the frequency flat case the channel matrices
stay constant over all subcarriers q with channel coefficients drawn from a Rayleigh

4http://www.chorist.eu
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distribution with unit variance. In the frequency selective case we model the channel as
a tapped delay line with 8 sample-spaced taps with an exponential decaying power delay
profile. Each tap undergoes Rayleigh fading. If line-of-sight (LOS) is present, the first
tap undergoes Ricean fading. Receive correlation is modeled by multiplying (from the
left) the MIMO channel matrices with the square root of the receive correlation matrix

RRx =
(

1 ρ
ρ 1

)
.

Simulation Results

The two receiver structures described in Section 2.4.1 were implemented in fixed-point
C. The simulation model follows the model (2.1) with the difference that the C simulator
includes the IFFT and CP insertion at the transmitter and the corresponding FFT and
CP removal at the receiver. The channel is thus simulated in the time domain rather
than in the frequency domain. Further, we can simulate carrier frequency offsets. By
not adding any noise on the pilot symbols we can also simulate the case of perfect CSIR.
This allows us to study the impact of imperfect channel estimates on the two receiver
structures.

We perform Monte Carlo simulations with the MMSE receiver and the max-log MAP
receiver. We fix the SNR for the first stream and vary the interference from the second
stream on the y-axis. Each figure shows the frame error rates of the first stream for
both receivers and several SNR values. We only show a representative subset of the
simulation results:

• Figure 2.8 shows results for the frequency flat Rayleigh fading channel with perfect
CSIR.

• Figures 2.9, 2.10, and 2.11 show results for the frequency flat and the frequency
selective Rayleigh fading channel as well as for a frequency selective Ricean fading
channel with a Ricean K-factor of K = 10.

• Figure 2.12 shows results for a frequency flat Rayleigh fading channel with a receive
antenna correlation of |ρ| = 0.75.

• Figure 2.13 shows results for the frequency selective channel, where CH2 has a
frequency offset of 1500 Hz w.r.t. the receiver.

We can make the following observations. First of all the max-log MAP receiver
always performs better than the MMSE receiver. Together with the fact that the max-
log MAP receiver has actually less complexity that the MMSE receiver [33], it is clearly
the first choice for such a system. Also note that the performance of the max-log MAP
receiver actually gets better when the interference gets stronger. Channel estimation
errors have a stronger impact on the max-log MAP receiver than on the MMSE receiver.
On the other hand it can be seen that in a frequency selective channel the max-log
MAP receiver profits most from the the additional diversity, while the performance of
the MMSE receiver hardly improves. This is due to the fact that the max-log MAP
receiver has full diversity gain while MMSE receiver loses one order of diversity [45].
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Figure 2.8: Frame error rate of the
first stream of the of the MMSE and
max-log MAP receiver for a frequency
flat Rayleigh fading channel with perfect
CSIR. Results are plotted for different
SNR levels of the first stream. The x
axis denotes the interference of the second
stream w.r.t. the first stream.
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Figure 2.9: Frame error rate of the first
stream of the of the MMSE and max-
log MAP receiver for a frequency flat
Rayleigh fading channel. Results are plot-
ted for different SNR levels of the first
stream. The x axis denotes the interfer-
ence of the second stream w.r.t. the first
stream.
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Figure 2.10: Frame error rate of the first
stream of the of the MMSE and max-
log MAP receiver for a frequency selec-
tive Rayleigh fading channel. Results are
plotted for different SNR levels of the first
stream. The x axis denotes the interfer-
ence of the second stream w.r.t. the first
stream.
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Figure 2.11: Frame error rate of the first
stream of the of the MMSE and max-
log MAP receiver for a frequency selective
Ricean fading channel with a K-factor of
K = 10. Results are plotted for differ-
ent SNR levels of the first stream. The x
axis denotes the interference of the second
stream w.r.t. the first stream.
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Figure 2.12: Frame error rate of the first
stream of the of the MMSE and max-
log MAP receiver for a frequency flat
Rayleigh fading channel with a receive
correlation of |ρ| = 0.75. Results are plot-
ted for different SNR levels of the first
stream. The x axis denotes the interfer-
ence of the second stream w.r.t. the first
stream.
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Figure 2.13: Frame error rate of the first
stream of the of the MMSE and max-
log MAP receiver for a frequency selec-
tive Rayleigh fading channel. CH2 has a
frequency offset of 1500 Hz w.r.t. the re-
ceiver. Results are plotted for different
SNR levels of the first stream. The x
axis denotes the interference of the second
stream w.r.t. the first stream.

In a LOS Ricean fading channel, the performance of the max-log MAP receiver is
better than in a Rayleigh fading channel only if the power of the interference is either
stronger or weaker than the desired signal. If the powers are similar, a LOS component
is not beneficial for the performance. Frequency offsets also have a very strong negative
impact on the performance of the system. In fact as the interference gets stronger
the max-log MAP receiver is not able to cancel out the interference as good as in the
case with no frequency offsets. Last but not least, receive correlation also degrades the
performance of the system.

2.5.2 Lab Tests

Test Setup

The dual stream receiver was tested in the lab using an extended version of the Eurecom
MIMO OpenAir Sounder (EMOS) [4]. The EMOS can be seen as a stand-alone version
of the physical layer of the OpenAirMesh testbed. Only the synchronization symbols
(CHSCH, MRSCH) and the broadcast channels (CHBCH, MRBCH) are transmitted.
Instead of the scheduled access channels (SACH), additional pilot symbols are trans-
mitted that can be used for channel sounding purposes, but this functionality is not
presented in this paper. Instead we record the frame error rates (based on the CRC
check) of the CHBCH. Note that the real-time system uses the same fixed point code
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Figure 2.14: Measured frame error rate of the first stream using real-time MMSE and
max-log MAP receiver in the Eurecom lab. Results are plotted for different power levels
of the two clusterheads.

Figure 2.15: Five node mesh network trial in Bellaterra, Spain. MR1 is located at the
roof of the red fire brigade building. CH1 and MR2 are located on opposite sides of the
parking lot in front of the building. CH2 and MR3 are on the other side of the building.

for the receiver as the simulator.
For the experiments we set up three nodes (CH1, CH2 and MR2) in our lab. To

simulate different SNR levels at the receiver we changed the transmit powers of the two
CHs between -20 dBm and 0 dBm.

Results

Figure 2.14 show the FER of the first stream for different SNR values for the max-
log MAP and the MMSE receiver respectively. It is worth noting that in the test
setup we encountered a frequency offset of the second stream of around 500 Hz, while
there was very little offset on the first stream (less than 10 Hz). This is very likely the
reason why the interference cannot be cancelled out that well at a high interference level.
Another difference to the simulations is the correlation of the MIMO channel, which was
approximately |ρ| = 0.9 in the measurements. As we have seen in the simulations this
has a very strong impact on the results. Nevertheless, we can still observe similar trends
in the measurements as in the simulations, such as that the MMSE receiver has in general
a worse performance than the max-log MAP receiver.
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2.5.3 Field Trials

One major application of OpenAirMesh platform is the demonstration of rapidly-deployable
broadband ad-hoc communications systems for public safety units in interventions fol-
lowing natural disasters and industrial accidents. Such a demonstration took place in
February 2009 in Bellaterra, Spain in the context of the European project CHORIST,
which is funded by the 6th framework program of the European Commission.

During the trials we set up a mesh network with five nodes as depicted in Figure
2.2 on the parking lot of the fire brigade building in Bellaterra (see Figure 2.15). MR1
was placed on the roof of the building and served as an edge router establishing the
connection to the core network and the control room. CH1 and MR2 were placed on
the parking lot in front of the building. CH2 and MR3 were placed behind the building,
such that there was no connection between CH1 and MR3 as well as between CH2 and
MR1. MR2 was in the broadcast domain of both CHs, relaying traffic between them.

Both MR2 and MR3 were used as gateways to other networks. Two different end-
to-end applications were tested on the network: a video surveillance application and
a push-to-talk VoIP application. During the trials we managed to establish a reliable
connection (in the sense that both applications were running smoothly) between MR1
and MR3. See the CHORIST website5 for more details and a video of the demo.

2.6 Conclusions

In this paper we have shown the feasibility of distributed network synchronization and
distributed MIMO on the real-time open-source OpenAirInterface platform. We con-
clude this paper by describing a few lessons we have learned during the implementation
and the field trials.

Synchronization is a prerequisite for the dual-stream MIMO receiver described in this
paper and other cooperative communication schemes. We have seen that the proposed
synchronization is feasible for small scale networks in indoor and medium-range outdoor
scenarios. For larger networks, the requirement of a single reference clock is somewhat
restrictive, since when it fails the whole network fails. Also it is not proven that the
algorithm is stable in larger networks. We are planning to investigate this issue in future
works.

As for the implementation of the dual-stream MIMO receiver we have seen that the
reduced complexity max-log MAP detector has several advantages over the linear MMSE
receiver. First of all its performance is much better (both diversity and coding gain),
especially when the interference level is high. Further it can be implemented without any
divisions which is very advantageous on a fixed point processor. The implementation of
the MMSE receiver on the other hand requires a matrix inversion, which is not trivial
using fixed point arithmetic.

During the trials we have also seen that the dual-stream MIMO receiver is very
sensitive to channel conditions. The best performance is achieved if the two transmitters

5http://www.chorist.eu
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have a line of sight to the receiver and if the receive correlation is small. However,
positioning the nodes and their antennas in such a way is not trivial. In case of the max-
log MAP receiver significant differences in the received powers form the two sources can
also improve the performance.

In future work we would like to include distributed space-time coding and collabora-
tive beamforming into OpenAirInterface. This could for example be used in a multiple
relay channel, when several relays are placed between two clusterheads. One particular
aspect we would like to investigate are the consequences of such scenarios on design
aspects related to spatial HARQ and channel coding mechanisms.
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Chapter 3

On the trade-off between
feedback and capacity in
measured MU-MIMO channels

In this chapter we study the capacity of multi-user multiple-input multiple-output (MU-
MIMO) downlink channels with codebook-based limited feedback using real measure-
ment data. Several aspects of MU-MIMO channels are evaluated. Firstly, we compare
the sum rate of different MU-MIMO precoding schemes in various channel conditions.
Secondly, we study the effect of different codebooks on the performance of limited feed-
back MU-MIMO. Thirdly, we relate the required feedback rate with the achievable rate
on the downlink channel. Real multi-user channel measurement data acquired with the
Eurecom MIMO OpenAir Sounder (EMOS) is used.

To the best of our knowledge, these are the first measurement results giving evi-
dence of how MU-MIMO precoding schemes depend on the precoding scheme, channel
characteristics, user separation, and codebook. For example, we show that having a
large user separation as well as codebooks adapted to the second order statistics of the
channel gives a sum rate close to the theoretical limit. A small user separation due to
bad scheduling or a poorly adapted codebook on the other hand can impair the gain
brought by MU-MIMO. The tools and the analysis presented in this paper allow the
system designer to trade-off downlink rate with feedback rate by carefully choosing the
codebook.

3.1 Introduction

Multiple-input multiple-output (MIMO) wireless communication systems can substan-
tially improve the spectral efficiency in wireless point-to-point links. Early theoretical
results [46, 47] are beginning to be successfully implemented in systems and standards
[48, 49].

Recently there has also been a great deal of interest on how to carry these perfor-

41



mance gains over to the system level. Multi-user MIMO (MU-MIMO) refers to a system
where a transmitter equipped with multiple antennas is communicating with several
users simultaneously on the same physical resources. The users can have multiple an-
tennas too, but this is not a necessity. Especially the downlink (or broadcast) channel of
such systems has received a lot of attention in the context of emerging cellular systems,
such as the IEEE worldwide inter-operability for microwave access (WiMAX) [50] or the
3GPP long term evolution (LTE) [49]. The downlink channel is also the focus of this
paper.

By regarding the set of antennas of the users as one virtual antenna array, results
from conventional MIMO can be readily applied to the MU-MIMO case. However,
since the users cannot cooperate, all the space-time processing has to be done at the
transmitter side in the form of precoding. The performance of MU-MIMO depends on a
variety of factors such as (i) the precoding scheme used, (ii) the quality of the channel
state information at the transmitter, and (iii) the channel characteristics and the user
separation.

Information theory reveals that if there is full channel state information at the trans-
mitter (CSIT) and the receiver (CSIR), the optimum transmit strategy for the MU-
MIMO broadcast channel involves a theoretical pre-interference cancellation technique
known as dirty paper coding (DPC) combined with an implicit user scheduling and power
loading algorithm [51, 52]. Since DPC is computationally expensive and hard to imple-
ment also simpler, sub-optimal transmit strategies based on user scheduling together
with linear precoding have been proposed [53, 54].

CSIT can be achieved either by exploiting channel reciprocity in a time division
duplex (TDD) system or by means of a limited feedback channel in a frequency division
duplex (FDD) system. In the latter case, which is also the focus of this paper, channel
vector quantization (CVQ) based on predefined codebooks can be used to feed back
a quantized version of the channel [55]. The codebook has to be designed in a way to
minimize the quantization error of the channel matrices as well as the feedback overhead.
However, minimizing the quantization error requires large codebooks which require a
large amount of feedback [56]. In a real system, the best trade-off between these two
design criteria has to be found.

Most of the current literature studies MU-MIMO systems in ideal simulation envi-
ronments using independent and identically distributed (i.i.d.) Rayleigh fading channel
models. Compared to a single-user MIMO (SU-MIMO) time division multiple access
(TDMA) system, DPC with perfect CSIT can bring a theoretical performance gain of
up to max(min(M/N,K), 1) in an i.i.d. Rayleigh fading channel, where M and N is the
number of transmit antennas and receive antennas respectively and K is the number of
users [57]. If all users experience the same transmit correlation matrix and the number
of users is large, [58] showed that the rate loss due to correlation is M log c, where c
depends on the scheduling scheme and the eigenvalues of the covariance matrix.

However it was shown in [59, 60] that neither the i.i.d. assumption nor the assumption
of a common transmit correlation matrix for one user holds true in real measured MU-
MIMO channels. From a system level perspective it is interresting to see the performance
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of MU-MIMO with limited feedback in realistic conditions with a small number of users.
Thus, in this paper we use real channel measurements to study MU-MIMO systems

with K = M users. We compare the performance of different linear MU-MIMO pre-
coding schemes, such as zero-forcing (ZF) and regularized channel inversion (also called
Minimum Mean Square Error (MMSE) precoder) [53] with the achievable capacity in
such channels (the DPC region) [61]. We also study the impact of limited feedback based
on CVQ using a Fourier codebook, a Grassmannian codebook, a random codebook, and
a random codebook exploiting the second order statistics of the channel. Last but not
least we evaluate the information rate on the feedback channel using a first order Markov
chain model for the temporal evolution of the feedback [62]. Relating this feedback rate
to the achievable rate on the broadcast channel provides a mean to evaluate different
codebooks.

MU-MIMO channel measurements have been obtained using the Eurecom MIMO
OpenAir Sounder (EMOS) [63]. The EMOS can perform real-time channel measure-
ments synchronously over multiple users moving at vehicular speed. The measured
channels are stored to disk for offline analysis. For this paper, we have used four trans-
mit antennas and four users with one antenna each.

Related Work Many measurement campaigns for point-to-point MIMO channels have
been carried out to date, but MU-MIMO measurements are still rare in the literature.
A common practice is to conduct SU-MIMO measurements and later combine them
into a MU-MIMO channel. Such an approach has for example been reported in [64–
67]. Recently, [68] has claimed that under certain conditions this method is feasible.
However, this is definitely not the case for rapidly changing environments and the high-
mobility measurements as considered in this paper. To the best of the authors knowledge,
real synchronized MU-MIMO channel measurements have only been described in [69].
The measurements were conducted using a MEDAV-LUND channel sounder with its
corresponding receiver as well as the receiver of an Elektrobit channel sounder. The
measurements of the two receivers are synchronized in a post-processing step using a
dummy channel that was inserted between snapshots. The authors present capacity
results for the uplink channel, as well as path-loss and delay spreads for the measured
scenarios. However, the measurements in [69] are limited to a two-user case while also
being very costly and time-consuming.

Contributions and Outline The contributions of this work are as follows

• We assess the performance of different MU-MIMO schemes using several different
channel measurements.

• We study the effect of limited feedback using different codebooks in real world
conditions.

• We introduce a novel way how to relate feedback rate to capacity of MU-MIMO
channels thus providing a mean to evaluate different codebooks.
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Base Station (M antennas)
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Figure 3.1: Multi-user MIMO System Model.

• We present the EMOS platform and show how the challenge of performing MU-
MIMO measurements synchronously over multiple users can be addressed.

The chapter is organized as follows. In Section 3.2 we describe the MU-MIMO system
model. Section 3.3 reviews results on the capacity of MU-MIMO channels and describes
the different linear precoding schemes studied in this paper. In Section 3.4 we describe
how to obtain partial CSIT by means of limited feedback. The measurements and their
results are discussed in Section 3.5. Finally conclusions are drawn in Section 3.6. The
Eurecom MIMO OpenAir Sounder (EMOS) is described in Section 3.7 .

Notation Column vectors and matrices are denoted by a and A respectively. IM is the
identity matrix of size M and 0M is an M -dimensional vector of zeros. The Euclidean
(`2) norm of a vector a is denoted by ‖a‖ and the Frobenius norm of a matrix A is
denoted by ‖A‖F . E denotes expectation, and CN (m,C) denotes a multivariate proper
complex normal distribution with mean vector m and covariance matrix C.

3.2 System Model

We consider a multi-user, multi-antenna wideband downlink channel in which a base
station (BS) equipped with M antennas communicates with K ≤ M user equipments
(UEs), each equipped with one antenna (see Fig. 3.1). Such a channel is also called a
broadcast channel (BC) in the information theory literature. We use orthogonal fre-
quency division multiplexing (OFDM) and thus the sampled received signal yk,m,q ∈ C
of the k-th user at time m and subcarrier q is mathematically described as

yk,m,q = hTk,m,qxm,q + nk,m,q for k = 1, . . . ,K (3.1)
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where hk,m,q ∈ CM represents the k-th user channel response and nk,m,q ∈ CN (0, σ2)
represents the circularly symmetric additive white Gaussian noise with zero mean and
variance σ2. The vector of transmit symbols xm,q ∈ CM is a function of the multiple
users’ transmit symbols xk,m,q with covariance matrix Σk,m,q = E{xk,m,qxHk,m,q}. The
sub-indices m and q always refer to the time and subcarrier indices, respectively.

The transmitter is subject to a power constraint per subcarrier, i. e., xHm,qxm,q ≤ P .
The total transmit power is not dependent on the number of transmit antennas. Note
that we always assume that we transmit to exactly K = M users and we do not study
the impact of user scheduling or power control. Further we assume that the noise power
σ2 = 1.

Equation (3.1) can also be written in matrix notation by defining Hm,q = [h1,m,q . . .hK,m,q]
T

and the vectors ym,q and nm,q accordingly:

ym,q = Hm,qxm,q + nm,q. (3.2)

We assume that each of the receivers has perfect and instantaneous knowledge of its
own channel. Further we assume a zero-delay error-free feedback channel and denote
the channel matrix fed back at the transmitter with Ĥ. We consider two cases for
the feedback: (i) full feedback, i.e., the bandwidth is large enough to feed back the full
channel estimate and (ii) limited feedback with a resolution of B bits for each subcarrier
q and time m. For notation convenience, we drop the time and subcarrier indices m and
q when their dependence is not needed.

3.3 Sum Rates of Multi-user MIMO channels

In this section we review the capacity of multi-user MIMO channels (Subsection 3.3.1) as
well as the sum rate of linear precoding schemes (Subsection 3.3.2). For comparison we
will also review the sum rate of a multi-user system employing single-user multiple-input
single-output (SU-MISO) TDMA in Subsection 3.3.3.

3.3.1 Capacity

From the results in [51, 70], the sum capacity of the MU-MIMO downlink channel can
be expressed by the following maximization:

CBC(H, P ) = max
Σk≥0,

∑K
k=1 tr(Σk)≤P

K∑
k=1

log2

1 + hHk

(∑K
j=1 Σj

)
hk

1 + hHk

(∑
j 6=k Σj

)
hk
, (3.3)

where the maximization is over the set of all positive semidefinite transmit covariance
matrices Σk, k = 1, . . . ,K. The objective function of the maximization in (3.3) is a
non-convex function of the covariance matrices, making it very difficult to deal with.
Fortunately, due to the duality of the BC and the multiple access channel (MAC) [61],
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the sum rate capacity of the MIMO BC is equal to the sum rate capacity of the dual
MAC with power constraint P

CBC(H, P ) = CMAC(H, P ) = max
Qk≥0,

∑K
k=1 tr(Qk)≤P

log2

(
1 +

K∑
k=1

hHk Qkhk

)
, (3.4)

where each of the matrices Qi is a positive semidefinite covariance matrix. Since (3.4)
involves the maximization of a convex function, efficient numerical algorithms exist. In
this paper, we use the specialized algorithm developed in [71] to calculate CBC(H, P ).

It has been shown [52] that the sum rate capacity given in Equation (3.4) is actually
achieved by using DPC. However, DPC is complex to implement in practical systems
and thus we also study linear precoding schemes in the next section.

3.3.2 Linear Precoding

Let sk ∈ C denote the k-th user data symbol. Under linear precoding, the transmitter
multiplies the data symbols sk by the precoding vectors wk ∈ CM and combines them
to the transmit symbol x, i. e., x =

∑K
k=1 wksk. In order to fulfill the transmit power

constraint, the transmitter further normalizes x, such that xHx = P . From (3.1) the
resulting received signal vector for user k is then given by

yk = hTkwksk +
∑
j 6=k

hTkwjsj + nk, (3.5)

where the first term is the desired signal, the second term represents the multi-user
interference, and the last term the noise. The signal to noise plus interference ratio
(SINR) at each user k is thus given by

SINRk =

∣∣hTkwk

∣∣2∑
j 6=k

∣∣hTkwj

∣∣2 + σ2
. (3.6)

If the user codes are drawn from an i. i. d. Gaussian distribution, the sum rate of linear
precoding is thus given by

RBC(H, P ) =

K∑
k=1

log2 (1 + SINRk) . (3.7)

In this paper we use a regularized channel inversion with equal power allocation
based on the feedback channel to design the precoding vectors wk [53]. The regularized
channel inverse is given by

W = ĤH(ĤĤH + βI)−1, (3.8)

where Ĥ = [ĥ1, . . . , ĥK ]T is the fed back channel matrix and β is the regularization
factor. The precoding vectors wk are finally given by the columns of W.
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The above scheme is often referred to as MMSE precoding with equal power allocation
due to the analogy with MMSE beamforming weight design criterion if the noise is
spatially white. If β = 0, Equation (3.8) reduces to the ZF precoder. However, when
the channel matrix is ill-conditioned, at least one of the singular values of (ĤĤH)−1 is
very large, resulting in a very low signal to noise ratio (SNR) at the receivers.

A non-zero β value on the other hand allows for a certain amount of multi-user
interference. The amount of interference is determined by β > 0 and an optimal tradeoff
between the condition of the channel matrix inverse and the amount of crosstalk ought
to be found. In practice, the regularization factor is commonly chosen as β = Mσ2/P
motivated by the results in [53] that show that it approximately maximizes the SINR at
each receiver, and leads to linear capacity growth with M . The performance of MMSE
is certainly significantly better at low SNR and converges to that of ZF precoding at
high SNR. However, MMSE does not provide parallel and orthogonal channels and thus
power allocation techniques cannot be performed in a straightforward manner.

3.3.3 Time Division Multiple Access

In a TDMA system, the BS only serves one user at a time. We analyze the case when
full CSIT and with no CSIT. In the case of full CSIT, the capacity of a particular user
k is given by

CSU-CSIT(hk, P ) = log2

(
1 +

P

σ2
‖hk‖2

)
. (3.9)

The capacity is achieved by transmit maximum ratio combining [72].
If full CSIT is available the sum rate of the system can be optimized by transmitting

to the user with the largest single-user capacity only, exploiting multi-user diversity [73].
However, with multiple transmit antennas and a small number of users (which is the
case considered in this paper) the gains of multi-user diversity are reduced. Therefore,
we assume that all users are allocated an equal amount of time (round robin scheduling).
This also allows a more fair comparison to the linear precoding schemes considered in
the previous section. The sum rate of the system is thus given by

CTDMA-CSIT(H, P ) =
K∑
k=1

1

K
CSU-CSIT(hk, P ). (3.10)

When no CSIT is available, the capacity of a particular user k is given by

CSU-noCSIT(hk, P ) = log2

(
1 +

P

σ2M
‖hk‖2

)
. (3.11)

Again, we assume that multiple users are served using a round robin scheduler and thus
the sum rate CTDMA-noCSIT(H, P ) can be defined similar to (3.10).
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3.4 Obtaining CSIT through Limited Feedback

The linear precoding schemes described in the last section require CSIT in the form
of the matrix Ĥ. When a feedback channel with a limited bandwidth (as described in
Section 3.2) is available, channel vector quantization can be used to feed back a quantized
version of the channel, providing partial CSIT. Such a scheme has also been proposed
for LTE [49] and is outlined in Section 3.4.1.

By exploiting time-correlation in the channel, the actual feedback rate can be re-
duced. Recently, it has been pointed out in [62] that the actual required feedback rate
is given by the CSI source rate. This measure is introduced in Subsection 3.4.2.

3.4.1 Channel Vector Quantization

For each subcarrier q and every time index m, the UE k selects a quantization vector
with index Ik,m,q from a codebook C = {c1, . . . , cC} of size C = 2B, such that the
angle between the actual channel hk,m,q and the codeword cIk,m,q

is minimized. This is
equivalent to writing

Ik,m,q = argmax
i=1,...,C

|cHi hk,m,q|. (3.12)

For every subcarrier, the UE then feeds back the index Ik,m,q along with a channel
quality information (CQI). In this paper we use the channel vector norm ‖hk,m,q‖ as
CQI. Note that this choice of CQI is not suitable for multi-user scheduling, since it does
not take the multi-user interference and the quantization error into account. However, in
this paper we are only interested in the precoder design and do not consider scheduling.
Moreover, we assume that the channel vector norm is not quantized, since we are only
interested in the ability of the codebook to capture the spatial properties of the channel.

The transmitter, which also knows the codebook, can then reconstruct the channel
by a simple lookup table: ĥk,m,q = cIk,m,q

‖hk,m,q‖. The codebook C is designed off-line
and there are several well-known possibilities. In this paper we consider a Grassmannian
codebook, a Fourier codebook, a random codebook and a correlated random codebook.

Grassmannian Codebook

The Grassmannian codebook derives its name from the Grassmannian line packing prob-
lem, which is defined as follows [74]: how should C one-dimensional subspaces of the
M -dimensional (complex) Euclidean space be arranged so that they are as far apart as
possible? This problem is equivalent to finding the optimal quantization vectors of a
source with uniform distribution on the (complex) M -dimensional unit sphere. There-
fore the resulting codebook is optimal if the elements of the channel vectors hk are i.i.d.
complex Gaussian distributed [75]. In this work we use the Grassmannian codebook
available for download at [76].
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Fourier Codebook

The Fourier codebook is obtained by defining ci as the top M rows of the i-th column
of the discrete Fourier transform (DFT) matrix of size C, i. e.,

ci =
1√
M

[1, e−2πji/C , . . . , e−2πji(M−1)/C ]T . (3.13)

Each entry of the codebook can be interpreted as a beamforming vector of a linear
antenna array with one fixed beam. This codebook is therefore well suited for line of
sight (LOS) channels with linear antenna arrays.

The Fourier codebook index calculation (3.12) can be implemented efficiently (in
terms of memory and computation) by means of an inverse fast Fourier transform
(IFFT). Also, the codebook does not need to be stored at the transmitter, as it can
be easily reconstructed [77].

Random Codebook

The quantization vectors of the random codebook are constructed by drawing ci ran-
domly from an i.i.d. complex Gaussian distribution on the M -dimensional unit sphere,
i. e., ci ∈ CN (0M , IM ) and subsequent normalization, i. e., ‖ci‖ = 1.

Correlated Random Codebook

The quantization vectors of the correlated random codebook are drawn from com-
plex Gaussian distribution on the M -dimensional unit sphere, whose covariance matrix

matches the transmit correlation matrix of the channel, i. e., ci ∈ CN (0M ,R
(k)
Tx) and

‖ci‖ = 1. The transmit correlation matrix is defined as

R
(k)
Tx = E{hkhHk }. (3.14)

The application scenario of correlated codebooks considered in this paper is that differ-
ent BSs or even different sectors of a BS employ codebooks that are adapted to their
environment. The transmit correlation matrix should thus be estimated over a wide
frequency range and several locations. In this paper we estimate R

(k)
Tx from the mea-

surements by taking the mean of hkh
H
k over all frequencies q and all frames m in one

measurement.
For both the random and the correlated random codebook we assume that each user

has a different and independently generated quantization codebook as in [56].

3.4.2 Feedback Rate

In order to evaluate the intrinsic rate of information brought by the measured channel,
we follow [62] and model the time variation of Ik,m,q as a finite-state Markov chain
of order 1 with C states (see Fig. 3.8 for an example). Let P(k,q) be the transition

probability matrix with elements P
(k,q)
l,n = Pr(Ik,m,q = l|Ik,m−1,q = n). Also define the
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Parameter Meas. 1–3 Meas. 4

Center Frequency 1917.6 MHz 1917.6 MHz
Useful Bandwidth 4.8 MHz 4.0625 MHz

BS Transmit Power 30 dBm 30 dBm
Number of Antennas at BS (M) 4 2

Number of UE (K) 4 2
Number of Antennas at UE (N) 1 1

Number of Subcarriers (Q) 40 80

Table 3.1: Parameters of the Eurecom MIMO OpenAir Sounder for the four measure-
ment campaigns.

stationary probability vector π(k,q) with elements π
(k,q)
l = Pr(Ik,m,q = l). P(k,q) and

π(k,q) are estimated from the measurements.
We now use Proposition 1 of [62] to calculate the normalized CSI source bit rate per

user and per subcarrier

RCSI(k, q) = B
C∑
l=1

π
(k,q)
l (1− P (k,q)

l,l ). (3.15)

When evaluating the measurements we take the mean over all frequencies q like we
do for the capacity evaluations. Further, in the multi-user case we are interested in the
sum rate and thus sum over all users k

RCSI =
1

Q

K∑
k=1

Q∑
q=1

RCSI(k, q). (3.16)

3.5 Measurements and Results

In this section we present results using real channel measurement data. We first describe
the measurement scenarios in Subsection 3.5.1 and the normalization of the recorded
channel matrices in 3.5.2. Finally, in Subsection 3.5.3 we apply the metrics for the MU-
MIMO sum rate from Section 3.3 and the feedback rate from Section 3.4 directly to the
recorded and normalized channel matrices.

3.5.1 Measurement Description

The measurements were conducted using the Eurecom MIMO OpenAir Sounder (EMOS)
[59, 63, 78] in the vicinity of the Eurecom institute in Sophia-Antipolis, France. The
scenario is characterized by a semi-urban hilly terrain, composed by short buildings and
vegetation. Fig. 3.2 shows a map of the environment. The BS is located at the roof
of Eurecom’s southmost building. The antenna is directed towards Garbejaire, a small
nearby village. The colors indicate the received signal strength along the measurement
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Figure 3.2: Map of the measurement scenario. In measurement 1 the users were driving
in cars along the indicated routes (the colors show the received signal strength in dBm
along the routes). Measurements 2–4 are indicated on the map.

routes. The measurement parameters are summarized in Table 3.1. A more detailed
description of the EMOS can be found in Section 3.7.

In the first three measurements, we use all four transmit antennas (arranged in 2
cross-polarized pairs) and four users with one antenna each. In the first measurement,
the UEs were placed inside standard passenger cars which were being driven along the
routes shown in Fig. 3.2. The cars had no fixed routes and thus the distance between
them was changing. In the second measurement, the users were indoors in the same
room, walking around slowly. In the third measurement, the users were parked close
together in a parking lot.

In the fourth measurement we use only two co-polarized antennas at the transmitter
and two users with one antenna each. The first user is always at position x1 and the
second user is at position xi, i = 1, . . . , 5. Positions x1, x2, and x5 are LOS while positions
x3 and x4 are behind an office building. During the measurements the users were moving
only within a few wavelengths in order to get a sufficient number of samples for the
evaluation of the statistics of the small scale fading.

3.5.2 Normalization

In order to control the average SNR at the UEs, we have to re-normalize the recorded
MIMO channel matrices. One measurement results in the set of MIMO channel matrices

{Hk,m,q ∈ CN×M , k = 0, . . . ,K − 1,m = 0, . . . , NF − 1, q = 0, . . . , Q− 1},
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Figure 3.3: CDF of the sum rate of SU-
MISO TDMA compared to MU-MIMO
with DPC for measurements 1-3. The av-
erage SNR is fixed to 10dB for each user.

0 2 4 6 8 10 12 14 16 18
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

bits/channel use

C
D

F

Multi−user Capacity for M=4, K=4, N=1, and SNR=10dB

 

 

MU−MIMO ZF Measurement 1
MU−MIMO MMSE Measurement 1
MU−MIMO ZF Measurement 2
MU−MIMO MMSE Measurement 2
MU−MIMO ZF Measurement 3
MU−MIMO MMSE Measurement 3

MU−MIMO ZF

MU−MIMO MMSE

MU−MIMO ZF

MU−MIMO MMSE

Figure 3.4: CDF of the sum rate of MU-
MIMO with ZF and MMSE precoding for
measurements 1-3. The average SNR is
fixed to 10dB for each user.

where k denotes the user index, m the snapshot index, and q the frequency (or subcarrier)
index. N,M, and K are the number of receive antennas, number of transmit antennas
and number of users respectively. NF is the total number of snapshots per measurement
after removing erroneous frames (on average NF ≈ 18.000, corresponding to approx.
50 sec). The total number of channel estimates in the frequency domain is given by
Q = 160/M , since there are 160 subcarriers in total and the pilots are multiplexed over
the M transmit antennas. The MIMO matrices are normalized by

H′k,m,q = Hk,m,q

√
NNFQ∑

m,q ‖Hk,m,q‖2F
(3.17)

such that E{‖H′k‖2F } = N . Since the noise variance σ2 = 1, the average SNR at each
UE k is thus NP

K .

3.5.3 Results

Comparing different scenarios

Firstly, we compare the performance of MU-MIMO using DPC, ZF precoding, and
MMSE precoding as well as SU-MISO TDMA based on the empirical cumulative density
function (CDF) of the sum rate (Equations (3.4), (3.7), and (3.10)). We assume an
average SNR at the users of 10 dB, which corresponds to the average SNR at the cell
edge. The results are plotted in Figures 3.3 and 3.4 for measurements 1-3. Secondly,
we compare the mean MU-MIMO sum rate for all the above mentioned schemes with
respect to the inter-user distance. The results are plotted in Fig. 3.5 for measurement 4.
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Figure 3.5: Comparison of mean MU-MIMO sum rate for DPC and SU-MISO TDMA,
as well as ZF and MMSE precoding with respect to inter-user distance for measurement
4. The average SNR is fixed to 10dB for each user.

It can be seen from Fig. 3.3 that MU-MIMO DPC as well as SU-MISO TDMA do
not show a very high variability with respect to the different measurements. However,
the linear MU-MIMO precoding schemes (see Fig. 3.4) are very sensitive to the channel
conditions. Especially the performance of the ZF precoder drops significantly in the
outdoor scenario where the users are close together. In the indoor scenario and the
other outdoor scenario where all users are well separated, the performance of the linear
MU-MIMO schemes is comparable.

The effect of the inter-user distance on the capacity of the different schemes can be
observed more closely in Fig. 3.5. It can be seen that there is a clear relationship between
the distance and the capacity of linear precoding schemes: the further apart the users
are, the higher the capacity. In fact, for inter-user distances up to 55m, the SU-MISO
TDMA scheme always performs better than the linear MU-MIMO schemes. Only in the
last measurement at 75m, the MMSE precoder shows a slightly better performance than
the TDMA scheme.

The poor performance of linear precoders in scenarios with a small inter-user distance
can be explained by looking at the channel correlation matrix of the different scenarios
[60, 79]. When the channel is strongly correlated it means that the channel matrix is ill-
conditioned. Thus at least one of the singular values of (HHH)−1 is very large, resulting
in a very low SNR at the receivers, when ZF precoding is used. The MMSE precoder
can alleviate this problem, but still suffers from the high correlation at the transmitter.

Comparing Different Codebooks

Fig. 3.6 and 3.7 compare the CDF of the MU-MIMO sum rate using MMSE precoding
based on quantized feedback using different codebooks of size 64 (6 bit) and size 4096 (12
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bit) respectively. We also plot the cases with perfect feedback (cf. Equation (3.7)) and no
feedback (cf. Equation (3.11)) as lower and upper bounds for comparison. Measurement
1 are used for both plots.

It can be seen that the performance of MU-MIMO with MMSE precoding depends
strongly on the chosen codebook. For the evaluated outdoor channel, the Fourier code-
book exhibits the worst performance, being only slightly better than a SU-MISO TDMA
scheme with no feedback at all. Further, its performance does not increase with the num-
ber of feedback bits. The correlated random codebook performs better than the Fourier
codebook. The random codebook and the Grassmannian codebook perform best. How-
ever, for 6 bits of feedback the gap to the perfect feedback case is still significant (3
bits/sec/Hz at 50% outage rate). Doubling the number of feedback bits to 12 reduces
the gap to 1.2 bits/sec/Hz (at 50% outage rate), which is comparable to the theoretical
results achieved in [56]. The gain to the SU-MISO TDMA system is 2.9 bits/sec/Hz (at
50% outage rate).

The poor performance of the Fourier codebook can be explained by the fact that (i)
the BS does not use a linear antenna array and (ii) the investigated channel does not
have a LOS component. Further, the fact that the performance of the Fourier codebook
does not increase with the codebook size can be explained by looking at the maximum
cross-correlation between codebook entries, f(C) = maxci,cj∈C,i6=j |cHi cj |. In the case
of a Fourier codebook, f(C) will converge to one as the codebook size increases (just
choose two neighboring codebook entries ci and ci+1). For the random codebook on the
other hand f(C) will converge to zero, since any two codewords are uncorrelated with
probability one [80].

Feedback Rate vs Capacity

For illustration purposes we plot the quantized channel indices Ik,m,q (3.12) for measure-
ment 1 for user k = 1 in Fig. 3.8. It can be seen that for some frequencies q the channel
remains quite constant whereas for other frequencies it varies more.

In Fig. 3.9 we plot the CSI source rate RCSI (3.16) vs. the MU-MIMO sum rate
RMMSE (3.7) for measurements 1–3, three different codebooks and two codebook sizes.
This figure gives an indication of how well the codebook is able to exploit the temporal
correlation in the channel (low feedback rate) with respect to the gain in capacity it
brings. Points further to the top left of the figure are the best (low feedback rate while
having high capacity).

It can be seen that the results are quite different for different codebooks and for
the different measurements. Looking at the Fourier codebook (black markers), it can
be seen that this codebook requires the largest feedback rate while providing the lowest
sum rate. Increasing the number of feedback bit just increases the feedback rate and
not the capacity. Considering the Grassmannian codebook (blue markers) on the other
hand, it can be seen that this codebook requires much less feedback than the Fourier
codebook for the same codebook size while having a larger capacity. Further, increasing
the codebook size increases the capacity significantly.

The random codebook has similar properties as the Grassmannian codebook. A 4 bit
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random codebook offers a lower capacity than a 4 bit Grassmannian codebook, whereas
a 6 bit random codebook offers higher capacity than a 6 bit Grassmannian codebook.
Also interesting to note is that the higher mobility measurements require more feedback
than the low mobility measurements, but at the same time have a higher capacity.

3.6 Conclusions

We have presented an extensive evaluation of different MU-MIMO schemes with per-
fect and limited feedback in various channel conditions. The data was acquired using
Eurecom’s MU-MIMO channel sounder EMOS.

From the results we can derive two important criteria that need to be considered
when designing MU-MIMO schemes. Firstly, spatial separation of users has a very strong
impact on the performance of linear precoding schemes. In particular, the performance of
a ZF precoder drops significantly in outdoor scenarios, when the users are close together.
Therefore it is necessary to design proper scheduling algorithms that select users with
different spatial signatures.

Secondly, the performance of limited feedback MU-MIMO schemes crucially depends
on the codebook. It was seen that the performance of the Fourier codebook is hardly
better than that of a SU-MISO TDMA scheme with no feedback at all, even for a high
number of feedback bits. Further this codebook does not allow any feedback reduction
in time-correlated channels. We thus conclude that the Fourier codebook is not able to
capture the spatial properties of the measured outdoor wideband channel appropriately.
The performance of the random codebook, the Grassmannian codebook and especially
the correlated random codebook increases with the number of feedback bits. Also,
these codebooks allow for a feedback reduction in time-correlated channels. Thus, these
codebooks are able to represent the channel more appropriately.

It can be concluded that the codebook design for MU-MIMO systems remains a hot
topic. The tools and the analysis presented in this paper allow to carefully evaluate
different codebooks and to choose the codebook that provides a good trade-off between
feedback and downlink rate.

3.7 The Eurecom MIMO OpenAir Sounder

This Appendix describes the Eurecom MIMO OpenAir Sounder (EMOS). We start by
giving an overview of the hardware architecture, followed by a description of the sounding
signal, the synchronization procedure, and the channel estimation procedure [59, 79, 80].

3.7.1 Hardware Description

The EMOS is based on the OpenAirInterface1 hardware/ software development platform
at Eurecom. The platform consists of a BS that continuously sends a signaling frame,

1http://www.openairinterface.org

58



(a) BS with PLATON boards (b) Power ampli-
fiers and Powerwave
antenna

(c) UE with CardBus
MIMO board

(d) Panorama anten-
nas

Figure 3.10: EMOS base station and user terminals [63].

S
C

H

BCH Guard Interval
(8 OFDM Symbols)

...
48 Pilot Symbols

Frame (64 OFDM Symbols)

Figure 3.11: Frame structure of the OFDM Sounding Sequence. The frame consists of a
synchronization channel, (SCH), a broadcast channel (BCH), and several pilot symbols
used for channel estimation.
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and one or more UEs that receive the frames to estimate the channel. The BS consists
of a workstation with four baseband data acquisition cards, which are connected to
four radio-frequency (RF) boards (called PLATON, see Fig. 3.10(a)). The RF signals
are amplified and transmitted by a Powerwave 3G broadband antenna composed of
four elements which are arranged in two cross-polarized pairs (part no. 7760.00, see Fig.
3.10(b)). The UEs consist of a laptop computer with Eurecom’s dual-RF data acquisition
card (called CardBus MIMO, see Fig. 3.10(c)) and two clip-on 3G Panorama Antennas
(part no. TCLIP-DE3G, see Fig. 3.10(d)). Both equipments operate at 1.900–1.920 GHz
with 5 MHz channels2. The platform is designed for a full software-radio implementation,
in the sense that all protocol layers run on the host PCs under the control of the real-time
application interface (RTAI), which is an extension to the Linux operating system.

3.7.2 Sounding Signal

The EMOS is using an orthogonal frequency division multiplexing (OFDM) modulated
sounding sequence with 256 subcarriers (out of which 160 are non-zero) and a cyclic prefix
length of 64. One transmit frame is 64 OFDM symbols (2.667 ms) long and consists of
a synchronization symbol (SCH), a broadcast data channel (BCH) comprising 7 OFDM
symbols, a guard interval, and 48 pilot symbols used for channel estimation (see Fig.
3.11). The pilot symbols are taken from a pseudo-random quadrature phase-shift keying
(QPSK) sequence defined in the frequency domain. The subcarriers of the pilot symbols
are multiplexed over the four transmit antennas to ensure orthogonality in the spatial
domain. We can therefore obtain one full MIMO channel estimate for one group of
M subcarriers. The BCH uses QPSK modulation and rate 1/2 convolutional code and
contains (among other information) the frame number of the transmitted frame that is
used for synchronization among the UEs.

3.7.3 Synchronization

Transmitter and receiver must be synchronized in order to conduct usefull measurements.
Synchronization is taking place at three different levels, which are described below.

Initial Synchronization

Initial synchronization is performed using a sliding window correlator on the SCH symbol
in the frequency domain. After successfull detection of the SCH, a channel estimate is
performed on the SCH. This channel estimate is used for coherent detection of the BCH
with a Viterbi decoder. Synchronization is declared only if the BCH can be detected
successfully, i.e., the cyclic redundancy check (CRC) is positive.

2Eurecom has a frequency allocation for experimentation around its premises.
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Synchronization Tracking

Due to the drifts of the sampling clocks of transmitter and receiver, as well as the
movement of the user, the synchronization needs to be adjusted constantly. This is done
by tracking the peak of the channel estimate of the SCH in the time domain. To avoid
jitter, the peak position is passed through a low-pass filter. If the peak position drifts
from the target position by more than 5 samples, the timing offset of the hardware is
increased (decreased) by one sample.

The receiver also continues to decode the BCH. If the BCH cannot be detected
successfully for 100 consecutive frames or more, the receiver declares itself out of sync
and the initial synchronization procedure is stared again. For successful decoding of the
BCH, a SNR of approximately 10 dB or more is required.

Multi-user Synchronization

In order to conduct multi-user measurements, all the UEs need to be frame-synchronized
to the BS. This is important for (i) synchronized start and stop of the data acquisition
and (ii) for the proper alignment of the measurement data from multiple users in the post
processing. Multi-user synchronization is achieved by using the frame number encoded
in the BCH. This frame number is also stored along with the measured channel at the
UEs for post processing.

3.7.4 EMOS Channel Estimation Procedure

Once the receiver is fully synchronized to the transmitter, the EMOS channel estimation
procedure is started. Note that this procedure uses all the 48 pilot symbols of a frame
(cf. Fig. 3.11) and thus provides a more accurate channel estimate than the one based
on the SCH symbol at the beginning of the frame, which is only used for synchronization
and coherent decoding of the BCH.

The EMOS channel estimation procedure consists of two steps. Firstly, the pilot
symbols are derotated with respect to the first pilot symbol to reduce the phase-shift
noise generated by the CardBus MIMO card. Secondly, the pilot symbols are averaged to
increase the measurement SNR. The channel is then estimated in the frequency domain
by multiplication of the derotated and averaged symbols with the complex conjugate of
the pilot symbol. The estimated MIMO channel is finally stored to disk. For a more
detailed description of the synchronization and channel estimation procedure see [63, 78].
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Chapter 4

Exploiting Channel Reciprocity in
MIMO TDD systems

Channel state information at the transmitter (CSIT) can greatly improve the capacity of
a wireless MIMO communication system. In a time division duplex (TDD) system CSIT
can be obtained by exploiting the reciprocity of the wireless channel. This however re-
quires calibration of the radio frequency (RF) chains of the receiver and the transmitter,
which are in general not reciprocal. In this chapter we investigate different methods for
relative calibration in the presence of frequency offsets between transmitter and receiver.
We show results of theses calibration methods with real two-directional channel mea-
surements, which were performed using the Eurecom MIMO Openair Sounder (EMOS).
We demonstrate that in a single-user MIMO channel and for low signal-to-noise (SNR)
ratios, the relative calibration method can increase the capacity close to the theoretical
limit.

4.1 Introduction

In a wireless communication system using antenna arrays, channel state information at
the transmitter (CSIT) can greatly improve the capacity of the wireless link. This gain
becomes even more significant in multi-user MIMO systems. CSIT can be acquired in
several ways. In time division duplex (TDD) systems, the physical forward and the
backward channel are reciprocal since they operate on the same carrier frequency [81].
In reality however, the communication channel does not only consist of the physical
channel, but also the antennas, RF mixers, filters, A/D converters, etc., which are not
necessarily identical for all devices. Therefore the system needs to be calibrated before
channel reciprocity can be exploited.

Contrarily to absolute calibration [82] where external reference sources are used to
measure and compensate for the imperfections of each RF chain independently, we focus
here on approaches relying on relative calibration [83]. In this context, the calibration
relies on the devices exchanging channel measurements, rather than on extra hardware.

Relative calibration can be formulated as a total least squares (TLS) problem either
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in the time domain or in the frequency domain. Efficient solutions exist for a couple
of special cases, such as SIMO or MISO or when the reciprocity matrices are assumed
to be diagonal (which is equivalent to having negligible cross-talk between the different
RF chains). In this work we include the effect of frequency offsets in the reciprocity
model and investigate their effect on the relative calibration. For the analysis in this
paper we use real two-directional channel measurements, which were performed using
the Eurecom MIMO Openair Sounder (EMOS) [4].

4.2 Reciprocity model

The investigated reciprocity model is based on the technique introduced in [83], whereby
the characteristics of the amplifiers at the transmitter and receiver are modeled with
linear time-invariant filters. Compared to [83] the model presented in this section also
contains the effects of up- and down-conversion and is thus able to model frequency
offsets between transmitter and receiver.

Let us consider a point-to-point TDD communications system involving two devices
denoted A and B. Denote the number of antennas at side A and B with NA and NB

respectively. As depicted in Fig. 4.1, the channel as seen by transceivers in the digital
domain, is comprised of the effective electromagnetic channel (C(t)), assumed identical
in both directions, and filters modeling the imperfections of the power amplifiers (TA,
TB) and low-noise amplifiers (RA, RB). In the case where antenna arrays are used, those
are vector-input, vector-output filters.

TA
-- C(t) RB

- -?

nB

RA C(t)T TB
� �

nA

-

? �� �

H(t)

G(t)

A B

Figure 4.1: Reciprocity model for the point-to-point case

In the ideal case, often considered in the literature, TA, TB, RA andRB are all identity
filters and carrier frequency at both sides are identical. In that case, the channels are
perfectly reciprocal without requiring calibration. Conversely, we investigate practical
methods applying to non-ideal cases. As the notations imply, the filters modeling the
amplifiers (TA, TB, RA, RB) are assumed to remain constant over the observed time
horizon. Let fA and f ′A denote the up-conversion and down-conversion frequencies at
side A, and fB and f ′B the up- and down-conversion frequencies at node B. It is very
likely that fA = f ′A and fB = f ′B since the mixers are normally driven by the same clock.
However, fA can differ significantly from fB, typically by up to one kHz.

For a given frequency f , the channel impulse response as measured by the digital
signal processor is the cascade of the up-conversion, the transmit filter, the electromag-
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netic channel, the receive filter, and the the down-conversion. The measured uplink and
downlink channel are thus modeled as:

G(t, f) = RB(f)e2πjf ′BtC(t, f)TA(f)e−2πjfAt, (4.1)

H(t, f) = RA(f)e2πjf ′AtC(t, f)TTB(f)e−2πjfBt. (4.2)

Note that in the sequel, we will omit the dependency on f , although it should be
kept in mind that that the flat-fading models used below hold independently for each
frequency, in typical OFDM fashion.

In the time domain, a similar set of equations is obtained by replacing products by
convolutions and matrices by linear filters in the Eqs. (4.1) and (4.2).

Departing from classical calibration techniques whereby TA, TB, RA and RB are esti-
mated and compensated individually, [83] introduced the concept of relative calibration.
It consists in introducing the filters PA = R−TA TA and PB = T TBR

−1
B . Eliminating C

from Eqs. (4.1) and (4.2), one obtains

(G(t)e−2πj(fA−f ′B)t) = P−1
B (H(t)T PAe

−2πj(fB−f ′A)t). (4.3)

fA− f ′B and fB − f ′A are residual frequency offset in the channel estimations of both
directions. There are two main methods on how to deal with the frequency offsets:
(i) Estimate the frequency offsets, compensate them, and apply a standard estimator
to estimate the reciprocity factors or (ii) estimate both the frequency offsets and the
receprocity factors jointly. Both methods are detailed in the following.

4.3 Estimation of the calibration factors without frequency
offsets

The frequency offsets can be estimated using several consecutive channel estimates of
G(t) and H(t). The problem is equivalent to the one of estimating the frequency of a
single complex sinusoid in noise-corrupted discrete-time samples. One efficient solution is
proposed in [84]. Once fA− f ′B and fB − f ′A are estimated, we compensate each channel
measurements which eliminates the effect of frequency offset. The problem therefore
reduces to an estimation problem without frequency offsets

G(t) = P−1
B H(t)T PA. (4.4)

In the considered point-to-point scenario, relative calibration consists in estimating
directly PA and PB, using eq. (4.4) and the measured values of G(t) and H(t). Once
these are known, the channel can be estimated through reciprocity using (4.4).

4.3.1 Design of reciprocity estimators for the point-to-point case

Let us consider a series of K bi-directional channel measurements, i.e. both G(t) and
H(t) are assumed to be measured simultaneously (or with negligible time difference) at
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times ti, i = 1 . . .K. We wish to design an estimator for (PA, PB) based on the noisy
channel measurements (Ĝ(ti), Ĥ(ti)), i = 1 . . .K. Considering one single frequency,
and dropping the index f for notational simplicity, the following estimator minimizes
the objective function suggested by the reciprocity relationship PBG(t)−H(t)TPA = 0.
Since this relationship only applies to the true channels, we allow for compensation terms
G̃(t) and H̃(t) to be added to Ĝ(t) and Ĥ(t), in the spirit of the Total Least-Squares
(TLS) technique [85], in order to account for the uncertainty due to the estimation noise:

(P̂A, P̂B) =

argmin
(PA,PB ,G̃i,H̃i),

s.t.||PA||22=1

K∑
i=1

∣∣∣∣∣∣∣∣PB (Ĝ(ti) + G̃i

)
−
(
Ĥ(ti) + H̃i

)T
PA

∣∣∣∣∣∣∣∣2
2

+
∣∣∣∣∣∣G̃i∣∣∣∣∣∣2

2
+
∣∣∣∣∣∣H̃i

∣∣∣∣∣∣2
2
. (4.5)

It can be seen from eq. (4.5) that if the compensation terms G̃ and H̃ are exactly
equal to the measurement noise, the first norm vanishes. The condition ||PA||22 = 1
ensures that the trivial solution (PA, PB) = (0, 0) is avoided. This condition is added
without loss of generality since the set of parameters (PA, PB) is over-determined: it can
be seen from eq (4.4) that the family of solutions where PA and PB are multiplied with
the same scalar factor indeed represents a single solution to the problem at hand.

4.3.2 Approaches to solve the minimization problem

The quartic (note e.g. the product between PB and G̃i, which are both components of the
variable under optimization) objective function defined in (4.5) makes the solution of the
optimization problem non trivial. For relatively small problem sizes, this is solvable by
standard non-convex optimization methods, although the complexity currently prevents
any real-time exploitation. Another avenue to reduce the complexity of the considered
estimation problem is to simplify the model above.

Frequency-flat SISO case

In the SISO case, the filters PA and PB are scalars and thus the products in (4.4)
commute. Letting P = P−1

B PA yields G(t) = H(t)P . Since both G(t) and H(t)
are affected by estimation errors, the estimate of P can be estimated as the clas-
sical total least-squares solution: collecting K pairs of measurements in the vectors
ĝ = [Ĝ(t1), . . . , Ĝ(tK)]T and ĥ = [Ĥ(t1), . . . , Ĥ(tK)]T , P̂ is estimated as

argmin
h̃,g̃,P

||h̃||22 + ||g̃||22 s.t. (ĥ + h̃)P = (ĝ + g̃). (4.6)

This TLS problem can be easily solved using the classical solution based on the singular
value decomposition (SVD) [86].
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MIMO with Diagonal Reciprocity Matrices

The model of eqs. (4.1) and (4.2) incorporates cross-talk between all antenna pairs in an
array. In reality, the effect of this phenomenon is negligible, making PA and PB diagonal.
This decouples the MIMO problem (4.4) into NANB SISO problems

[G(t)]i,j = [P−1
B ]i,i[H(t)]j,i[PA]j,j , (4.7)

which are solved as in Section 4.3.2.

Frequency-selective SISO case

The case of the frequency selective channel is not conceptually different from the flat-
fading problem, except for the added complexity due to the increased dimensions. Two
approaches can be envisioned:

1. A per-subband approach, in which the reciprocity estimator is applied indepen-
dently to each subband, i.e.,

G(t, f) = H(t, f)P (f). (4.8)

The complexity of this approach scales linearly with the transmission bandwidth,
however it fails to exploit the correlation across subbands between the reciprocity
parameters. This correlation is expected to be high, since the impulse responses
of PA and PB are expected to be extremely short in practice.

2. Estimating the reciprocity parameters in the time domain by transforming (4.8)
into the time domain:

G(t, τ) = H(t, τ) ∗ P (τ), (4.9)

Under the assumption that P (τ) is a FIR filter such that PB(τ) ∗P (τ) = PA(τ), a
solution to this problem is proposed in [83], based on the deconvolution algorithm
of [87].

Those two approaches outlined above are compared in Section 4.3.3 with simulation and
Section 4.5 over real measured data.

4.3.3 Accuracy and Complexity Comparison

In this section, we compare the numerical performance of the two methods envisioned
in Section 4.3.2.

Method 1: Consider the estimation of one P (f) from K = 20 channel estimations
for each subcarrier(Nc in total). The main part of computation is to find the right
singular vectors of a Nc by 2 matrix [ĝ, ĥ] [86], which are also the right eigenvectors of a
2 by 2 matrix [ĝ, ĥ]H · [ĝ, ĥ]. The latter can be calculated analytically and requires 8K
complex multiplications/additions, and a few other operations. Thus the complexity of
estimating all the subcarriers is around O(K ·Nc)
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Method 2: Essentially, this method constructs a STLS (Structured Total Least
Square) problem and uses numerical computation to solve a LS (Least Square) prob-
lem within each iteration. According to the fast algorithm provided in [87], it takes
(M1 ·M2) flops to solve an M1 by M2 LS problem. So in our case, the complexity will be
O(Lp ·Lch ·K ·Niter) FLOPS (real floating point operations, multiplication or addition),
where Lp is the length of the impulse response of the reciprocity filter P (t), Lch is the
length of the channel impulse response, Nrl is the number of estimations we use for the
estimator, and Niter stands for the average number of iterations. Fig. 4.2 shows the
average complexity while setting the stop criterion to 10−5 and 10−7 .

For the evaluation of the accuracy comparison, we perform a Monte Carlo simulation
consisting 1000 runs. The 2 methods are then applied to estimate the reciprocity P (f)
and P (τ) in frequency and time domain respectively. As another comparison of Method
2, a frequency domain filter which nulls out the non-used subband is applied upon the

estimation result of the FIR filter P (τ). The relative errors defined by ‖P̂ (f)−P (f)‖2
‖P (f)‖2 are

briefly shown in Fig. 4.2 and 4.3. It can be seen in Fig. 4.3 that the performance curve
of the unfiltered time domain estimate turns flat in high SNR because the influence of
the filter dominates the relative error. It’s obvious that despite of close accuracy, the
estimator in frequency domain significantly outperform its counterpart in time domain
in the aspect of complexity.
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4.4 Joint estimation of frequency offset and reciprocity
factors

Another way of dealing with the frequency offsets is by including them in the estimation
procedure. Therefore we rewrite Equation 4.3 as

(G(t)e−2πjfot) = P−1
B (H(t)T PA), (4.10)
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where fo = (fA− f ′B + f ′A− fB) is the frequency offset between transmitter and receiver.
Taking channel estimates at time instances t1, . . . , tK results in

G(tk)e
−jφk = P−1

B (H(tk)
T PA), t1, . . . , tK , (4.11)

where φk = 2πfo(tk − t0), k = 1 . . .K is the unknown phase offset due to the frequency
offset at measurement k. We observe the following:

• the φk are only significant modulo 2π,

• if tk − t0 gets large, the estimation accuracy of fo must be extremely high in order
to guarantee acceptable accuracy on the φk. Indeed, let f̂o = fo + ε and φ̂k =
2πf̂o(tk− t0), thus φ̂k−φk = 2πε(tk− t0). Since the φk are only significant modulo
2π, it is clear that the desired accuracy lies in the regime where |φ̂k − φk| � 2π,
i.e. ε � 1

tk−t0 . In practice, since tk − tk−1 should be larger than the channel
coherence time for the reasons mentioned above, we expect tK− t0 to be measured
in seconds. It is therefore clear that the sub-Hz accuracy required for f̂o is out of
reach for state-of-the-art frequency offset estimators.

In light of the above, we choose to consider the over-parameterized model in (4.11), and
treat φ1 . . . φK as nuisance parameters. Similar to the case without frequency offsets,
we now need to introduce a noisy version of (4.11), formulate relative calibration as a
structured TLS estimation problem, and propose an iterative solution. Please refer to
[6] for details.

4.5 Validation Using Measured Data

In order to check the validity of the model in (4.11), and to assess the performance of
relative calibration in a practical system, the proposed algorithm was applied to mea-
surements collected using the Eurecom MIMO OpenAir Sounder (EMOS), a subsystem
of the OpenAirInterface LTE testbed (http://www.openairinterface.org).

4.5.1 EMOS Hardware

The hardware used for the user equipment (UE) is depicted in Fig. 4.4. It consists of PC
running the software modem, the Express MIMO board, the LIME RF front-end, and
an antenna. The base station (eNB) is similar with the difference that the RF front-end
and the antennas are duplicated.

Express MIMO is a baseband processing board, which comprises two FPGAs: one
Xilinx XC5VLX330 for real-time embedded signal processing applications and one Xilinx
XC5VLX110T for control. The card uses an eight-way PCI express interface to commu-
nicate with the host PC. The card employs four high-speed A/D and D/A converters
from Analog Devices (AD9832) allowing to drive four RF chains using quadrature mod-
ulation. In the current setting the ADAC are configured to 7.68 MSPS (corresponding
to the LTE 5MHz bandwidth allocation).
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Figure 4.4: User equipment (UE) used in the measurements.
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Figure 4.5: Frame structure for LTE TDD type 3

As an RF front-end we have used a custom design based on the LMS6002D evaluation
boards from Lime Microsystems. Up to four such front-ends can be connected, each
independently tunable from 300 MHz to 3.8 GHz with a maximum output power of
0dBm. However, the current filters limit the carrier frequency to the band around
1.9GHz.

4.5.2 Measurement methodology

System overview A software modem running under the control of the real-time ap-
plication interface (RTAI) of a standard Linux operating system uses the Express MIMO
card as a baseband signal acquisition and transmission subsystem. The software modem
implements a large part of the 3GPP LTE Rel 8.6 standard. For the measurements
we used TDD configuration 3, depicted in Fig. 4.5. It consists of 6 downlink (DL)
subframes, 3 uplink (UL) subframes, and one special subframe (SS).

On the DL, we use the cell specific LTE reference symbols (CS-RS) to estimate
the channel. We use linear interpolation in the frequency domain to obtain a channel
estimate for the whole bandwidth. On the UL, we allocate the whole bandwidth to one
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single UE in subframe 4 and use the corresponding demodulation reference symbols (DM-
RS) to estimate the channel. Since these RS are available over the whole bandwidth, we
do not need interpolation. More details on the measurement methodology can be found
in [88].

Measurement Collection For the measurements we set up one eNB with two an-
tennas and one UE with one antenna in Eurecom’s lab (static setup). The eNB was
collecting channel measurements for the UL while the UE was collecting channel mea-
surements from the DL. The measured data was processed offline in Matlab. To estimate
the reciprocity parameters, we used 10 consecutive samples of from the DL channel es-
timates from subframe 4 and the UL channel estimate from subframe 5.

Measurement Post-processing Apart from the frequency offset, timing drifts are
also present due offset between the clocks of the UE and eNB. The UE therefore needs to
continuously adjust the frame start in order to stay synchronized with the eNB. These
drifts and the resulting adjustments do not harm the normal (frame-based) modem
operations. However, for the reciprocity calibration procedure they need to be reverted.
Since these timing drifts are logged by the UE, they can be simply compensated by
resampling the impulse responses (using a standard Lanczos filter) so that the peaks of
the impulse responses are always on the same sample.

4.5.3 Performance Metrics

The metric adopted here to evaluate the quality of the reciprocity-based CSIT estimation
is again the achieved mutual information. Since MISO channels are considered, CSIT
is exploited by doing maximum-ratio combining at the transmitter independently for
each frequency of the 512 subcarriers of the OFDM modulation. The transmitter power
is assumed constant over the considered bandwidth. The following mutual information
expressions should be understood to be applied on a subcarrier basis. Denote the MISO
channel for one subcarrier as hF and its estimate with ĥF Assume that we want to
transmit from A to B. We can distinguish three cases, depending on whether perfect,
partial, or no channel state information is available at the transmitter (CSIT). For each
case we evaluate the maximum achievable mutual information:

1. The channel is known only at B: The optimal transmission strategy is Alamouti

coding which has capacity C1 = log2

(
1 + ES

NAN0
hFhHF

)
, where ES/N0 the SNR

and NA = 2 is the number of transmit antennas.

2. The channel is known to A and B: here we can do optimal beamforming and the

capacity is C2 = log2

(
1 + ES

N0
hFhHF

)
.

3. A has only knowledge of ĥF (estimated from the reciprocity matrices) and B knows
hF . We assume that we use the same transmission scheme as in case 2, but now
the beamforming vector does not match the actual channel. Denote with v the
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right singular vector of ĥF corresponding to the largest singular value (optimal

beamforming vector). Then C3 = log2

(
1 + ES

N0
hFvvHhHF

)
.

Fig. 4.6 depicts the above performance metrics obtained by applying the estimated
calibration factors to a part of the measurements taken 3 seconds after the calibration
period. Additionally we also show the performance for the following cases: (i) we do not
perform any calibration, i.e., we assume that h = g; (ii) we use the calibration algorithm
from [83] and ignore the frequency offset; and (iii) we compensate the frequency offset
before using the algorithm from [83]. Remarkably, the capacity curve obtained with the
channel reconstructed from the estimated calibration factors is almost as good as the
one obtained for perfect CSIT. Furthermore, we see that the method of compensating
the frequency offset before the reciprocity estimation also works somehow, but none of
other methods work well - their performance is almost the same as the case where there
is no CSIT at all.

4.6 Conclusions

In this chapter we have shown how to practically exploit channel reciprocity in a MIMO
TDD system in order to obtain channel state information at the transmitter. We have
verified the method using real two-way MIMO channel measurements that were con-
ducted using the Eurecom MIMO Openair Sounder (EMOS). It was shown that the
method is able to increase the capacity of a single-user MIMO system close to the the-
oretical limit.

The channel measurements used in this paper are synchronized over the air as in a
real system. This kind of synchronization results in frequency offsets since the clocks
at the two nodes are not identical. The frequency can be compensated using standard
methods, but residual frequency offsets will always remain. While these residual offsets
might not have an impact on standard receiver design, they do have a big impact on
the exploitation of channel reciprocity, since even the smallest offset of a few Hz will
accumulate and make the UL and DL channels non-reciprocal within a few seconds.

We have therefore introduced a time-domain relative calibration algorithm that
jointly estimates the frequency offsets and the reciprocity factors. The proposed method
and has been shown to provide accurate reciprocity-based CSIT in the presence of real-
istic impairments due to offsets between clock frequencies.
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Figure 4.6: Mutual information of the six cases (from top to bottom): G is known at A
and B (perfect CSIT); A has only knowledge ofGest (estimated using the joint estimator),
and B knows G (CSIR + estimated CSIT (joint f.o. estim.)); A has only knowledge of
Gest (estimated using the standard estimator after frequency offset compensation), and
B knows G (CSIR + estimated CSIT (f.o. comp.)); G is known only at B (CSIR only);
A has only knowledge of Gest (estimated using the standard estimator with no frequency
offset compensation), and B knows G (CSIR + estimated CSIT (no f.o. comp.)); A uses
H as an estimate for G, and B knows G (uncalibrated CSIT).
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Chapter 5

Interference-Aware Receiver
Design for MU-MIMO in LTE:
Real-Time Performance
Measurements

Multiuser (MU) MIMO is a promising technique to significantly increase the cell capacity
in LTE systems. However, users scheduled for MU-MIMO may still experience strong
MU interference if the channel state information at the basestation is outdated or in
small cells with a limited number of users available. To tackle the MU interference, an
interference-aware (IA) receiver design is employed. Unlike the interference-unaware (IU)
receiver, the IA receiver exploits the information about the interfering data stream in the
decoding process, resulting in a significant performance gain while maintaining a mod-
erate complexity. We evaluate the performance of both receivers in terms of throughput
through real-time measurements carried out with the OpenAirInterface, an open-source
hardware/software development platform created by Eurecom. The measurement results
show that the IA receiver achieves significantly higher data rates compared to the IU
receiver if the user has multiple receive antennas.

5.1 Introduction

It is wellknown that multiuser (MU) multiple-input multiple-output (MIMO) transmis-
sion can significantly increase the cell throughput compared to single-user (SU) MIMO
transmission due to MU diversity. Therefore, MU-MIMO is already implemented in the
3GPP long-term evolution (LTE) standard Rel 8[89], where it is referred to as transmis-
sion mode (TM) 5. However, since TM5 only supports two co-scheduled user equipment
(UE) with a single data stream each, the MU-MIMO mode has been extended in TM8
and TM9 in LTE Rel 9 and 10, respectively, by introducing UE-specific (precoded) ref-
erence signals (RS) [90, 91]. In TM8 and TM9 the base station (referred to as eNB in
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the context of LTE) can schedule up to four users with a single data stream where both
precoding technique and number of co-scheduled users are entirely transparent to the
UE.

In MU-MIMO, the throughput at the UEs greatly depends on the amount of in-
terference from co-scheduled users. This MU interference can be managed at the eNB
through efficient precoding or at the UE via interference cancellation. If the precoding is
effective, there will not be any significant MU interference at the UEs and thus no need
to cancel that residual interference. However, in TM5 where the precoding is based on
a very limited set of possible precoding vectors, efficient precoding can only be achieved
if the number of users in the cell is large. The same holds true for non-based precoding
schemes as enabled in TM8 and TM9, unless very accurate channel state information is
available at the eNB, which in turn is very difficult to obtain.

Consequently, the precoding is likely to be incapable of efficiently mitigating the MU
interference at the UEs especially in small cells with a very limited number of users.
Therefore, it is of paramount importance that the UEs are able to effectively mitigate
the residual MU interference by exploiting its structure.

To achieve effective interference mitigation at the UE, different receiver designs have
been proposed in the literature. [92] propose an optimal simplified interference-aware
(IA) receiver based on the maximum likelihood (ML) criterion. However, the optimal IA
receiver requires knowledge of the interfering symbol constellation, which is unavailable
to the UE. Therefore, [92] propose to use a fixed constellation and shows that the perfor-
mance degradation of the sub-optimal IA receiver is acceptable. [93] try to overcome this
disadvantage of the IA receiver by implementing an interference modulation estimator
prior to the IA receiver. It is shown through simulations that this joint receiver outper-
forms the IA receiver with fixed interfering modulation especially when the interference
power is high. The question of the performance-complexity tradeoff of different receivers
is addressed [94], where a linear receiver termed interference rejection combiner (IRC)
is applied to MU-MIMO. Based on simulation results under various channel conditions,
the authors conclude that the IRC achieves the best performance-complexity tradeoff.
However, it is important to note that the simulation results [94] assume an infinite num-
ber of potential users suggesting that the MU interference is rather low. Under higher
interference levels, the simulation results [93] show a significant performance loss of the
IRC compared to the IA receiver. However, in practice, the amount of MU interference
is highly dependent on the algorithms (scheduling, precoding) implemented at the eNB
and it is therefore difficult to identify a “typical” MU-MIMO scenario.

In this chapter, we focus on TM5 applied in small-cell scenarios with few users in the
cell resulting in high residual MU interference at the UEs. The focus on TM5 is further
motivated by the fact that at lower bandwidths (5 MHz and lower), the number of
possible UE-specific downlink control information (DCI) in the PDCCH is limited and it
is very likely that the eNB is unable to co-schedule more than two UEs. We implemented
the IA receiver proposed [92] on the OpenAirInterface real-time platform[95] and evaluate
its performance through measurements under realistic channel conditions.

The remainder of this chapter is organized as follows. Section 5.2 introduces the
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system model and briefly reviews the IA receiver design. In Section 5.2.3 we carry
out simulations to evaluate the IA receiver performance under false assumptions on the
interfering symbol constellation. Section 5.4 describes the real-time measurement setup
and presents our results. Finally, Section 5.5 gives conclusions.

Notation: In the following, boldface lower-case and upper-case characters denote vec-
tors and matrices, respectively. The operators (·)H and E[·] denote conjugate transpose
and expectation, respectively. The N×N identity matrix is denoted IN , <(z) and =(z)
are the real and imaginary part of z ∈ C, respectively. The imaginary unit is denoted i.
A random vector x ∼ CN (m,Θ) is complex Gaussian distributed with mean vector m
and covariance matrix Θ.

5.2 System Model

Consider a system with an nt-antenna eNB and K scheduled UEs, each endowed with
nr receive antennas. We assume that the eNB transmits a single stream sk to UE k (k =
1, 2, . . . ,K) and applies a linear precoding technique. Under narrow-band transmission,
the received signal yk ∈ Cnr of user k takes the form

yk = Hkgksk︸ ︷︷ ︸
useful signal

+ Hk

K∑
j=1,j 6=k

gjsj︸ ︷︷ ︸
MU interference

+ nk︸︷︷︸
noise

, (5.1)

where Hk = [hk1,hk2, . . . ,hknr ]
H ∈ Cnr×nt is the channel from the eNB to UE k, G =

[g1,g2, . . . ,gK ]nt×K is the concatenated precoding matrix and nk ∼ CN (0, σ2Inr) is the
noise vector. Defining the effective channels of user k as h̄i , Hkgi (i = 1, 2, . . . ,K),
the received signal reads

yk = h̄ksk +
K∑

j=1,j 6=k
h̄jsj + nk. (5.2)

The key challenge in MU-MIMO is to minimize the MU interference. This interference
can be mitigated at the eNB by computing an appropriate precoder G or the interference
can be accounted for in the receiver by exploiting its potential structure. It is well-
known that efficient interference mitigation at the eNB requires precise downlink channel
knowledge which can only be acquired through extensive user feedback. On the other
hand, interference management at the receiver necessitates an estimate of the effective
channels h̄i as well as the interfering symbol alphabet Aj , sj ∈ Aj (j 6= k). In the
following sections, we discuss the LTE MU-MIMO mode in more detail.

5.2.1 MU-MIMO in LTE Release 8

LTE Release 8 [89] defines MU-MIMO in TM 5 where two UEs can be scheduled simul-
taneously each receiving a single data stream. The UEs are aware of a co-scheduled user
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through the downlink power offset value signaled in the DCI. Moreover, LTE Release 8
adopts a codebook-based precoding scheme as a compromise between performance and
feedback overhead. The codebook G for nt = 2 is defined as

G =
1√
2

{(
1
1

)
,

(
1
−1

)
,

(
1
i

)
,

(
1
−i

)}
(5.3)

and gk ∈ G. Since this codebook only offers a very limited choice of precoding vectors,
there will remain a significant amount of MU interference at the UEs especially in small
cells with few users. Therefore, it is crucial to implement an IA receiver which exploits
the knowledge about the MU interference, as opposed to an IU receiver that treats the
interference as noise.

5.2.2 MU-MIMO in LTE Release 9 and Beyond

The LTE Releases 9 and beyond allow for MU-MIMO transmission with UE-specific
reference symbols (RS) defined as TM8 (Rel 9) and TM9 (Rel 10). Transmission modes
8 and 9 enable the scheduling of up to four users with a single data stream or up to two
users with two data streams each. The UE-specific RS are precoded the same way as the
data, thus leaving the actual precoding open to implementation and entirely transparent
to the UEs. Hence, the users are completely oblivious to whether the eNB applied a linear
precoding technique like zero-forcing (ZF) or regularized ZF[53, 96] or even a nonlinear
technique as Tomlinson-Harashima precoding. However, note that such non-codebook-
based approaches require accurate downlink channel estimate at the eNB which can
only be obtained via quantized codebook-based feedback in FDD systems. Furthermore,
with UE-specific RS the UE does not know if there are any co-scheduled users or if it
is operating in SU-MIMO mode. If the precoding is working well, there will not be any
significant MU interference and thus an IA receiver will not improve the performance
compared to an IU receiver. The UE can monitor the power of the interfering streams
by estimating the effective channel h̄j since the UE-specific RS among the potentially
co-scheduled users are quasi-orthogonal. Subsequently, if the interference power ‖h̄j‖2
exceeds some given threshold, the UE will cancel this interference with an IA receiver.

Recently [8] to study the potential advantages of providing additional information
to the UE in order to support its interference cancellation abilities. In the context of
MU-MIMO, such information could include the interfering modulation order and the
number of interferers (co-scheduled users). If the UE receiver is capable of decoding and
subtracting the interfering data stream, then information about the interfering MCS and
resource allocation is required. This could be achieved by providing the UE with the
RNTI of the interfering users to decode the interfering DCIs and subsequently the data
for successive interference cancellation.

In our context of TM5 and the IA receiver, only information the interfering mod-
ulation order (QPSK, 16QAM or 64QAM). The measurements presented in this how
valuable this is under different propagation environments.
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5.2.3 Interference-Aware Receiver

The IA receiver design has been proposed in [92] and exploits the potentially available
information about the MU interference, i.e., the interfering effective channels h̄j (j 6= k)
and the interfering symbol constellation Aj . In the following, we briefly review the prin-
ciple of the IA receiver. As discussed in the previous section, each user has access to the
effective channels h̄j either through cell-specific RS and the a-priori known codebook like
in LTE Rel. 8, or through UE-specific RS as in LTE Rel. 9 and beyond. Concerning the
interfering symbol constellations Aj , this information is not readily available to the UEs.
The symbol alphabets Aj could be estimated from the statistics of the received signal
but this approach is rather difficult and computationally complex. However, through
simulations in the subsequent section, we show that assuming identical alphabets, i.e.,
Aj = Ak∀j performs very well even if the true interfering constellation is different.

To compute the log-likelihood ratios (LLRs) Λ, we apply the classical maximum-
likelihood (ML) criterion with subsequent Max-log approximation. We focus on UE k
and hence drop the index k. The minimum distance λ reads

λ = max
si∈Ai

−
∥∥∥∥∥y −

K∑
i=1

h̄isi

∥∥∥∥∥
2
 . (5.4)

For nt = K = 2, omitting the common term ‖y‖2 and separating into real and imaginary
parts we obtain

λ = max
s1∈A1
s2∈A2

{
− ‖h̄1‖2|s1|2 − ‖h̄2‖2|s2|2

+ 2[<(ȳ1)<(s1) + =(ȳ1)=(s1)]

+ 2|η1||<(s2)|+ 2|η2||=(s2)|
}
, (5.5)

with

η1 = <(ρ12)<(s1) + =(ρ12)=(s1)−<(ȳ2) (5.6)

η2 = <(ρ12)=(s1)−=(ρ12)<(s1)−=(ȳ2), (5.7)

where we defined the matched filter outputs ȳ1 , h̄H
1 y, ȳ2 = h̄H

2 y and the correlation
coefficient ρ̄12 , h̄H

1 h̄2. Note that in (5.5) we do not require the sign of the interfering
symbol s2 since (5.5) is maximized if <(s2) and =(s2) have the opposite signs of η1 and
η2, respectively. Moreover, the search space for the ML detection can be reduced by one
complex dimension since both η1 and η2 are independent of s2 and hence by equating the
derivative of (5.5) to zero the optimal values of |<(s2)| and |=(s2)| are directly given. For
detailed expressions of the LLRs under various symbol alphabets the reader is referred
to [92].

The above IA receiver is able to cancel a single interferer. An extension to multi-
interference cancellation is not straight-forward since the optimal interference amplitude
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can only be directly computed for one interfering symbol. To cancel more than one
interferer requires a full ML detection, which quickly increases the complexity of the
receiver. The UE can monitor the strength of the interfering users and decide to cancel
the strongest interferer if beneficial.

5.2.4 Precoder Selection

User k selects the precoding vector g?k that maximizes his desired effective channel
magnitude ‖Hkgk‖, i.e.,

g?k = arg max
g∈G

{‖Hkg‖}. (5.8)

and sends the corresponding precoding matrix indicator (PMI) to the eNB. In the test
configuration presented in this paper, we always assume that two users with orthogonal
precoding vectors are scheduled for transmission. Moreover, the above maximization is
carried out over the average channel per sub-band as opposed to wideband PMI [94].

5.3 Simulation Results

Before carrying out real-time measurements, we do link-level simulations to identify the
performance loss incurred by a false assumption on the interfering constellation Aj .
Given various modulation and coding schemes (MCS), we measure the BLER for the
SCM-C channel model and average over 10 000 independent channel realizations.

Figures 5.1,5.2 and 5.3 show the simulation results for QPSK, 16 QAM and 64 QAM
interference, respectively. From these figures it can be observed that if the desired user
has a QPSK constellation then the assumption on the interfering constellation has little
impact on the IA receiver performance. Even the IU receiver performs almost as well as
the IA receiver. If the desired user constellation is 16 QAM or 64 QAM, we observe that
the performance loss is more significant, especially if the interfering modulation order
is high but a low modulation order is assumed. From these simulations we conclude
that the assumption Aj = Ak∀j is robust and results only in a small performance loss.
Even under a false assumption on Aj the IA receiver always outperforms the IU receiver
significantly.

We are now interested in the computational complexity of the IU and IA receiver
and choose to measure the processing time of each receiver on an IntelR XeonT CPU
E5-2690 core clocked at 3 GHz. It should be noted that the implementation makes
heavy use of the Streaming SIMD Extension (SSE) 4 instruction set. The results are
presented in Figure 5.4, where we assume that A1 = A2 and also plot the processing time
of the Turbo decoder for comparison. From Figure 5.4, we observe that the processing
time of the IU receiver increases only slightly with the modulation order whereas the
IA receiver complexity increases significantly. For 64QAM the processing time of the IA
receiver is almost 5 times that of the Turbo decoder and 12 times the amount of the
IU receiver. Although the IA receiver greatly increases the computational complexity at

78



0 5 10 15 20 25 30 35 40
10−3

10−2

10−1

100

MCS1 =9 MCS1 =16

MCS1 =20

SNR [dB]

B
L

E
R

IA, A2 =Q4

IA, A2 =Q16

IA, A2 =Q64

IU

Figure 5.1: QPSK interference, BLER vs. SNR, MCS1 = {9, 16, 20}, MCS2 = 9, nr = 2,
SCM-C, no HARQ, 10 000 channel realizations.
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Figure 5.2: 16QAM interference, BLER vs. SNR, MCS1 = {9, 16, 20}, MCS2 = 16,
nr = 2, SCM-C, no HARQ, 10 000 channel realizations.
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Figure 5.3: 64QAM interference, BLER vs. SNR, MCS1 = {9, 16, 20}, MCS2 = 20,
nr = 2, SCM-C, no HARQ, 10 000 channel realizations.

Parameter Value

Carrier Frequency 1907.6 MHz
System Bandwith 5 MHz
TDD Configuration 3
DL Transmit Subframe 7
UL Transmit Subframe 3
RB Allocation 8191 (all 25 RBs)
Number of PDCCH symbols 1

Table 5.1: System Configuration Parameters

high modulation orders, it is precisely in that region where the subsequent measurements
show a tremendous performance gain over the IU receiver. Note that the real-time
implementation of the LLR computation uses multiple threads to meet the real-time
requirements.

5.4 Real-time Measurements

In this section we describe the real-time measurement setup and assumptions, the equip-
ment and the different measurement scenarios. The throughput is measured for both IU
and IA receivers in TM5.
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Figure 5.4: Processing time per subframe of the IA and IU receiver with nr = 2

5.4.1 Setup

For the test setup, we configured Time-Division Duplex (TDD) mode on LTE band 33
(1900–1920MHz). The eNB has two antennas for transmission and reception whereas
the UE uses one antenna for transmission and one or two antennas for reception. The
important system configuration parameters are summarized in Table 5.1.

In subframe (SF) 3, the UEs transmit their measured PMIs on the PUSCH which is
subsequently used in SF 7 by the eNB to precode the signals of both users. In our test
setup, only SF 7 carries downlink data.

Note that in TM5, the data for the interfering UE (user 2) always occupies exactly
the same time-frequency resources as the data for user 1, because the downlink (DL)
power offset parameter, signaled in the DCI and indicating the presence of another user,
is valid for the entire subframe. In TM8 and TM9, the interference could only be present
partially within a codeword the IA receiver should only be applied to those resources
with interference otherwise, in absence of interference, the IA receiver will perform worse
than the IU receiver. As previously mentioned, the presence of an interfering user could
be determined by monitoring the interference power and applying a suitable threshold
to decide if interference cancellation is used.

In the measurements we use two IA receivers. One IA receiver assumes that the
interference modulation order is the same as the desired modulation order. This receiver
is simply termed ” IA” The other receiver is assumed to obtain the correct interfering
modulation order through network-aided (NA) signaling and is referred to as ” NA-IA”
receiver.

81



5.4.2 Assumptions

In the measurements, we consider the scenario where only users are available for TM5.
The eNB always uses the PMI reported by user 1 (the desired user) and assigns orthog-
onal PMIs to user 2 regardless of the PMI report of user 2. This scheduling scheme
is optimal for user 1 but suboptimal for user 2 and from a cell capacity point of view.
However, since we focus on the throughput of user 1, this scheduling scheme is adequate.
This assumption is realistic in small cells where the number of users is likely to be small
and orthogonal PMIs might not be available which will result in higher MU interference.

Concerning the PMI feedback, we make several assumptions. First, we ensure that
the uplink (UL) is always error-free by transmitting with sufficient power. This is nec-
essary to avoid errors in the PMI would impair our receiver performance measurements.
Secondly, we implement sub-band PMI measurements similarly to TM6, which is not
foreseen in LTE Rel 8 but later in Rel 9 and beyond. However, this has no impact on
the relative performance of IA and IU receiver.

Since the PMI is measured in SF 2 and applied in SF 7, the channel is supposed to
be approximately constant during 5 SFs or equivalently 5 ms, which the case during the
measurements.

The LTE modem ran without protocol stack (no Hybrid ARQ) and UL and DL
resources were statically configured. Note that, although we disabled the higher layers
for this measurements, a similar MU-MIMO setup has been successfully demonstrated
with complete protocol stack during the SAMURAI project [97, 98].

During the measurements, the receiver type is changed per frame and MCS1 is
random and uniformly distributed between 0 and 27. To make MCS2 available to the
NA-IA receiver without explicit signaling, it is coupled to the system frame number
(SFN) as MCS2 = SFNmod28 . Although MCS2 is not truly random, no significant
change in performance compared to a random MCS2 has been observed. Moreover,
each of the subsequent results was obtained by measuring over a time period of about 2
minutes.

5.4.3 Equipment

The measurements are carried out with the EURECOM experimental OpenAirInterface
(OAI) platform. The OAI implements a defined radio of the 3GPP LTE Rel 8.6 standard
which runs on common x86 Linux machines. To ensure real-time operation, we utilize
the real-time application interface (RTAI). Furthermore, the real-time signals are trans-
mitted via the PCIxpress interface to the EURECOM Express MIMO 2 board (Figure
5.5), where the base-band signal is modulated and transmitted via an additional RF
front-end as depicted in Figure 5.6. The Express MIMO 2 board is able to receive and
transmit on channels independently and for a wide range of frequencies.

5.4.4 Scenarios

We consider three different scenarios
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Figure 5.5: Express MIMO 2 board

Figure 5.6: User equipment with RF board

83



0 2 4 6 8 10 12 14 16 18 20 22 24
0

100

200

300

400

500

600

700

800

MCS1

av
er

a
g
e

th
ro

u
g
h

p
u

t
[k

b
p

s]

IU
IA
NA-IA

Figure 5.7: MCS1 vs. average throughput with nr = 1, indoor scenario.

1. Indoor scenario (UE is inside building, eNB is outside) to measure throughput for
different number of receive antennas

2. Outdoor scenario with a strong line-of-sight (LOS) channel

3. Outdoor scenario with non-LOS (NLOS) channel conditions

In all scenarios the UE is moved at low speeds to avoid a strong Doppler effect but to
allow for an averaging of the performance over sufficiently different channel realizations.

5.4.5 Measurement Results

The throughput measurements for all three scenarios are presented in the following
sections.

Scenario with Variable Number of Receive Antennas

The measurement setup consists of an eNB situated outside on top of the EURECOM
building and the UE placed inside the building.

Figure 5.7 and Figure 5.8 show the average throughput of IU, IA and NA-IA receivers
with one or two receive antennas, respectively, for different values of MCS1. From these
figures we observe that, for QPSK (MCS 0,1,. . . ,9), all receivers achieve about the same
throughput irrespective of the number of receive antennas.

From Figure 5.7, we observe that the IA receiver does not offer a significant through-
put increase if only a single receive antenna is available. However, the NA-IA can achieve
moderately higher throughput for higher MCS.
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Figure 5.8: MCS1 vs. average throughput with nr = 2, indoor scenario

With two receive antennas the performance of the IA and NA-IA receivers improve
drastically (Figure 5.8), whereas the IU receiver shows a small performance loss which
may be explained by the varying channel conditions. The NA-IA receiver outperforms
the IA receiver for MCS1 > 16, for 64QAM modulation.

We conclude that an IA receiver can significantly improve the performance of the
UE in TM5, especially if an additional receive antenna is present to allow for effective
interference mitigation. Furthermore, the NA-IA can improve the performance if 64QAM
modulation is used.

Outdoor scenario with strong line-of-sight component

Figure 5.9 shows the measurement environment with the UE in the foreground and the
eNB on the roof in the background. During the measurement we move the UE slowly in
one direction and back multiple times.

Figure 5.10 depicts the measurement results for all three receivers. It can be observed
that both IA and NA-IA receiver achieve maximum throughput for MCS1 = 16 and
the IU receiver at MCS1 = 14. Although the maximum throughput of IA and NA-IA
receiver are almost identical, the NA-IA achieves a significantly higher throughput for
MCS1 > 16, for 64QAM modulation.

Outdoor scenario without line-of-sight component

Figure 5.11 shows the NLOS environment, where the UE was slowly moved straight until
the bridge.

The throughput results for a NLOS channel are presented in Figure 5.12. It can
be seen that the difference in maximum throughput between IA and NA-IA receiver
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Figure 5.9: Outdoor scenario with strong LOS channel
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Figure 5.10: MCS1 vs. average throughput with nr = 2, outdoor scenario with strong
LOS channel.
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Figure 5.11: NLOS environment with eNB on the roof of left building

is negligible and almost identical compared to the results in the LOS environment.
Moreover, as in the LOS channel, the NA-IA receiver significantly outperforms the IA
receiver for 64QAM modulation. These results suggest that the relative performance
of IA and NA-IA receiver is robust to the propagation environment, , their throughput
difference is similar in LOS and NLOS channels.

Regarding the IU receiver, we observe significant performance degradation in NLOS
compared to LOS channels especially for MCS1 > 12. For instance, the maximum
throughput in LOS of 481 kbps to 428 kbps in NLOS channel. Even more drastic is
the loss at higher order modulations, for MCS1 = 17 the throughput decreased from
273 kbps to 137 kbps. We conclude that the IU receiver benefits significantly from LOS
environments especially at higher order modulations. This is in line with the findings
[94], wh show that channel correlation is beneficial for MU-MIMO. The LOS component
of the channel increases the channel correlation and hence renders the precoding more
effective, resulting in lower MU interference.

5.5 Conclusion

This chapter evaluated the potential performance improvements of IA receiver designs
over an IU receiver in TM5 through real-time field measurements in LOS and NLOS
propagation environments.

In case of single receive antenna the measurements indicate that the IA receiver offers
almost no advantage compared to the IU receiver.

However, for both single and dual antenna receivers, the measurements revealed that
the NA-IA receiver significantly outperforms the IA receiver for higher order modula-
tions, 64QAM. This result suggests that the signaling of the interfering modulation order
can greatly improve performance in case 64QAM is applied. For lower order modula-
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Figure 5.12: MCS1 vs. average throughput with nr = 2, outdoor scenario with non-LOS
channel.

tions the simplified IA receiver without knowledge of the interfering modulation order
performs equally well as the NA-IA.

Moreover, the measurements indicate that the IU receiver benefits significantly from
LOS channels compared to the IA receivers especially at higher order modulations. In
case of QPSK even the IU receiver achieves the same throughput as the IA receivers.

We conclude that a UE with IA receiver can greatly increase both cell and user
throughput especially with additional network assistance.
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Chapter 6

Physical layer abstraction for LTE

We present an in-depth performance analysis of the gains of physical layer (PHY) ab-
straction when compared to a full implementation of the physical layer. The abstraction
model uses either effective signal to noise plus interference (SINR) mapping or mutual
information effective SINR mapping and covers different transmission modes as well as
support for hybrid automatic repeat request. Using the OpenAirInterface LTE system
level simulator we show that for a simple network with one base station and two user
equipments these PHY abstraction techniques decrease the simulation time by a factor
of up to 100 while providing the same accuracy as with the full PHY implementation.

6.1 Introduction

System level simulations are an integral part of performance evaluations of mobile com-
munication networks. Typically these system level simulators implement small networks
with 10-20 base stations (called eNB in LTE) and several hundred user equipments
(UEs). Also channel models, mobility models, and traffic models are often also included
in such simulators. To motivate the use of physical layer (PHY) abstraction in system
level simulators consider the following example experiment, carried out using the Ope-
nAirInterface LTE system level simulator (oaisim) [95]. The top-level parameters of the
experiment are given in Table 6.1. Note that the OpenAirInterface uses heavily opti-
mized C code and single-input multiple-data (SIMD) instructions, both for the MODEM
and for the channel convolution. The experiment has been carried out on a PC with an
Intel Core i5 CPU running at 3.33GHz. The process has been pinned to one CPU and
its priority has been set to the maximum to avoid swapping. An overview of where time
is spent in the system level simulator is given in Figure 6.1, which shows the processing
time needed for one subframe (1ms). It can be seen that 85% of the time is spent in
the channel simulation, that is generation of the random channel, interpolation to the
right sampling rate, and convolution of the signals with the channel. Although the UE’s
receiver is operating at its full capacity, it only makes up 10% of the total simulation
time. In total 95 % of the simulation time is spent on the PHY and the channel.
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Parameter Value

No. eNBs 1
No. UEs 1

Path loss model PLdB = 128 + 36.7 · log10(dkm)
UE distribution fixed at distance of d = 0.32km from eNB

TX power 15dBm
RX noise figure 0dBm
Antenna gains 0dBm
Resulting SNR 10dB

Large scale fading none
Small scale fading SCM-C

System bandwidth 5MHz (25 ressource blocks)
TDD configuration 3 (6 DL, 3 UL, 1 special subframe)

Cyclic Prefix normal
Transmission Mode 1 (SISO)

Antennas at eNB/UE 1/1
Link adaptation fixed MCS 7

Resulting max throughput 1.867 Mbps

Trafic model full buffer

Table 6.1: Simulation Parameters

6.2 Overview of Physical Layer Abstraction Techniques

6.2.1 Introduction

PHY abstraction is the process of modeling the performance of the physical layer (in
terms of block error rates or throughput) as a function of the radio channel without
running the time consuming MODEM and the channel convolution. The model takes into
account the power and resource allocation, the modulation and coding scheme (MCS)
and the current channel state, i.e., path loss, shadowing, fading and interference. In case
multiple antennas are used at the transmitter and/or receiver (creating a multiple-input
multiple-output (MIMO) channel), also the precoding and the receive processing is taken
into account. PHY abstraction models are useful for two different purposes: Firstly they
can be used in the implementation of a UE to compute the feedback (channel quality
information - CQI) and secondly they can be used in large-scale system level simulations
to speed up simulation time.

The two most important PHY abstraction methods are Exponential effective SINR
mapping (EESM) and Mutual Information based SINR mapping (MIESM). EESM was
first introduced in [99] for system level evaluations and since then it has been extensively
used for link quality modeling. In [100] it is shown that EESM is a suitable choice
for 3GPP LTE wireless systems and it outperforms the other schemes. Further it was
demonstrated that training of link abstraction is independent of the used channel model.
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While EESM is very attractive because of its simplicity, MIESM is much better
suited to model more advanced (non-linear) receiver architectures, hybrid automated
repeat request (HARQ), and MIMO transmission modes [101]. In [102] the authors have
used the observation that decoding of a codeword is independent of modulation so they
have devised a two step method where received bit information rate is used as a link
quality measure instead of effective SINR. This method is also mutual information based
and does not require the calibration for convolution and turbo decoders and was selected
as an evaluation methodology in the WINNER project [103] and the WiMAX standard
[104]. MIESM is also very well suited to model HARQ as shown in [11, 105, 106].

An important work in the field of MIMO communications was presented in [107]
where the authors have presented a semi-analytical performance prediction model based
on MIESM for iterative minimum mean squared error (MMSE) interference cancellation
detection. Experimental results for this method for an LTE-compliant system are shown
in [108]. Another important work was presented in [109] for MIMO-OFDM systems
with maximum likelihood (ML) receivers. Their model is also based on a variant of
MIESM (based on work by [102]) and they model the effects of channel mismatch and
correlation in the abstraction model. They show results for the rate compatible punc-
tured convolution codes and different MIMO antenna configurations. A new method
for PHY abstraction for multi-user MIMO (MU-MIMO) in the framework of LTE using
non-linear interference aware receivers has been proposed in [10]. Although the scheme
is targeted towards MU-MIMO systems but it can also be applied to MIMO systems
employing non-linear receivers.

6.2.2 PHY abstraction in LTE systems

The 3GPP long-term evolution (LTE) is a 4th generation cellular communications stan-
dard. On the downlink (DL), LTE employs orthogonal frequency division multiple access
(OFDMA) and defines several physical transport channels. The most important one, the
physical downlink shared channel (PDSCH) uses turbo-codes with adaptive modulation
and coding as well as hybrid automatic repeat request (HARQ) protocol. The PDSCH
can also make use of MIMO techniques through the so called transmission modes. For
example, transmission mode 2 refers to Alamouti precoding, while transmission mode 4
means closed-loop spatial multiplexing with up to two spatial streams. The challenge
for PHY abstraction for the PDSCH is to have a system that can flexibly adapt to
the different code rates and takes into account the HARQ and the MIMO transmission
mode.

In addition to the PDSCH, the downlink also defines a physical control channel
(PDCCH), which uses a variable rate tail-biting convolutional code and the physical
broadcast channel (PBCH), which uses a fixed rate turbo code.

On the uplink (UL), LTE uses single carrier frequency division multiple access (SC-
FDMA) and defines the physical uplink shared channel and the physical uplink control
channel. The first one uses–like the downlink–adaptive turbo codes, while the latter uses
either simple spreading codes for small payloads (format 1, 1a, and 1b) or Reed-Muller
linear codes for larger payloads (format 2, 2a, 2b).
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Figure 6.1: Computation time spent in the different elements of a system level simulator.

In the following chapter we describe the abstraction procedure for the PDSCH.

6.2.3 PHY Abstraction Overview

In the following we give a brief overview of the PHY abstraction process based on effective
SINR mapping (ESM). The procedure can be divided into three steps as shown in Figure
6.2: SINR calculation, SINR Compression, and Link Quality Mapping.

SINR calculation The first step of the PHY abstraction procedure consists of the
SINR calculation per resource element (RE). This step depends on the transmission
mode and the used receiver architecture. The most simple case is transmission mode 1
(SISO), where the signal model is given by

yn = hn · xn + zn, n = 0, . . . , N − 1 (6.1)

where xn ∈ χM are the modulated resource elements (RE) of the encoded codeword,
taken from a finite constellation of order M (QPSK, 16QAM, or 64QAM), hn is the
channel at RE n, yn is the received signal at RE n, and zn is the circularly symmetric
additive white Gaussian noise (AWGN) with zero mean and variance σ2. N is the total
number of REs occupied by the codeword. The SINR γn is for every RE n = 0, . . . , N−1
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Figure 6.2: PHY abstraction model

is then given by

γn =
|hn|2
σ2

, n = 0, . . . , N − 1. (6.2)

Transmission mode 2 uses Alamouti precoding on two transmit antennas to achieve
transmit diversity. In the first symbol time x1 and x2 are transmitted from antenna 1
and 2, whereas in the second symbol time −x∗2 and x∗1 are transmitted from antenna 1
and 2 respectively. At the receiver, the two received signals are combined and the SINR
for the n-th resource element is given by

γn =
||Hn||2

2σ2
, (6.3)

where Hn is the MIMO channel at RE n.
Beamforming is implemented in LTE in transmission modes 6 and 7. The signal

model for these modes is given by

yn = Hnpn · xn + zn, n = 0, . . . , N − 1, (6.4)

where pn is the beamforming (precoding) vector. The SINR per RE at the receiver is
given by

γn =
||Hnpn||2

σ2
. (6.5)

Closed loop spatial multiplexing is implemented in LTE in transmission modes 4, 8,
and 9. A general signal model for those transmission modes can be written as

yn = HnPn · xn + zn, n = 0, . . . , N − 1, (6.6)
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where xn = [x1,n, . . . , xC,n]T is the vector of codewords and Pn = [p1,n, . . . ,pC,n] is
the precoding matrix. The SINR depends on the receiver architecture and has to be
computed for each codeword c. In the ideal case, where the receiver is able to do perfect
interference cancellation we would have

γPIC
n,c =

||Hnpc,n||2
σ2

. (6.7)

If an MMSE receiver architecture is used, then

γMMSE
n,c =

1[(
I + 1

σ2 pHc,nH
H
n Hnpc,n

)−1
]
c,c

− 1. (6.8)

For maximum-likelihood receivers, [109] has recently shown that the SINR can be mod-
eled as

γML
n = (1 + γPIC

n,c )αβ(1 + γMMSE
n,c )1−αβ, (6.9)

where α and β are factors that need to be calibrated in advance.
Multi-user MIMO (transmission modes 5 or 9) is a special case of the above, where

different codewords are destined for different users. Here the signal model can be written
as

yn = H1,np1,n · x1,n + H1,np2,n · x2,n + zn, n = 0, . . . , N − 1, (6.10)

where the first term is the desired signal for user 1 and the second term is the interfering
signal destined for user 2. A standard or interference unaware (IU) receiver would treat
the interfering signal as noise and thus the SINR would be given by

γIU
n,c =

||Hnp1,n||2
||Hnp2,n||+ σ2

. (6.11)

A more intelligent, interference aware (IA) receiver (such as the one described in [92])
however is able to take this interference into account and perform optimal detection. In
this case the abstraction procedure is a bit different since instead of the SINR we now
need to calculate the signal to noise ratio (SNR) and the signal to interference ratio
(SIR) separately. Please refer to [10, 110] for details.

SINR Compression Secondly, the multi-state channel described by the post-processing
SINR γn, n = 0, . . . , N − 1 is compressed into a single effective SINR value γeff using an
information measure function I:

γeff = β1I
−1

[
1

N

N∑
n=1

I

(
γn
β2

)]
. (6.12)

β1 and β2 are called an adjustment factor that need to be calibrated [12, 110]. The
reverse information mapping function I−1 does not necessarily have to be the same as
the forward function I, for example if the interference aware receiver abstraction is used
[10].
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Figure 6.3: Comparison of different information mapping functions.

For turbo codes, several choices for the information mapping function I are available
(other codes might require other functions):

EESM. The exponential effective SINR mapping (EESM) function is calculated
using Chernoff union bound of error probabilities, i.e.,

IEESM(γn) = 1− exp(−γn) (6.13)

MIESM. The mutual information based effective SINR mapping (MIESM) function
is on the mutual information of bit-interleaved coded modulation (BICM) [39].

IMIESM(γj ,M1) = logM1−

1

M1

∑
x1∈χ1

Ez1 log

∑
x
′
1∈χ1

exp

[
−
∣∣∣γj (x1 − x′

1

)
+ z1

∣∣∣2]
exp

[
− |z1|2

] , (6.14)

where χ1 is the set of constellation points, M1 = |χ1| is the modulation order, and z1 is
a circularly symmetric white Gaussian noise with zero mean and unit variance.

A comparison of the information mapping functions is given in Figure 6.3. Note that
we plot the MIESM functions in a normalized way to allow a better comparison with the
EESM function. It can be seen that the EESM function is a good approximation and
advantageous due to its simplicity. However, best results are achieved with the mutual
information function. The only problem is these functions need to be pre-computed
using Monte-Carlos simulations since no closed form expressions exist.
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Full PHY Abstraction

Throughput 1.75 Mbps 1.73 Mbps
BLER 4% 4%

Table 6.2: System performance for full PHY and abstraction.

Full PHY Abstraction Improvement

UE TX 0.035 0.010 4
UE RX 0.493 0.026 19
eNB TX 0.157 0.012 13
eNB RX 0.077 0.012 6

UL channel 1.982 n/a n/a
DL channel 2.313 0.012 192

total 5.056 0.072 70

Table 6.3: Simulation times per subframe (in ms) for full PHY and abstraction.

Link Quality Mapping The final step of PHY abstraction computes the block er-
ror rate (BLER) of the channel as a function of the effective SINR γeff based on pre-
computed AWGN reference curves for the effective coderate of the codeword reff , and
the modulation order Qm.

BLER = BLERAWGN(reff , γeff , Qm) (6.15)

The number of reference curves can be reduced to three (one per modulation order)
by appropriate shifting of the curve according to the effective code rate reff [11]. This
method is also applicable to HARQ.

6.3 Performance results

Both EESM and MIESM abstraction methodologies have been implemented in the Ope-
nAirInterface LTE system level simulator (oaisim). In this section we analyze the appli-
cability and the performance of MIESM compared to a full PHY implementation (EESM
has already been analyzed in [12]). The simulation parameters used in this experiment1

are the same as in Table 6.1. Table 6.2 shows a comparison of the throughput and their
(BLER) for both the full PHY and the PHY abstraction. As expected, the PHY ab-
straction shows the same performance results as the full PHY, proving the applicability
of the method.

Table 6.3 shows the simulation times per subframe (in ms) for full PHY and abstrac-
tion and the corresponding improvements factors. It can be seen that the abstraction

1The code used for this experiment has been tagged on our SVN server and can be found at http:

//svn.eurecom.fr/openair4G/tags/asilomar2013.
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Figure 6.4: Comparison of the computation time of the system level simulator with full
PHY and with abstraction.

provides performance improvements in the execution of both UE and eNB, but the most
notable performance improvement is in the DL channel, since in the abstraction we do
not need to carry out the channel convolution. The UL channel is not yet abstracted in
oaisim (it is error free regardless of the channel), so the performance numbers are not
yet available. However, the same numbers as for the DL can be expected. Figure 6.4
depicts an extrapolation of the execution time for a multi-user system. It can be seen
that asymptotically a factor 100 can be saved in execution time, allowing the simulation
of a 20 user system almost in real-time on a single core CPU.

6.4 Conclusions

We have shown in this paper that the physical layer and channel model take more than
80% of simulation time in state-of-the-art LTE system level simulators. To simulate
large systems with several base stations and hundreds of users, the simulation time
becomes prohibitively complex. Physical layer abstraction is a technique to predict the
performance of a physical link without running the complex MODEM and the channel
convolution. We have shown with the help of the OpenAirInterface system level simulator
oaisim, which implements LTE release 8/9 both with full PHY and PHY abstraction,
that PHY Abstraction can improve simulation time by a factor of 70 for a single link
and by a factor of 100 for a multi-user system.
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Chapter 7

Conclusions

The previous chapters have each treated a particular topic of experimental wireless
communications and conclusions for that particular topic were given. In this chapter
we would like to give some meta-conclusions in the form of lessons that we have learned
during these research projects and experiments. Finally we give some future directions
for research in experimental wireless communications.

7.1 Lessons learnt from OpenAirInterface

Developing and maintaining a testbed for wireless communications is not an easy task.
In this section I would like to summarize some of the lessons learned. These are both a
mix of my personal experience and of my colleague and mentor Raymond Knopp [111].

7.1.1 Personnel is key

One of the keys to a successful testbed is the team. A testbed like OpenAirInterface
needs people with basic engineering knowledge in telecommunications (computer pro-
gramming/architecture, computer science, electronics, etc.) as well as more advanced
and recent knowledge in wireless communications standards (e.g., 3GPP LTE), signal
processing, and networking. Such people are obviously very hard to find and even harder
to keep. The latter is especially true in an academic environment like Eurecom, whose
experimental activity is only financed through third party funding. This means we
cannot provide the same salary and the same kind of contract as a comparable job in
industry.

The OpenAirInterface core team comprises professors, assistant professors, and per-
manent research engineers that ensure the basic operation and continuity of the platform
and are responsible for project acquisition and management. On top of that, depending
on the amount of third party funding, there are post-docs and PhD students, carrying
out the more innovative and experimental work. It is therefore very important that the
permanent team takes care of the “hard-core” engineering work, while providing “simple
tools” for the PhDs to perform experiments.
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7.1.2 Experimentation and publishing are not necessarily mutually ex-
clusive

One of the key performance indicators (KPI) of a researcher’s output is their number
of publications. Some people see this requirement as a counter-argument to do experi-
mental research, as this requires a lot of preparation work. Most of the time, the actual
development work of the experiment takes much longer than the experiment itself. Es-
pecially PhD students are often turned off by experimental activities, since they don’t
see how this can be accomplished in the relatively short time-frame of a PhD (In France
the average length of a PhD thesis is 3.5 years).

However, excellent work can be both experimental and fundamental and the best
for a PhD is a combination of both. The KPI should not only be measured in number
of publications but also in the impact of the publication. Further also contributions to
open-source software, teaching, industry collaboration should be taken into account.

7.1.3 Keep it simple, stupid

The “Keep it simple, stupid” (KISS) principle states that most systems work best if they
are kept simple rather than made complex; therefore simplicity should be a key goal in
design and unnecessary complexity should be avoided 1. The same applies to the design
of experiments on wireless testbeds.

First of all the platforms should be designed or chosen to suit realizable objectives.
In OpenAirInterface for example, the 2nd generation platform CBMIMO (2005) was
designed as a cheap radio front-end for software defined radio applications. It was
used successfully in many projects including projects on networking and applications.
The 3rd generation platform ExpressMIMO (2007) was no longer designed to be used
as a purely software radio but it should also serve as a platform for system-on-chip
(SoC) architecture exploration. At the same time wireless networking experimentation
should still be possible. However, the complexity of HW and SW design for the SoC
architecture was too high and only very simple MODEMs could be realized. This in turn
was incompatible with the second objective of doing experimentation with advanced
wireless networks and therefore lead to many failed objectives in projects. The 4th
generation platform ExpressMIMO2 (2012) had the same objectives as CBMIMO, i.e., a
purely software defined radio, but with an updated and more performant radio front-end.

Secondly, programming languages and implementation methodologies should be cho-
sen as simple as possible to achieve the project objectives. For example, for many
experiments, hard-real time is not necessary and simple off-line preparation of the sig-
nals and asynchronous reception are sufficient. In this case, the MATLAB/OCTAVE
interface of OpenAirInterface can be used.

1http://en.wikipedia.org/wiki/KISS_principle
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7.1.4 Development needs testing and review

A research testbed is in constant evolution. New features are added by different contrib-
utors all the time. Very often contributors are not even aware of any side effects their
commit causes. Therefore it is of utmost importance that at least a minimum amount
of regression testing is performed every time a new feature is added. These regression
tests should not only be done on a software level, but also on a hardware/firmware level.
Otherwise weeks might be lost trying to find a bug.

7.2 Future directions

7.2.1 Channel Reciprocity

In Chapter 4 we have used the assumption of diagonal calibration matrices when ex-
ploiting channel reciprocity. However, the calibration matrices are in fact only diagonal
if there is neither mutual coupling nor cross-talk between the RF chains. A simple nu-
merical experiment shows that if there is even only a small cross-talk, the off-diagonal
elements of the calibration matrices become significant. In order to see how significant,
we have done an experiment using one ExpressMIMO2 with 4 transciever chains, where
1 chain was used to emulate node A and the other 3 chains were used to emulate node
B. This setup has the advantage of avoiding any synchronization and frequency offset
issues. The reciprocity matrix is estimated using an alternate projection method and the
results show that the resulting reciprocity matrix has off-diagonal elements which are
only 10dB lower than the main diagonal elements. When applied to a simple beamformer
the performance loss due to the assumption of diagonal reciprocity matrices can jeopar-
dize the whole beamforming gain [112]. It is therefore of utmost importance to drop the
assumption of diagonal reciprocity matrices when exploiting channel reciprocity. More-
over, efficient relative calibration mechanisms for this more complicated model need to
be designed. This is especially true for the case of massive MIMO, which we will describe
next.

7.2.2 Massive MIMO

The work on channel reciprocity is getting more and more attention these days with the
development of massive MIMO systems. Massive MIMO takes MU-MIMO to the next
level by scaling up the number of antennas at the base station by an order of magnitude,
providing additional degrees of freedom in the channel. These additional degrees of
freedom can be used to design more simple and scalable signal processing algorithms
and help focusing energy into small regions of space and thus reducing interference.

Massive MIMO relies to a great extent on the exploitation of channel reciprocity in
TDD systems to obtain CSIT. It is not feasible to operate massive MIMO in a FDD
system with a finite rate feedback channel, because by the time the channel from all the
transmit antennas has been estimated at the user and fed back to the base station, the
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channel will have changed too much (the estimation+feedback time is longer than the
coherence time of the channel).

Most of the calibration methods proposed for massive MIMO rely on the assumption
that the calibration matrix is diagonal. However, we have seen in the previous subsection
that this is not necessarily the case. On the other hand, some of those imperfections
might be neglected at the expense of adding more antennas to the system. There is
however—to the best of the authors knowledge—no experimental work to validate this.

There are already some platforms for experimentation with massive MIMO available
[113, 114], but none of them allows for real-time bi-directional communication. This is
however necessary to validate the feasibility of channel reciprocity.

Therefore we are planning to extend the OpenAirInterface testbed to massive MIMO.
The platform will feature a 64 element antenna array from its partner IABG and a rack of
16 ExpressMIMO2 cards, each able to control 4 RF chains (resulting in 64 independently
controllable chains). The testbed will be connected to the OpenAirInterface real-time
LTE software modem. This will allow us to study the problematic of channel reciprocity
but also other challenges related to massive MIMO.

7.2.3 Receivers for higher order MIMO

Chapters 2 and 5 presented receiver architectures for a distributed MIMO system with
two spatial streams and for a MU-MIMO system with one desired stream and one in-
terfering stream. The extension of those receiver architectures to higher order MIMO is
however not trivial, since the trick that is used in the calculation for the bit metrics is
only applicable to one complex dimension. For higher order MIMO a combination of a
linear pre-processor and the described receiver architecture can be envisioned. For a 4
layer MIMO system, a block QR factorization could be used to decompose the channel
into two blocks of of 2 layers with no interference between them and then use the exist-
ing receiver architecture. We are planning to evaluate this idea and also test it on the
OpenAirInterface platform.

7.2.4 Aggregation of heterogeneous radio access technologies

Carrier aggregation (CA) is one of the key technologies in LTE-Advanced to enable higher
throughput on the physical layer. LTE-A has been specified to support the aggregation
of carrier with different transmission bandwidths and different carrier frequencies. Cross-
carrier scheduling and easy enabling/disabling of different carriers allows for interference
mitigation and dynamic scheduling in heterogeneous networks (HetNet) composed of
macro cells and small cells.

A future enhancement would be the use of CA over heterogeneous radio access tech-
nologies (h-RATs), e.g., LTE and WiFi. Almost all recent smartphones already support
both technologies, but a true aggregation of the two technologies is not yet possible
as it would require a tight integration at a lower level such as the medium access con-
trol (MAC) layer. The SOLDER project will study this possibility, looking at some
fundamental questions such as, multi-channel link adaptation, scheduling, interference

101



management, and radio resource management. At the same time a proof of concept
prototype based on OpenAirInterface will be developed to demonstrate and validate the
soundness of these innovative concepts.

7.2.5 Physical layer abstraction

Throughput improvement through innovations on the physical layer are often hard to
translate to throughput improvements on the network. It is therefore important to
study these innovations on a system level as well under the influence of different traffic
patterns, channel and interference situations, and mobility models. However in order
to make those simulations feasible (in terms of execution time and simplicity) physical
layer abstraction techniques need to be used. However, especially for the more advanced
transmission modes, such as higher order MIMO, cooperative multi-point transmission,
etc. reliable abstraction models are very sparse or inexistent. Especially when it comes
to more advanced MIMO receiver architectures, such as sphere decoding, iterative turbo
receivers, interference cancellation receivers, etc. new abstraction models need to be
developed.
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Low-complexity geometry-based modeling of diffuse scattering. In Proc. 4th
European Conference on Antennas and Propagation (EuCAP), Barcelona,
Spain, April 2010.

Paolo Castiglione, Claude Oestges, Nicolai Czink, Bernd Bandemer, Florian
Kaltenberger, and Arogyaswami Paulraj. Multi-link level simulation model
of indoor peer-to-peer radio channels. In Proc. 4th European Conference on
Antennas and Propagation (EuCAP), Barcelona, Spain, April 2010.

Daniel Sacristán-Murga, Florian Kaltenberger, Antonio Pascual-Iserte, and
Ana I. Pérez-Neira. Differential feedback in MIMO communications: Perfor-
mance with delay and real channel measurements. In Workshop on Smart
Antennas (WSA 2009), Berlin, Germany, February 2009.

Claude Oestges, Nicolai Czink, Bernd Bandemer, Paolo Castiglione, Florian
Kaltenberger, and Arogyaswami Paulraj. Experimental characterization
and modeling of indoor-to-indoor distributed channels. In Proc. IEEE Int.
Symp. on Pers., Indoor and Mobile Radio Comm. (PIMRC), Tokyo, Japan,
September 2009.

Florian Kaltenberger, Rizwan Ghaffar, and Raymond Knopp. Low-complexity
distributed MIMO receiver and its implementation on the OpenAirInterface
platform. In Proc. IEEE Int. Symp. on Pers., Indoor and Mobile Radio
Comm. (PIMRC), Tokyo, Japan, September 2009.

F. Kaltenberger, L. Bernadó, and T. Zemen. On the characterization of
measured multi-user MIMO channels. In Workshop on Smart Antennas
(WSA 2009), Berlin, Germany, February 2009.

F. Kaltenberger, M. Kountouris, D. Gesbert, and R. Knopp. Performance of
multi-user MIMO precoding with limited feedback over measured channels.
In Proc. IEEE Global Communications Conference (IEEE GLOBECOM
2008), New Orleans, USA, November 2008.

F. Kaltenberger, M. Kountouris, D. Gesbert, and R. Knopp. Correlation
and capacity of measured multi-user MIMO channels. In Proc. IEEE Intl.
Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC),
Cannes, France, September 2008.

F. Kaltenberger, M. Kountouris, L. S. Cardoso, R. Knopp, and D. Gesbert.
Capacity of linear multi-user MIMO precoding schemes with measured channel
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data. In Proc. IEEE Intl. Workshop on Signal Processing Advances in
Wireless Communications (SPAWC), Recife, Brazil, July 2008.

Hicham Anouar, Christian Bonnet, Florian Kaltenberger, and Raymond
Knopp. OpenAirMesh—an experimental platform for cooperative mesh
networks. In Proc. 1st COST2100 Workshop on MIMO and Cooperative
Communications, Trondheim, Norway, June 2008.

Christian Mehlführer, Markus Rupp, Florian Kaltenberger, and Gerhard
Humer. Low-complexity MIMO channel simulation by reducing the number
of paths. In Proc. Workshop on Smart Antennas (WSA 2007), Vienna,
Austria, February 2007.

F. Kaltenberger, T. Zemen, and C. W. Ueberhuber. Low complexity simula-
tion of wireless channels using discrete prolate spheroidal sequences. In Proc.
MATHMOD Conference, Vienna, Austria, February 2006.

F. Kaltenberger, T. Zemen, and C. W. Ueberhuber. Low complexity doubly
selective channel simulation using multidimensional discrete prolate spheroidal
sequences. In Proc. IST Mobile and Wireless Communications Summit,
Myconos, Greece, June 2006.

F. Kaltenberger, G. Steinböck, G. Humer, and T. Zemen. Low-complexity
geometry-based MIMO channel emulation. In Proc. European Conference
on Antennas and Propagation (EuCAP 2006), Nice, France, November 2006.
invited.

Wolfgang Herzner, Florian Kaltenberger, and Rupert Schlick. Checking
data flow models for correct use of physical units. In Proc. 2006 ERCIM
/ DECOS Workshop on Dependable Embedded Systems, Cavtat/Dubrovnik,
Croatia, August 2006.

J. Wehinger, K. Freudenthaler, F. Kaltenberger, and J. Berkmann. Influence
of SNR estimation on HARQ combining in UMTS-HSDPA. In Proc. Global
Mobile Congress (GMC), pages 349–354, Chongqing, China, October 2005.

G. Meindl-Pfeiffer, R. Kloibhofer, F. Kaltenberger, and G. Humer. Multi-
standard development platform for MIMO software defined radio. In Proc.
EUSIPCO, Antalya, Turkey, September 2005.

G. Meindl-Pfeiffer, R. Kloibhofer, F. Kaltenberger, and G.Humer. Develop-
ment platform for MIMO software defined radio. In Proc. Embedded World
Conference, pages 243–251, Nuernberg, Germany, February 2005.

Christian Mehlführer, Markus Rupp, Florian Kaltenberger, and Gerhard
Humer. A scalable rapid prototyping system for real-time MIMO transmis-
sions. In Proc. IEE Conference on DSP Enabled Radio, pages 1–5, Univ of
Southampton, UK, September 2005.

F. Kaltenberger, G. Steinböck, R. Kloibhofer, R. Lieger, and G. Humer. A
multi-band development platform for rapid prototyping of MIMO systems.
In Proc. ITG Workshop on Smart Antennas, Duisburg, Germany, April 2005.

F. Kaltenberger, K. Freudenthaler, S. Paul, J. Wehinger, C.F. Mecklenbräuker,
and A. Springer. Throughput enhancment by cancellation of synchronization
and pilot channel for UMTS high speed downlink packet access. In Proc. 6th
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IEEE Workshop on Signal Processing Advances in Wireless Communications
(SPAWC), pages 580–584, New York, USA, June 2005.

K. Freudenthaler, F. Kaltenberger, S. Paul, C.F. Mecklenbräuker, M. Huemer,
and A. Springer. Cancellation of interference from synchronization and pilot
channels on high speed downlink shared channel in UMTS. In Proc. European
Wireless Conference (EWC), pages 498–503, Nicosia, Cyprus, June 2005.

K. Freudenthaler, F. Kaltenberger, S. Geirhofer, S. Paul, J. Berkman, J. We-
hinger, C.F. Mecklenbräuker, and A. Springer. Throughput analysis for
a UMTS high speed downlink packet access LMMSE equalizer. In Proc.
IST Mobile and Wireless Communications Summit, Dresden, Germany, June
2005.

Joachim Wehinger, Christoph F. Mecklenbräuker, Steffen Paul, and Florian
Kaltenberger. Two-stage space-time receiver for UMTS frequency division
duplex. In ITG Workshop on Smart Antennas, pages 231–234, Munich,
Germany, March 2004.

F. Kaltenberger, G. Humer, and G. Pfeiffer. MIMO/smart antenna develop-
ment platform. In Workshop on Software Radios (WSR04), pages 117–121,
Karlsruhe, Germany, March 2004.

Franz Franchetti, Florian Kaltenberger, and C. W. Ueberhuber. FFT kernels
with FMA utilization. In Proc. APLIMAT Conference, pages 333–339,
Bratislava, CZ, February 2003.
Other
Biljana BADIC, Andrea F. CATTONI, Michael DIEUDONNE, Jonathan
DUPLICY, Peter FAZEKAS, Florian KALTENBERGER, István Z. KOVÁCS,
and Guillaume VIVIER. Advances in Carrier Aggregation and Multi-User
MIMO for LTE-Advanced: Outcomes from SAMURAI project. White paper,
2012.
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