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ABSTRACT

Crowd density analysis is a crucial component in visual
surveillance for security monitoring. In this paper, we pro-
pose to estimate crowd density at patch level, where the size
of each patch varies in such way to compensate the effects of
perspective distortions. The main contribution of this paper
is two-fold: First, we propose to learn a discriminant sub-
space of the high-dimensional Local Binary Pattern (LBP) in-
stead of using raw LBP feature vector. Second, an alterna-
tive algorithm for multiclass SVM based on relevance scores
is proposed. The effectiveness of the proposed approach is
evaluated on PETS dataset, and the results demonstrate the
effect of low-dimensional compact representation of LBP on
the classification accuracy. Also, the performance of the pro-
posed multiclass SVM algorithm is compared to other fre-
quently used algorithms for multi-classification problem and
the proposed algorithm gives good results while reducing the
complexity of the classification.

Index Terms— Crowd density, multiclass SVM, local bi-
nary pattern, dimensionality reduction

1. INTRODUCTION

There is currently significant interest in visual surveillance
systems for crowd analysis. In particular, the automatic mon-
itoring of crowd density is receiving much attention in se-
curity community. It is extremely important information for
early detection of unusual situations in large scale crowd to
ensure assistance and emergency contingency plan.

One of the key aspects of crowd density analysis is crowd
feature extraction. Early attempts to handle this problem gen-
erally made use of texture features. Based on the assump-
tion [1] that high density crowd has fine patterns of texture,
whereas, images of low density have coarse patterns of tex-
ture, many texture features have been proposed to address the
problem of crowd density estimation such as: GLCM [1, 2],
GOCM [3] and wavelet [4]. Recently, the use of local texture
features has been an active topic, especially some variants of
LBP [5] (e.g. Dual-Histogram LBP in [6], spatio-temporal
LBP in [7], GLCM on LBP image in [8], and an improved
uniform LBP in [9]).

These methods generally perform crowd density level
classification directly using the high dimensional LBP-based
feature vector, which might contain components irrelevant
to crowd density. And the use of the whole feature vector
without a feature selection process could lead to unsatisfac-
tory classification performances. Therefore, in this paper, we
propose the combination of Principle Component Analysis
(PCA) and Linear Discriminant Analysis (LDA) to find a
low dimensional discriminative subspace where samples of
different crowd density levels are optimally separated. This
process is favourable for the later Support Vector Machine
(SVM) classification step. In this last step, we propose a new
multi-classification algorithm that involves less binary SVM
classifiers by using relevance scores.

The remainder of this paper is organized as follows: we
present our feature extraction block in Section 2. Then, our
proposed algorithm for multiclass SVM is described in Sec-
tion 3. After that, the proposed approach is evaluated using
PETS dataset and the experimental results are summarized in
Section 4. Finally, we briefly conclude in Section 5.

2. SUBSPACE LEARNING ON LOCAL BINARY
PATTERN

In this section, our proposed feature for crowd density esti-
mation is presented [10]. In this context, estimating crowd
density is more appropriate at patch level than at frame level,
since it enables both the detection and the location of potential
crowded areas within the whole frame. Also, it is important
to compensate the effects of perspective distortions on patch
sizes in a such way that all extracted patches correspond to the
same size in real-world coordinates. Then, to determine the
contents of each image patch under analysis, texture features
are extracted using subspace learning on block-based LBP.

2.1. Block-based LBP extraction and histogram sequence
normalization

LBP [5] was originally proposed for texture analysis, and it
has aroused increasing interest in many applications of im-
age processing and computer vision. In particular, substantial
progress in crowd density analysis has been achieved over the



last years using LBP. It is a powerful descriptor that char-
acterizes the structure of the local image texture which is
highly relevant to the crowd density. LBP operator is based
on labeling the pixels of an image by thresholding the 3 x
3-neighborhood of each pixel with the center value and con-
sidering the result as a binary digit. Then, a binary number is
obtained by concatenating all binary values in a clockwise di-
rection, starting from the top left neighbor. Thus, for a given
pixel (xc, yc), the LBP code in decimal form is defined as:

LBP (xc, yc) =

P−1∑
p=0

S(ip − ic)2p (1)

where ic and ip denote, respectively, the gray values of the
center pixel and theP surrounding pixels. S refers to a thresh-

olding function defined as: S(x) =

{
1 if (x ≥ 0)

0 otherwise
In our proposed approach, each image patch is spatially

divided into several non-overlapping blocks, from which his-
togram sequences are extracted by computing the occurrence
of LBP codes. Then, the histogram pieces computed from
different blocks are concatenated into a single histogram se-
quence to represent a given image patch. So, for m blocks
{B1, B2, .., Bm}, the histogram of each image patch is de-
fined as follows:

H = ((h10, h
1
1, ..., h

1
L−1), ..., (h

m
0 , h

m
1 , ..., h

m
L−1))),

hjl =
∑

(x,y)∈Bj
f{LBP (x, y) = l}

(2)

where [0, ..., L − 1] denotes the range of gray levels in LBP

map, and f is defined as: f{A} =

{
1 if (A is true)
0 otherwise

Given different patch sizes, block normalization to each fea-
ture vector (i.e LBP histogram sequence defined in (2)) have
to be applied. For this purpose, L1 − sqrt [11] defined as
follow is used:

H =
√
H/(|| H ||1 +ε) (3)

where ε is a small constant.

2.2. Discriminative subspace learning

As described in the previous section, the LBP feature vector
extracted from an image patch is high-dimensional, which
brought the inconvenience for the modeling and classifica-
tion steps due to the so-called “curse of dimensionality”.
Moreover, the feature vector contains substantial amount of
component dimensions which are irrelevant to the underlying
crowd density and could have a negative effect on the classi-
fication performance. So, we propose to use dimensionality
reduction techniques to alleviate this effect.

LDA is an efficient approach to dimensionality reduction,
it aims at finding an optimized projectionWopt which projects

D dimensional data vectors U into a d dimensional space by:
V = WoptU , in which intra-class scatter (SW ) is minimized
while the inter-class scatter (SB) is maximized. SW and SB

are determined according to:

SW =

c∑
j=1

lj∑
i=1

(uji − µj)(u
j
i − µj)

T , (4)

and

SB =

c∑
j=1

lj(µj − µ)(µj − µ)T , (5)

where uji is the ith sample of class j, µj is the mean of class j,
c is the number of classes, and lj is the number of samples in
class j. Wopt is obtained according to the objective function:

Wopt = argmax
W

WTSBW

WTSWW
= [w1, . . . , wg] (6)

where {wi|i = 1, . . . , g} are the eigenvectors of SB and SW

which correspond to the g largest generalized eigenvalues ac-
cording to:

SBwi = λiSWwi, i = 1, . . . , g (7)

Note that there are at most c − 1 non-zero generalized eigen-
values, so g is upper-bounded by c − 1. Since SW is often
singular, it is common to first apply PCA [12] to reduce the
dimension of the original vector. This dimensionality reduc-
tion process of PCA followed by LDA is commonly referred
to as “Fisherface” [13]. In this paper, we adopt the same strat-
egy in crowd density estimation problem.

3. MULTICLASS SVM BASED ON GRADED
RELEVANCE DEGREES

Once the dimensionality reduction techniques (which stands
to PCA+LDA) are applied on block-based LBP, the resulting
feature vectors are classified into different crowd density lev-
els by applying SVM classifiers. In this context, the classifi-
cation introduced by Polus [14] is commonly adopted. Based
on that, the crowd density is categorized into 5 levels: free,
restricted, dense, very dense, and jammed flow. Since crowd
density estimation involves multiclass classification and SVM
is originally two-class based pattern classification algorithm,
several binary SVMs have to be performed to generate multi-
class SVM. To handle this problem, the most frequently used
techniques are: one-vs-rest, and one-vs-one, where, for a k-
class problem, k, and k(k − 1)/2 binary SVM classifiers are
performed, respectively.

At this stage, we intend to improve the classification ac-
curacy while maintaining less computational cost over the
existing multiclass SVM approaches. Our proposed algo-
rithm consists of combining (k − 1) binary classifiers into a
multiclass classifier. It is presented as follows:



Algorithm 1 MultiClass SVM
Input: Training set (v1, l1), ..., (vN , lN )
Output: Multiclass Classifier
Training:Binary SVMs and graded relevance scores
for j = 1 to (k − 1) do

• For all samples from C1 to Cj classes, set labels to (+1) and
all samples from Cj+1 to Ck, set labels to (-1)

• Train jth binary SVM
• Classify the training samples
• if (j > 1), compute fuzzy scores σp for all training samples
vp classified as (+1) and define (j − 1) thresholds by split-
ting the curve of sorted relevance scores into equally spaced
intervals.

• if (j < k), compute fuzzy scores σn for all training samples
vn classified as (-1) and define (k−j−1) thresholds by split-
ting the curve of sorted relevance scores into equally spaced
intervals.

end for
Testing:Classification of a new sample zl
for j = 1 to (k − 1) do

• Classify zl by jth model
• if (zl is classified as (+1))

if (j = 1) classj(zl) ← C1 else use the defined thresholds
to decide classj(zl)
else
if (j = k − 1) classj(zl)← Ck else use the defined thresh-
olds to decide classj(zl)
end if

end for
The class getting the highest votes determines the instance class, if
the same number of votes, the decision is made based on the rele-
vance scores.

So, our algorithm proceeds as follows: let consider a training
set of N pairs (v1, l1),...,(vN , lN ), where vi ∈ Rd refers to
the reduced feature vector of a given image patch i, and the
label li ∈ {C1, ..., Ck} indicates its crowd density level. The
basic idea is to reassess each binary SVM classifier using
relevance scores. In other words, we go beyond a binary
crowd subdivision by assigning different crowd levels to the
classified samples. This automatic graded crowd judgments
is performed using fuzzy membership score which was pro-
posed in [15] as a measure to quickly build graded ground
truths in binary labeled databases without involving manual
effort.

Since a binary SVM classification aims at finding a hyper-
plane that optimally separates two classes in the feature space,
the distance from the hyperplane can be used to measure how
much a sample is representative in one class. Therefore, the
decision value f(xs) of each training sample xs is calculated,
then a fuzzy score is defined as the positive/negative class pos-
terior probability: σs = p(ys = sign(f(xs))|f(xs)) with a
parametric model based on fitting a sigmoid function:

σs =
1

1 + exp(af(xs) + b)
(8)

where a and b parameters are adapted on the training step.
According to the fuzzy relevance scores, the positive and neg-
atives training samples of each classifier are sorted. And dif-
ferent thresholds are defined so that, we can re-categorize the
samples in each set into different graded crowd levels.

Our proposed SVM multi-classification algorithm can be
applied for any multiclass problem, where classes are related
by monotonically increasing relevance degrees. Furthermore,
this algorithm incurs at least two advantages: First, the com-
putation time is decreased because only (k− 1) binary SVMs
are performed. Second, each binary classification can be con-
verted to multiclass classification using relevance scores σs.

4. EXPERIMENTAL RESULTS

4.1. Dataset

The proposed approach for crowd density estimation is eval-
uated within PETS 2009 public dataset 1. In particular, we
selected some frames from S1 and S2 Sections. Then, we
define different crowd levels [14] according to the range of
people in an area of 13 m2, see Table 1.

Levels of Crowd
Density

Range of Density
(people/m2)

Range of People
(for 13 m2)

Free Flow < 0.5 < 7

Restricted Flow 0.5-0.8 7-10
Dense Flow 0.81-1.26 11-16
Very Dense Flow 1.27-2.0 17-26
Jammed Flow > 2.0 > 26

Table 1. Definition of different crowd levels according to the
range of density, and according to the range of people in an
area of an approximate size 13 m2.

We use the camera calibration parameters [16] to trans-
form the image coordinates to the real-world coordinates,
from which we can approximate the real size of any RoI
within a frame. In particular, this area (13m2) corresponds to
the real size of image block of size 226 x 226 (in the bottom
of a frame). Then, the remaining image patches from bottom
to top are carefully selected to compensate the perspective
distortions. Afterwards, we manually labeled these image
patches according to the congesting degrees of the crowd
defined in Table 1. Using PETS dataset, we could not reach
level 5 of the crowd (Jammed Flow), therefore, only four
levels are experimented. For each crowd level, 200 image
patches are selected, 100 for training and another 100 patches
for testing. This results in a 4-class training set and a testing
set of 400 samples each.

SVM parameters are optimized within the training set, us-
ing cross-validation (we randomly select 20 patches to tests,

1http://www.cvg.rdg.ac.uk/PETS2009/



for each crowd level). The same strategy was adopted for se-
lecting PCA parameter.

4.2. Experiments and Results analysis

As described in Section 2, LBP features are extracted from
3 x 3 blocks in each patch sample, and PCA and LDA sub-
spaces are trained with the labeled training set. The projec-
tions of training samples are further used for training multi-
class SVM classifiers. For each test sample, the feature vector
using block-based LBP is projected into the learned PCA and
LDA subspaces, and is identified as one of the four classes
by the multi-class SVM classifiers following one-vs-one tech-
nique. One-vs-one is chosen for evaluating the performance
of texture features, because it has been demonstrated in liter-
ature that it gives better results compared to other multiclass
SVM methods [17]. The top-1 identification accuracy using
LBP plus dimensionality reduction techniques is reported in
Figure 1. The performance of our proposed feature is com-
pared to the classification accuracy achieved using SVM on
the raw LBP features, and also compared to other texture fea-
tures namely, HOG [11], Gabor wavelet [18] and GLCM [1].
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Fig. 1. Comparisons of our proposed feature (LBP+DR) to other
texture features LBP, GLCM, HOG, and Gabor for both Linear and
RBF kernels using one-vs-one SVM classifier

The comparison of our proposed feature to LBP feature
demonstrates the substantial improvement made by the di-
mensionality reduction on LBP features in the classification
accuracy. As shown in Figure 1, the classification accuracy
improved around 20% using RBF kernel (and around 16%
using linear kernel), after applying dimensionality reduction
techniques over using directly raw LBP features. These re-
sults demonstrate the relevance of discriminant feature selec-
tion process. Furthermore, the comparison of our proposed
feature to other frequently used texture features (HOG, Ga-
bor, and GLCM) shows that our proposed feature (LBP+DR)
outperforms all the other features. In overall, LBP+DR gives
the best results in terms of classification accuracy (89.75%

using RBF kernel, and 87.25% for linear SVM) with a signif-
icant margin compared to the other texture features.

At this stage, we intend to evaluate the performance of
our proposed multiclass SVM algorithm based on relevance
scores. To achieve this goal, the performance of LBP+DR
feature using our algorithm is compared to one-vs-one and
one-vs-rest methods using linear and RBF kernels.

Multiclass method Linear
SVM

RBF SVM Number of
binary SVM

One-vs-one 87.25% 89.75% 6
One-vs-rest 72.25% 84.00% 4
Proposed algorithm 88.25% 89.00% 3

Table 2. Comparisons of our proposed multiclass SVM algo-
rithm to one-vs-one and one-vs-rest algorithms for both linear
and RBF kernels using LBP+DR features

In Table 2, the classification accuracy using our proposed
multiclass SVM is reported and compared to one-vs-one and
one-vs-rest. We also include a comparison between these
methods in terms of number of binary SVMs. According to
these results, the proposed algorithm has less computational
cost compared to the other multiclass SVM techniques. And
its evaluation in terms of accuracy shows substantial improve-
ment over one-vs-rest while maintaining comparable accu-
racy compared to one-vs-one.

5. CONCLUSION

This paper proposes a novel approach for crowd density es-
timation. It consists of finding a low dimensional discrimi-
native subspace in which same-density-level samples are pro-
jected close to each other while different-density-level sam-
ples are projected further apart. Specifically, LBP feature vec-
tors are projected into discriminant space using LDA over the
PCA subspace. In addition to the feature extraction block,
an untapped potential to reduce the complexity of multiclass
SVM problem has been explored in this paper. The alter-
native algorithm is based on automatic crowd judgments us-
ing relevance score, which is less computationally demanding
than one-vs-one and one-vs-rest standard methods. The re-
sults show that effective dimensionality reduction techniques
on LBP feature vectors significantly enhance the classifica-
tion performance compared to high dimensional raw features.
Also, by means of comparisons with other texture features,
our proposed feature (LBP+DR) has been experimentally val-
idated showing more accurate results with a significant mar-
gin. Furthermore, the comparison of our proposed multiclass
SVM with two other standard methods highlights the useful-
ness of our proposed algorithm in terms of accuracy while
maintaining less computational cost.
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