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ABSTRACT
With the rapid development of social media sites, a lot of
user generated content is being shared in the Web, leading
to new challenges for traditional media retrieval techniques.
An event describes the happening at a specific time and
place in real-world, and it is one of the most important cues
for people to recall past memories. The reminder value of
an event makes it extremely helpful in organizing human
life. Thus, organizing media by events has recently drawn
much attention within the multimedia research community.
In this paper, we focus on two fundamental problems related
to event based social media analysis: the study of feature im-
portance for modeling the relation between events and me-
dia, and how to deal with missing and erroneous metadata
often present in social media data. These issues are studied
within an event-based media classification framework. Dif-
ferent learning approaches are employed to train the event
models on different features. We find, through experiments
on a large set of events, that the best discriminant features
are tags, spatial and temporal feature. We address the miss-
ing value problem by extending the feature with an extra
attribute to indicate if the values are missing. Promising
results are achieved demonstrating the effectiveness of the
proposed method.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval; H.3.1 [Content Analysis and
Indexing]: miscellaneous

General Terms
Algorithms,Design,Performance, Experimentation, Measure-
ment,Reliability

Keywords
Events, social media, classification, missing value, feature
importance

1. INTRODUCTION
Recent years have witnessed the rapid development of

electronic capturing devices and social media web services,
which has made it easy for people to capture and share media
data online. Nowadays, there is exponential growth of social
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media available online in the form of images and videos. The
Web 2.0 provides users facilities to share and access data,
while its advent demands effective data management and
indexing technologies. How to search for media efficiently
and effectively, how to leverage big data to solve the large
scale problems in industry and research communities, are
still open challenges.

An event describes a real world happening and is defined
according to Who?, What?, When? and Where?. Recently,
organizing media data by events has drawn much attention
in the multimedia research community. Events can serve as
powerful instruments to organize media, thanks to their in-
trinsically multi-faceted nature. Furthermore, it is the most
natural way for human beings to store and recall their mem-
ories. Associating media to events and modeling events is an
area that has started to receive considerable attention. For
example, in [24], the authors proposed a method to retrieve
media from the same events on given event record samples,
and they formulate the similarity of events and media data
with visual and time features. [10] and [22] studied how
to categorize media data by event. In [10], a naive Bayes
classifier is built for each event using text and temporal fea-
tures, to categorize social media data by events. The au-
thors of [22] focused on how to assign media data to events.
They modeled the similarity of events and media data by
multimodal features. From this fruitful research, it can be
concluded that events are an effective way to organize the
content and could help facilitate the search and retrieval of
social media data.

However, there are still some fundamental questions which
are not addressed by previous work. While work to model
the similarity of social media on the basis of text/time, or
the similarity between events and social media with respect
to time, location or text features have been conducted, the
importance and effectiveness of those features has not been
studied in details until now. Since event and social media
data is very sparse, weak representative features may de-
grade the performance of a proposed system. In addition,
missing attributes are unavoidable in user generated data.
As an example, location is very effective to measure the sim-
ilarity of events and media data, but in Flickr, only about
20% of uploaded media is labeled with a geo tag. Due to lim-
ited availability, location information is often not taken into
consideration [24] and in other works, the data with missing
values is simply discarded from further analysis [10].

In this paper, we report the study of both the feature
selection and missing value handling in the scope of event
based media categorization. In details, we address the prob-



lem of categorizing media data by events, while investigating
how to select the representative features and to incorporate
the missing attributes in the system. The contributions of
this paper are three-folds:

• To identify the most representative features; We study
the feature selection problems in event based media
analysis. We learn the event model using multimodal
features and find out that the most representative fea-
tures are tags, location and time.

• To model the event accurately; We employ and com-
pare different learning approaches to model the events.
Our results highlight the effectiveness of the decision
tree based approach on heterogeneous data.

• To deal with missing attributes for some samples; We
use a method inspired from the one presented in [15]
to represent the feature with missing value, that is to
add an extended attribute to indicate if the value is
missing or not. Our result shows the benefits of this
missing attribute handling approach.

The rest of this paper is organized as follows; We review
the related work in Section 2. The approaches and features
used to model events are described in Section 3. Experimen-
tal results are presented in Section 4. Finally, the contribu-
tions and future work are summarized in Section 5.

2. RELATED WORK
In the work presented here, we define an event as a pub-

lic happening taking place at a given location and time
involving several people. Last.FM and eventful are event
repositories designed to help users sharing their experiences
and interests on the Web. These sites also host substantial
amounts of user-contributed materials (e.g. photographs,
videos, and textual content) for a wide variety of real-world
events of different type and scale. How to mine the relation
between events and social media data has gathered recent
attention.

Events are important parts in our lives and as such many
of the documents uploaded to social media sites are captured
during events. Classifying social media documents with re-
spect to the events they originate from is thus a promising
approach to better manage and organize the huge amount of
social media data. The problem of media categorization by
event was studied by [10, 22]. In [10], the authors studied
how to exploit the social textual information produced by
users for classifying pictures into different event categories.
They employed a naive Bayes classifier to model an event by
text and time features. In [22] the authors focused on how
to assign media data to events, they modeled the similarity
of events and media data by multimodal features, and used
a rule-based approach to detect new events. Other than
mining the media metadata, visual content analysis is also
involved to model events. In [24], a method was proposed to
retrieve media from the same events on record samples. The
authors formulate the similarity of events and media data
with visual and time features, and the problem was solved
using the Local Sensitive Hashing approach under the map-
reduce framework. In [17], a demonstration was proposed
to categorize photos by events/sub-events based on visual
content analysis.

Since many media are captured during events, the prob-
lem of associating media data to its originating events is

also addressed by the research community. In [1], the au-
thors proposed approaches to exploit the rich “context” as-
sociated with social media content and applied clustering al-
gorithms to identify events. [8] analyzed Twitter messages
corresponding to large scale media events to improve event
reasoning, visualization, and analytic. In [14], the authors
proposed a system to present the media content from live
music events, assuming a serial of concerts by the same artist
such as a world tour. By synchronizing the music clips with
audio fingerprint and other metadata, the system gives a
novel interface to organize user-contributed content.

Other related research works focus on mining the events
patterns from social media data. The Social Event Detec-
tion Task in the MediaEval workshop focuses on discovering
events and detecting media items that are related to either
a specific social event or an event-class of interest [18]. A
solution to this problems is proposed in [26] which studies
how to exploit the social interaction and other similarity
between media data to detect events. [21] presented meth-
ods to mine events and object from community photo col-
lections using clustering approaches. In their system, the
photos are grouped according to several modalities (visual
and textual features) and the clusters are classified as ob-
jects or events according to their duration and users, based
on fact that events are usually characterized by a short du-
ration. A very similar framework is proposed to classify the
events and landmarks in [19]. Furthermore, event based re-
search also studies the problem of discovering events directly
from Twitter post [27, 23]. In [27], the authors studied how
to employ a wavelet-based techniques to detect events from
Twitter stream. A similar method can be found in [6] to
detect events from Flickr time series data. In [23], the au-
thors investigate how to filter the tweets to detect seismic
activity as it happens. They considered each Twitter user as
a sensor and applied Kalman filtering and particle filtering
techniques to estimating the centers of earthquakes and the
trajectories of typhoons.

It can be seen that previous event based social media anal-
ysis studied the problem in two aspects: associating media
with events and discovering events from social media stream.
In theses works, many multimodal features, such as tag,
time, location and visual features are exploited, and as a
result encouraging performance is achieved. The role events
can play in organizing and managing media data is verified.
However, there are still some fundamental questions which
are not addressed by these works. For examples, the impor-
tance and effectiveness of individual multimodal features is
not studied. In addition, missing attributes are unavoidable
in user generated data. Modeling data with missing value
is a common problem in data mining [11]. It is also a long-
standing but not so well studied problem in the multimedia
community. In [24, 10], the attributes with missing values
are discarded since too hard to be modeled in the proposed
approach. In [15], an additional indicator is concatenated
to the feature vector to highlight missing data. As far as we
know, no prior work addresses this issue in event based social
media analysis. In this paper, we focus on feature selection
and deal with missing values, by extending the framework
of event based social media categorization, proposed by [10].

3. OUR PROPOSAL
Our study is set within an event based social media clas-

sification framework. For each event in the dataset, we train



an event model using the photos originating from that event.
To evaluate the effectiveness of different learning approaches
and features for modeling events. We use KNN, SVM, De-
cision Tree and Random Forest to learn the models based
on temporal (date and time), location (geo-coordinates), tag
(annotations) and visual features for each event. Building
models on an event basis allows adding new events without
affecting previously learned models and reduces the impact
of the increase of events in the dataset. The positive ex-
amples of an event are represented by the pictures originat-
ing from the event, while the negative ones are randomly
selected from the pictures corresponding to the remaining
events in the dataset. Now, we shall briefly review the clas-
sification algorithms under comparison, and then, detail the
features to be evaluated.

3.1 Classification algorithm
To evaluate the performance of different learning approaches

for modeling the events, we implement four approaches that
are popularly employed in social media analysis, listed be-
low, to train the event models.

• K-Nearest Neighbor The K-Nearest Neighbor algo-
rithm (KNN) is among the simplest of all classification
algorithms: KNN is a type of instance-based learning;
it classifies objects based on the k closest training ex-
amples in the feature space. An object is classified by
a majority vote over its neighbor’s classes, with the ob-
ject being assigned to the class most common amongst
its k nearest neighbors. Despite its simplicity, KNN
has been successful in a large number of classification
and regression problems. It is often successful in classi-
fication situations where the decision boundary is very
irregular.

• Support Vector Machine Support Vector Machine
(SVM) [5] is one of the most effective supervised clas-
sification methods. Given a set of training examples,
each marked as belonging to one of two categories, the
SVM training algorithm builds a model that assigns
new examples into one category or the other, based on
the “margin maximization” strategy. An SVM model
is a representation of the examples as points in space,
mapped so that the examples of the separate categories
are divided by a clear gap that is as wide as possible.
Support Vector Machines are very effective in high di-
mensional spaces, and popularly used in practice due
to its better performance compared with some other
classifiers [4].

• Decision Tree Decision tree (DT) [3] uses tree struc-
ture to make a decision. A decision tree can be con-
structed top-down using the information gain, which
measures each attribute’s discrimination power. It be-
gins at the root node with some ancestor nodes deter-
mined by the attribute with the highest information
gain, then attaches all examples where the attribute
values of the examples are identical to each node. All
sub-trees are built using recursion. Decision trees are
commonly used in operations research, specifically in
decision analysis, to help identify a strategy most likely
to reach a goal.

• Random Forest Random forest [2] is an ensemble
classifier that consists of many decision trees and out-
puts the class that is the mode of the classes output by

individual trees. Although it suffers from over-fitting
with noisy dataset, it is one of the most accurate learn-
ing algorithms available which runs efficiently on large
databases with thousands of input variables without
variable deletion.

3.2 Feature with missing value
As an event is defined as “something happening at a given

place and time” in this paper, several features can easily be
mapped to metadata or content available in photos. The
time can be represented by the photos taken time, while
the place is represented by the GPS metadata. The topic
of events can be mined from the content of media, in the
form of visual or textual features. Here are the four features
investigated in our experiments:

• Temporal feature Time is one of the most key com-
ponents of an event. The temporal feature used in this
paper is the photo taken time, which is represented as
the number of past seconds from Unix epoch. The
taken time is compulsory in photo metadata.

• Location feature Nowadays, geographical metadata
is a common component in social media data [12]. We
extract the GPS metadata, that is the latitude and
longitude coordinates, as the location feature. GPS
information is not required in photos metadata. To
cope missing value, the method proposed in [15] is em-
ployed: the feature vector is filled with zero if the value
is missing while we add binary flag to indicate avail-
ability or not. The binary flag indicates whether the
feature value is missing or present. Experiments on
KDD 2009 data show that this strategy improves the
test performances considerably [15].

• Tag Feature In Web 2.0 web services, tags are man-
ually labeled by Internet users and have become an
effective way to organize, index and search media con-
tent. Since tags appear distinctly in the metadata, we
employ the Boolean weighting schemes to measure the
term’s frequency of tags [16]. In detail, for each event
we create a word vocabulary with the 200 most fre-
quent tags and the tags in a photo are projected on
the vocabulary, creating a vector. Each dimension in
the vector corresponds to a separate term. If a term
occurs in the document, its value in the vector is 1,
or 0 otherwise. Tag metadata is also not compulsory
and the same strategy as on location feature is used to
handle missing values for the tag feature. Hence, the
tag feature is a 201-D vector.

• Visual Feature Visual features are also representa-
tive for the photo content. In our work, we obtain
multiple types of low level visual the features that
has been popularly used in visual content analysis [7]
such as: 64-D color histogram, 73-D edge histogram
and 64 Gabor features. The three visual features are
concatenated into 201-D and normalized during pre-
processing. Visual features are dense and without miss-
ing values.

The various feature vectors representing each photo can
either be used separately or concatenated together in order
to learn the event model.

4. EXPERIMENTS



Figure 1: Some photo examples from the dataset

4.1 Dataset
We have developed a system to evaluate both the feature

importance and the missing value processing approaches on
the task of associating photos with events. The EventMedia
dataset, created by Troncy et al [25] using the linking data
techniques is employed. In EventMedia, the events originate
from three large public event repositories (last.fm, eventful
and upcoming) and media data connected by event machine
tags were crawled from social media sharing platforms such
as Flickr or twitter. There are about 100000 events in this
corpus, illustrated with 1.7M photos. The data is saved in
RDF format and can be queried through a SPARQL entry
point1. Since we need sufficient exemplars for training and
testing, we only choose the events with at least 40 photos
labeled with location metadata. In EventMedia, there are
674 events which fit this condition and are hence used as
our event collection2, along with the associated 92K photos.
Figure 2 reports of the number of photos associated to events
while some photos exemplars from the dataset are shown in
Figure 1.
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Figure 2: The statistics of number of photos per event, rang-
ing from 40 to several thousand

4.2 Experiments setting
1http://eventmedia.eurecom.fr/sparql
2http://www.eurecom.fr/̃liux/ICMR13.html

For each event in the dataset, we use the photos originat-
ing from the event as the positive samples, and randomly
select 4 times more photos taken from other events as the
negative samples. Both the positive and negative data are
split into two equal parts randomly, one for training, the
other for testing.

For each photo in the dataset, the features detailed in
section 3.2 are computed. In our quest to identify the most
representative features, we compare 4 features vectors to
train our event models with 4 different learning approaches;
The unidimensional temporal feature is concatenated with
the location feature as a 4-D spatio-temporal feature vector,
the 201-D tag feature vector alone, the 201-D visual fea-
tures vector alone and finally, we also concatenate all of the
features together into a single 406-D feature vector.

For the learning process the following parameters are em-
ployed. For the KNN approach, we set the parameter k to
10, experimentally. For the SVM approach, we choose the
RBF kernel and use grid search method to select the best pa-
rameters. For the Decision Tree approach, we set the depth
of the tree as

√
N , where N is the length of feature. For

examples, for the 201-D tag feature, the depth of the tree is√
201 = 14. We use the same depth parameter to train the

Random Forest model, while the number of tree is set to 10
experimentally.

4.3 Evaluation criteria
Due to the very imbalanced nature of the dataset, we can-

not use criteria like accuracy to evaluate the performance
of the algorithms. Since the ratio of positive vs negative
sample is 1:4, classifying all of the testing data as nega-
tive would lead to an accuracy of 80%. For such imbal-
anced dataset, the Receiver Operator Characteristic (ROC)
curve and Precision-Recall (PR) curve measures are better
suited [20].

The ROC curve is a graphical plot which illustrates the
performance of a binary classifier system as its discrimina-
tion threshold varies. It is created by plotting the fraction
of true positives out of the positives vs. the fraction of false
positives out of the negatives, with varying threshold.

The ROC curve is an important tool to measure perfor-
mance of a classification system with imbalanced testing
data [13, 9]. The area under curve (AUC) measures the
probability that a classifier will rank a randomly chosen pos-
itive instance higher than a randomly chosen negative one,
which gives the credibility of trained models.

When dealing with highly skewed datasets, Precision-Recall
(PR) curve is another informative measure of a system’s per-
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(a) ROC curve with spatial temporal feature
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(b) PR curve with spatial temporal feature
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(c) ROC curve with tag feature
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(d) PR curve with tag feature
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(e) ROC curve with visual feature
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(f) PR curve with visual feature
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(g) ROC curve with all concatenated features
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(h) PRC curve with all concatenated features
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(i) ROC curve with ST+ tag feature
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Figure 1: ROC and PR curves with different features

formance. In pattern recognition, PR curve measures the
relation between fraction of retrieved instances that are rel-
evant (Precision), and the fraction of relevant instances that
are retrieved (Recall). The PR curve only takes the posi-
tive samples into account and it is always used for scoring
highly imbalanced systems. The area under curve is called
as Average Precision (AP), which is one of the most popu-
lar criteria used for evaluating classification and information
retrieval tasks.

4.4 Results
From the whole dataset, we randomly select 100 events

to train the 1-vs-all classifiers with different learning ap-
proaches and features. The results are reported in Figure 1.
Comparing the four classification approaches KNN, SVM,
DT and RF, the Random Forest method offers the best per-
formance regardless of the features employed for training.
For examples, even with the 4D spatial and temporal fea-
ture, the AUC under ROC curve and average precision are
0.999 and 0.995 respectively, as shown in Figure 1(a) (b).
Decision Tree and KNN models also offer competitive per-
formance for modeling the data. Compared with Decision
Tree, the KNN algorithm has better performance on spatio-
temporal feature and visual feature, but fails to model the
tag and concatenated features very well. SVM provides,
as expected, good performance with the higher dimensional
data, such as the tag, visual and the concatenated features.
However, it is not well suited to model low dimensional data
such as the 4-D spatio-temporal feature (AUC and AP value
are 0.546 and 0.217, see the curve in Figure1(a) (b).

We also study the impacts of different features in model-
ing the events. We found that the most effective feature is
the tag (Figure 1(c)(d)), which is also the most reliable fea-
ture independently of the learning approach employed. The
spatio-temporal feature has a good performance with KNN,
Decision Tree and Random Forest (see Figure 1(a)(b)). It is
also the feature with the lowest dimension hence the models
are learned effectively. Figure 1 also shows that the visual
feature is not very robust compared with the other two fea-
tures, and the average AUC and AP values under the four
methods is 0.813 and 0.589 respectively. The reason is that
most of the events in EventMedia are concerts and therefore,
the photos originating from any events share a similar visual

atmosphere. As part of our extensive set of experiments, we
also study the fusion of different features, which is to con-
catenate all of the features together to train the model. The
result are reported in Figure 1(e)(f). The performance of
those models trained on the concatenated feature does not
improve when compared with the tag feature, due to the rel-
atively low discriminative power of the visual feature within
this class of event (live events/concerts). The best perfor-
mance overall is actually achieved when model is trained
with both the spatio-temporal feature and tag feature con-
catenated, as shown in Figure 1(i)(j).

From these figures, we can conclude that:

1. Tag is the most representative feature when modeling
event, followed closely by the spatio-temporal feature.
In addition, the combination of spatio-temporal and
tag feature obtains the best performance overall.

2. On modeling the photos features which are very parse
and with missing value, the Decision Tree and KNN
methods obtain a better performance compared with
SVM, while the previous approaches are designed to
deal with problems with irregular decision boundary.

4.5 Evaluation of the impact of Missing Value
In the dataset, the location feature and tag feature are not

necessarily available, which results in many missing values
in the feature vectors. To handle the missing values, we
propose to extend the features with an indicator to show
if the feature values is missing or not. In the experiments,
we evaluate and compare our approach with the common
strategy for handling missing values: replacing the missing
data by zero vectors.

We train the models using KNN, the approach which offers
the best efficiency with the least computational burden, and
Random Forest, which offers the best effectiveness overall
on our dataset. The results of modeling events with both
KNN and RF for the two feature types subject to missing
values are reported in Figure 3.

In the dataset, only 39.7% of the photos have geo-location
metadata available. Figure 3(a)(b) shows the performance
of KNN and RF model trained using the location feature un-
der the different missing values processing techniques. The
evaluation criteria are the same as in the previous section:



ROC and PR curves. It can be seen in the two figures that
compared with the method that simply fills the missing val-
ues with zeros, the method used in this paper achieves better
performance with the AUC increasing from 0.996 to 0.997
and AP increasing from 0.989 to 0.992 using KNN classi-
fication. The same conclusion could be obtained from the
models trained with the Random Forest method, though two
models have the same performance measure with the AUC
criteria, but better performance measured with AP (from
0.994 to 0.995).

A similar phenomenon can be observed in Figure 3(c)(d),
which show the results on tag features. 56.9% of the pho-
tos in the dataset have tags labels. When both learning
approaches are trained with tag feature, the AUC increases
from 0.986 to 0.989 in KNN model, and from 0.995 to 0.996
in Random Forest model (Figure 3(c)), while the AP in-
creases from 0.982 to 0.985 in KNN model, and 0.988 to
0.989 in Random Forest model respectively.

From the four figures, it can be concluded that the pro-
posed approach, extending the feature with an indicator of
missing value, brings more information to the representation
allowing to better model event media.

5. CONCLUSION
The exponential growth of social media data available on-

line, witnessed over recent years, brings new challenges for
managing and organizing media efficiently and effectively.
Thanks to its multi-dimensional nature (Who, What, When,
Where), events are a powerful instrument to organize media.
Associating media to events and modeling events are activ-
ities which have started to receive considerable attention in
research community.

In this paper, we focus on studying the feature and model
selection, as well as handling the issue of potential miss-
ing value for the task of event based media categorization.
These are fundamental questions, yet not addressed by pre-
vious work. We tackle these problems within an event-based
photo classification framework, and compare various learn-
ing approaches (KNN, SVM, Decision Tree and Random
Forest) to train the model with different features, such as
spatio-temporal, tag, visual features. Our experiment re-
sults show that the best model is learned by Random Forest
with the combination of spatio-temporal and tag features.
To deal with the missing value issue, we propose to extend
the feature with an indicator which specifies whether the
value is missing or not. The performance obtained in our
comparative study highlights the fact that of the common
method consisting in simply filling the missing value with
zeros is outperform by our missing value handling approach.

In the work presented here, the event models are learned
using either individual or concatenation of feature. In fu-
ture, we would like to study how to better fuse such features,
how to fuse the classifying results and to make a more so-
phisticated decision. As a general conclusion, this paper will
benefit the media based social event detection task by ex-
ploring multiple features and models in order to achieve the
best possible classification performance.
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