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ABSTRACT

Semantic Indexing and Computational Aesthetics are two
closely related fields. For some aspects they are similar,
complementary for others, and sometimes completely dis-
joint. Semantic Indexing is about automatically identifying
content in natural images, namely recognizing objects and
scenes. Computational Aesthetics provides a set of tech-
niques to automatically assign a beauty degree to a given
image. In our work, we enrich both types of visual analysis
by exploring the synergy of those two fields. We investigate
the role of Semantic Indexing techniques for Computational
Aesthetics Frameworks, and, vice versa, the importance of
Aesthetic features for Semantic Indexing prediction. We
show the benefits and the limits of this synergy, and pro-
pose some improvements in this direction.

Categories and Subject Descriptors

I.4.7 [Image Processing and Computer Vision]: Fea-
ture Extraction

1. INTRODUCTION
With the increasing amount of visual content surround-

ing us, automatic image analysis systems become more and
more important for the development of effective and efficient
user centered visual applications. Research on Semantic In-
dexing (SI) [1, 8, 13] has already accomplished great ad-
vances in the field of automatic scene and object categoriza-
tion. However, in the recent years, a new field for automatic
image analysis has attracted the attention of multimedia
researchers: Computational Aesthetics (CA), namely a set
of techniques to automatically assess the image beauty and
appeal. While SI systems predict the presence of given se-
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Figure 1: Similar images, similar aesthetics.

mantics in an image, Computational Aesthetics frameworks
predict the aesthetic degree of its visual content.

Semantic Indexing techniques are generally more focused
on the analysis of the content of the image: they learn mod-
els based on semantic features, namely low-dimensional de-
scription of the image content. Semantic features are ex-
tracted either locally [5], by studying the local shape of the
edges, or by globally analyzing [8] the behavior of the image.
On the other hand, Computational Aesthetic frameworks
[2, 7] learn models able to predict image beauty based on
compositional features, that describe how much an image
is following given photographic rules [2], and what is the
general arrangement and layout of the image. While SI fea-
tures give information about the content, CA features collect
the attributes related to the shooting process and the image
composition.

Despite their different applications and underlying fea-
tures, Semantic Indexing and Computational Aesthetics sys-
tems are closely related fields, as they both address image
analysis issues. From a technical point of view, they share
the same learning framework, adopted by CA systems from
SI. In both cases, a model is learnt on annotated (with con-
tent or aesthetic degree) training data (namely semantic
or compositional features) through machine learning tech-
niques, and then used to label (with object/scenes categories
or beauty degree) a test image. But analogies between SI
and CA are not limited to their implementations. Content
and Aesthetics are closely related in natural images also from
a perceptive point of view. For example, as prove in [3] the
type of object depicted in an image can influence the aes-
thetic judgment (e.g. people, animals, faces). Moreover,
it is well known in photographic theory [4] that the image
shooting process and its composition technique, as well as
the emotion vehiculated and the degree of visual appeal,
change according to the content to be depicted. Content
is therefore important to determine the image composition,



and, subsequently, its aesthetic degree. Similarly, given this
relation, groups of semantically similar images must share
the same compositional attributes, making compositional-
aesthetic information an additional cue for SI.

These observations regarding the junctions between these
two fields suggest us that the synergy between Semantic In-
dexing and Computational Aesthetics can help both image
category and aesthetic degree prediction. We indeed investi-
gate here the borders, boundaries and intersections between
these two fields with the aim of improving the global effec-
tiveness of CA and SI systems. Since the general frame-
works for CA and SI have the same structure, it is practi-
cally straight forward to combine the knowledge of these two
conjoint fields. Content and aesthetics are complementary
source of information regarding the image depicted, and we
can exploit their combination to enrich both the aesthetic
and semantic learning.

In our work, we therefore address two questions: (1) How
is Semantic Analysis influencing Aesthetic prediction? First,
having a strong background on Semantic Indexing, we use
for CA analysis the rules and features that we originally cre-
ated for SI problems. We indeed explore the role of graded
relevance learning systems and of our holistic semantic fea-
tures [8] for image appeal prediction. (2) How is Compu-
tational aesthetics information affecting in Semantic pre-
diction? To answer this issue, we look at the prediction
improvements obtained by adding compositional features to
classic SI frameworks for scene recognition. In both cases, we
show that the combination of SI and CA information brings
substantial improvements to both types of systems. We also
observe that that there are some limits beyond which the
interactions between this two fields is not bringing any new
information, e.g. the quality of images that we consider.

2. THE SYNERGY OF AESTHETIC AND SE-

MANTIC ANALYSIS
In our work, we test the benefits that Semantic Indexing

and Computational Aesthetic fields achieve through their
interactions and we show the limits of this approach. We
apply semantic indexing frameworks to aesthetic prediction
and we borrow holistic features from both fields to improve
the effectiveness of their prediction systems. In order to
explore this combination, we perform two classes of experi-
ments: (1) we show the role of holistic semantic features for
image interestingness prediction through graded relevance-
based learning, and (2) we build a scene recognition system
that embeds several holistic aesthetic, affective and artistic
features. In both cases, we show that the prediction (Aes-
thetic, for (1) and Semantic, for (2)) is improved through
the combination of the two conjoint fields.

2.1 Retrieving Appealing Images by Learn-
ing Flickr-based Graded Judgments

Our first work that investigates the combination aesthetics-
semantics is a learning framework that predicts the image
“interestingness”, typically related to the image “beauty”
(see [11] for details). Our aim here is to build a system
that, given an image (or a video sequence), can output a
value corresponding to the appeal of its visual content.

We chose to model and predict the image interestingness
using a SI framework, based on learning techniques over
discriminative visual (semantic and aesthetic) features.

Figure 2: CA at the service of SI, results.

We therefore first create a training/test database of Flickr
images annotated with their corresponding Flickr “interest-
ingness” degree (Non Interesting, Average Interesting, Very
Interesting). We then compute a set of “compositional” fea-
tures from emotion-based image recognition, computational
aesthetics, and painting analysis1. We additionally create
two new features for image appeal analysis, namely an edge-
histogram[16] based measure of Symmetry and a Unique-

ness feature based on spectral analysis representing how
much a given image differs from the standard image behav-
ior. We combine the resulting features in a 43-dimensional
“compositional” feature vector (CV). Since the aesthetic ap-
preciation and the image composition can change according
to the image content, we also extract two semantic features,
namely the MPEG7 Edge Histogram Descriptor (EHD)
[16] and our Saliency Moments Descriptor (SMD) [8].
Why did we choose to embed such features into our aesthetic
predictor? Both are semantic features related to aesthetics.
EHD represents a holistic summarization of the image com-
position, which is typically very important to define the aes-
thetic degree of an image, and SMD summarizes the image
content with visual saliency information, which has been
proved [17] to be closely related to image aesthetics. We
will combine the contributions of compositional and seman-
tic features using posterior fusion.

We then model the feature space for interestingness pre-
diction using a non-binary learning framework. We re-use
our graded relevance learning framework for video retrieval
[10], namely a semantic indexing system that can deal with
multiple degrees of annotations. Such system can suit well
the variety of the interestingness scores that we have in our
training set. We therefore use training features with their
corresponding very/average/non interesting annotations to
train the graded relevance system. The resulting model will
be able to predict the interestingness degree of a test image
given the values of its semantic-compositional features.

In our experiments, we split the database into a train and
a test subset, we learn a graded-relevance-based model for
each type of feature (CV, EHD, SMD) and combine them
with posterior fusion. We evaluate the results on the test
subset using Mean Average Precision (MAP) over the list
of the images that have been ranked in the top 10 %.

SMD EHD CV SMD+CV ALL

Binary 0,16646 0,11358 0,17658 0,18918 0,18944
Graded 0,17648 0,12364 0,20284 0,21361 0,21484

In order to show the effectiveness of our approach, we also
compare the results with a traditional binary-relevance sys-
tem that uses the same setup. Results in Table 1 show the
performances of the three features (CV, EHD, SMD) used
as stand-alone descriptors and the prediction improvement

1The existing features we compute are: (a) Color names
[6],(b) GLCM properties [6]. (c) HSV features [6]. (d) Level
of detail [6]. (e) Rule of thirds [2]. (f) Low depth of field [2].
(g) Contrast [6]. (h) Image Order [12].



after posterior fusion (+ 7% over CV-based classification
only, which show the importance of semantic features in
the interestingness-based retrieval) in the binary-relevance
system. We can also observe the improvement (+ 6% for
SMD-based retrieval, +8% for EHD-based retrieval, +15%
for CV-based retrieval, + 14% for all features) obtained us-
ing graded relevance retrieval.

2.2 Enhancing semantic features with compo-
sitional analysis for scene recognition

The second work we propose to investigate the relations
between aesthetics and semantics focuses on the semantic
scene categorization task, namely the automatic prediction
of the image scene category (where was the image taken?)
based on a pre-defined set of scene classes.

While traditional scene recognition systems are based on
features that represent the image semantics, i.e. their con-
tent, here we go beyond the mere content representation,
exploiting another cue for information: the image compo-
sition, which summarizes its aesthetic and affective proper-
ties, its layout and artistic traits. Why using this type of
information for semantic analysis? It is well known in pho-
tography theory [4] that the photographic techniques and
intent change according to the content, and it has been ver-
ified in [14] that groups of semantically similar images can
share the same compositional attributes.

We therefore build a scene categorization system (see [9]
for more details) that embeds and combine both aesthetic-
compositional and semantic features. We extract from pop-
ular scene categorization datasets traditional semantic fea-
tures such as the SMD [8] and the Bag of Words (BOW)
[1]. Moreover, we analyze the image composition by storing
the values of affective, aesthetic and artistic features in the
compositional vector, computed as in Sec. 2.1.

We then use Support Vector Machines to model both
sources of information (compositional and semantic), and
predict the scene category. By doing so, we can use our
compositional feature vector for scene classification and ver-
ify its discriminative power for scene categorization. We
then combine the semantic and compositional information
using different fusion methods (early, namely the feature
combination, and posterior, namely the prediction combina-
tion).

We test the effectiveness of our approach for scene classifi-
cation on a variety of challenging datasets for scene recogni-
tion, including the SUN [18] dataset, that contains around
400 categories of very diverse scenes. For each database,
we first compute the classification accuracy given the model
built using each feature (BOW, SMD, CV in Fig. 2). We
then look at the classification performances resulting from
using our CV as a stand-alone descriptor: in all databases,
CV classification performances are much better than a ran-
dom classifier, which tells us that CV (aesthetic information)
carries some discriminative power for scene recognition. We
then combine CV with SMD in a single early fused descrip-
tor, showing that the early combination of semantic and
aesthetic analysis brings substantial classification improve-
ment (up to +8% compared to semantic analysis only). Fi-
nally, we combine the predictions of the semantic-only and
compositional-only models with posterior linear fusion. Due
to the complementarity of compositional and semantic fea-
tures, the categorization system benefits from this late fusion
(+ 13-15% over semantic-only categorization).

2.3 The Boundaries: Where is The Limit?
Our experiments on the interactions between CA and SI

pointed out not only the benefits of this synergy, but also
the limitations and boundaries that this approach implies.

One first observation is that the boundary between seman-
tic and aesthetic features is not always well established. For
example, we can consider the EHD. The Edge Histogram
[16] was originally built for image and video similarity as-
sessment and concept detection, and it summarizes the local
distribution of the relevant edges in the image. However,
edge distribution can be seen as both semantic (it gives in-
formation about the shape of the objects) and compositional
information (it can be seen as a general description of the
image layout). Therefore, when we combine this type of se-
mantic feature with the compositional analysis we perform
with our compositional feature vector, we obtain a limited
improvement (+0,57%) of the general MAP.

Another important deduction from our experiments is the
limit of the effectiveness of compositional features for image
categorization. The shooting process does not always follow
compositional rules, and not always artistic and affective
traits are defined. These attributes can be typically found
in professional pictures, while there is a lack of attention
regarding composition when dealing with user-generated or
amateur pictures. For this reason, compositional features
may not be clearly discriminative for the semantic classifi-
cation in some type of datasets. As an example, we tried to
use compositional features for the Semantic Indexing Task
of the TrecVID [13] edition of 2010. The CV performances
for retrieval were close to zero, and the weight assigned by
the posterior fusion to the CV descriptor was null. The
reason of this failure is the nature of the TrecVID videos:
they are user-generated videos randomly taken by the in-
ternet. The frames therefore do not follow any particular
photographic rule, and no particular attention is given on
the artistic/affective factors.

3. RELATED WORK
We show here the novelty introduced by our work, one of

the first attempt to improve Semantic Indexing and Com-
putational Aesthetics through their interaction.

Semantic Indexing works generally by building frameworks
for scene categorization using holistic features [8, 18], for ob-
ject recognition using local features [1], or for concept detec-
tion for video retrieval [13]. Generally, such systems use local
or global visual features that represent the pure image con-
tent, without considering all the information coming from
the image composition, layout and shooting style. However,
are compositional features useful for semantic analysis? In
our work, we address this question by creating a scene cate-
gorization system that embeds some compositional features.
To our knowledge, the closest work is the one presented by
Van Gemert [15], that incorporates into the spatial pyramid
descriptor some style attributes for object recognition. Our
work differs from [15] first because of the final application
(scene vs object recognition), and second because we directly
apply the compositional features for semantic analysis rather
than using composition to extend an existing algorithm.

On the other hand, existing aesthetic image analysis frame-
works automatically define the beauty degree of an image,
generally by using learning systems trained on compositional
features. Datta et al. in their pioneer work [2] learn features



that model photography rules, and Wong et Al improve it in
[17] by adding saliency information in the prediction frame-
work. Here, we go beyond the pure compositional analysis
by extending the pool of features used for aesthetic predic-
tion, and embedding semantic features in the CA frame-
work. The use of semantic features for aesthetic prediction
has been explored in [3], where semantic concepts such as
animals, scenes, people, are detected and the probability of
their presence is used as an attribute to predict image aes-
thetics. Our work differs from the one in [3] because we do
not train any concept model (in order to avoid complexity
and prediction noise generated by the low precision of se-
mantic indexing systems), but we instead use the semantic
features in an unsupervised way, and predict the aesthetics
of an image given its semantic content without explicitly la-
beling it. Moreover, we also improve the CA learning frame-
work by using a graded relevance semantic indexing system,
previously used for video retrieval [10].

4. FUTURE WORK
Can we further investigate the synergy between those two

fields? Two main tracks can be followed for our future work.
Improving CA with SI. As said, content plays an im-

portant role for aesthetic prediction, and different contents
will generally show different compositional arrangements.
We therefore aim to build a content-aware aesthetic frame-
work with multiple aesthetic models, each one built accord-
ing to the characteristics of a group of visually similar im-
ages. Some work has been done in this direction by Obrador
et Al. [7], that build different aesthetic models for different
image categories, using pre-defined manually labeled image
categories. However, the relevance of an image to one cat-
egory is not always binary, as shown in [10], thus chang-
ing the compositional rules and the aesthetic appreciation.
Moreover, even if extended with automatic classification,
such work would be strongly dependent on the classifier
performances. Our idea is to perform an unsupervised pre-
grouping of the training images, by automatically defining a
set of appearance-based clusters based on semantic features.
We could then infer an aesthetic model for each “semantic”
cluster, and then predict the aesthetic degree of the image
according to its group and to its aesthetic features.

Improving SI with CA. On the other hand, we can
improve the scene categorization system by looking at the
compositional features that are more useful to distinguish
each class from the others. For example, symmetry might be
more useful to identify a skyscraper scene, rather than con-
trast. For each classifier, we could design a set of category-
specific compositional vector, which can be constructed based
on the discriminative ability of each feature for the class.
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