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ABSTRACT

Most acoustic echo cancellation systems are based upon an
adaptive filter followed by echo postfiltering. Although the
two modules have complementary functionalities, they gener-
ally operate independently. Existing approaches to synchro-
nized echo control are somewhat limited by the need for both
modules to function in the same subband or frequency do-
main. This paper presents our first attempt at synchronized
time-domain adaptive filtering and frequency domain echo
postfiltering. The new synchronization approach exploits the
relationship between the system distance in the time domain
and the system mismatch power spectrum. Together with a
new system distance measurement, the proposed synchronous
echo control system is shown to perform well in comparison
to existing state of the art approaches.

Index Terms— adaptive echo cancellation, echo postfil-
tering, synchronized echo control, system mismatch.

1. INTRODUCTION

With the increasing need for mobility, recent years have seen
the rapid evolution of telecommunications services such as
mobile telephony and video-conferencing. A consistent chal-
lenge with many such services is the provision for improved
speech quality.

With hands-free devices, for example, speech quality is
often degraded by acoustic echo which arises from the cou-
pling between the loudspeaker and the microphone of the
communications terminal [1]. Approaches to acoustic echo
control are generally based upon adaptive filtering followed
by echo postfiltering [2]. Adaptive echo cancellation (AEC)
is based on the assumption that the acoustic path can be mod-
eled as a linear finite impulse response filter. The estimated
acoustic path is then used to generate an estimate of the echo
so that it may be subtracted from the uplink signal [3]. In
practice, due to the mismatch between the acoustic path and
its estimate, echo postfiltering is commonly used to further
suppress residual echo [1].

Historically, adaptive echo filtering and echo postfilter-
ing are implemented as independent modules. More recently,

however, echo control systems with synchronized adaptive
echo cancellation and echo postfiltering have been investi-
gated and have shown improved performance [4, 5]. Syn-
chronized echo control systems exploit the link between the
two modules which are in this case designed to operate in the
same frequency or subband domain.

In this paper we present a new approach to synchronized
time domain adaptive echo filtering and subband domain echo
postfiltering. The new approach exploits the relationship be-
tween the system distance in the time domain and the sys-
tem mismatch power spectrum. Furthermore, we propose a
modified estimate of the system distance, inspired from [6],
and show how it can be used to improve global echo control
performance. The approach to synchronization investigated
in this paper is based upon a fullband adaptive filter but can
nevertheless be extended to a subband implementation. Our
approach is also advantageous for its robustness against non-
linearities [7].

The remainder of this paper is organized as follows. The
proposed synchronized echo control architecture is presented
in Section 2. Section 3 describes the approach used to syn-
chronize adaptive echo filtering and echo postfiltering algo-
rithms. An assessment of the new system is presented in Sec-
tion 4 while conclusions are presented in Section 5.

2. SYSTEM OVERVIEW

Figure 1 shows an overview of the synchronized echo cancel-
lation system proposed in this paper. The microphone signal
y(n) is the sum of the near-end signal s(n) and the echo signal
d(n) which is obtained by the convolution of the loudspeaker
signal x(n) with the acoustic path h(n). An adaptive filter
is used to generate an estimate of the echo signal d̂(n) which
is subtracted from the microphone signal to obtain the error
signal e(n). The error signal is composed of residual echo
er(n) and, possibly, of near-end speech s(n). The postfilter
aims to suppress the residual echo. In addition to the conven-
tional feedback used by the adaptive filter, an additional level
of statistical control is applied to synchronize the adaptive fil-
ter and echo postfilter. The following details the investigated



Fig. 1. System overview

adaptive filter and echo postfilter.

2.1. Adaptive echo cancellation

The adaptive filter is based upon a normalized least mean
square (NLMS) algorithm where the acoustic path estimate
ĥ(n) and its optimum stepsize µ(n) are expressed as fol-
lows [3]:

ĥ(n+ 1) = ĥ(n) +
µ(n)

x(n)T · x(n)
· x(n) · e(n) and (1)

µ(n) =
E{e2r(n)}
E{e2(n)}

, (2)

where x(n) =
[
x(n) x(n− 1) · · · x(n− L+ 1)

]T
is

the loudspeaker signal, L is the length of the adaptive filter
and E{.} represents statistical expectation. The computation
of the variable stepsize requires knowledge of the residual
echo power E{e2r(n)} which is not directly measurable. In-
stead, it is approximated as in [1, 3]:

E{e2r(n)} = E{x2(n)} · ‖β(n)‖2 (3)

where β(n) is the system mismatch i.e. the error between
the real acoustic path h(n) and its estimate ĥ(n). The value
‖β(n)‖2 is referred to as the system distance [3] and its com-
putation is described in Section 3.

2.2. Echo postfiltering

The postfilter consists of frequency domain processing with
filtering through linear convolution in the frequency domain
domain [8, 9]. Prior to frequency gain computation, the post-
filter input signals x(n) and e(n) are converted into frequency
domain signals xi(m) and ei(m), respectively, wherem is the
frame index and i is the frequency bin index ranging from 0
toM−1. The ith frequency signal ŝi(m) is obtained through
the multiplication of the gain Wi(m) with ei(m). Conversion
from time to frequency domain is performed on blocks of R
samples through a fast Fourier transform with an overlap-add
method [9].

For each frequency index i, the postfilter gains Wi(n) are
computed according to the Wiener rule [10]:

Wi(m) =
ξi(m)

1 + ξi(m)
, (4)

where ξi(m) is the signal (near-end speech) to (residual) echo
ratio (SER). In our implementation, the SER is estimated
through the Ephraim and Malah approach as in [11, 10]. It
requires an estimate of the residual echo power which we
implement as:

γ̂ereri (m) = |Gi(m)|2 · γxxi (m), (5)

where γ̂ereri (m) is the residual echo power spectral den-
sity, γxxi (m) is the loudspeaker power spectral density and
|Gi(m)|2 is the system mismatch power spectrum [5]. The
computation of |Gi(m)|2 is described in Section 3.

2.3. Markov model of the echo problem

Most approaches to AEC are based on a Wiener solution to
the echo problem with the assumption that the echo path is
stationary and deterministic. However, in a practical sce-
nario, the acoustic path is time variant meaning it cannot be
assumed to be stationary. These variations can sometimes be
significant (e.g. : door opening or closing) or small. Small
acoustic path changes can be modeled by a first-order Markov
model [3, 6].

Such modeling of the echo path leads to Kalman filtering
in the frequency domain as solution to the AEC problem [6].
Comparative assessments show that Kalman AEC converges
faster than standard frequency domain adaptive filtering [12].
This solution can also be controlled synchronously with an
echo postfilter [6]. In the next section, we show how similar
synchronization can be achieved between the AEC and echo
postfiltering algorithms presented above.

3. SYSTEM CONTROL

The architecture used here is inspired from existing synchro-
nized approaches to echo control such as those in [4, 5, 6].
In such systems, the acoustic echo canceler (AEC) is con-
strained to function in the frequency or subband domains.
However, a comparative study shows that subband or fre-
quency domain AECs are less robust to non-linearities than
fullband AECs [7]. The synchronization approach presented
here operates with fullband AEC but can be adapted readily
to operate with a subband AEC. Thus AEC and echo postfil-
tering are not constrained to operate in the same domain.

Our approach to synchronization is based upon the cor-
respondence between the system mismatch β(n) and its spec-
trum Gi(m) which are defined as follows

β(n) = h(n)− ĥ(n) and Gi(m) = Hi(m)− Ĥi(m), (6)

where Hi(m) and Ĥi(m) are the Fourier transforms of h(n)

and ĥ(n) respectively. From Equation 6, we note that Gi(m)
is the Fourier transform of β(n). In this case, according to



Parseval’s equality, we can write the following:

‖β(n)‖2 =
1

M

M−1∑
i=0

|Gi(m)|2, (7)

with the assumption that n is a multiple of the block size R.
Equation 7 highlights the relationship between the NLMS al-
gorithm and the echo postfilter. This relationship can be used
in two different ways:

• The estimate β(n) can be used to compute both
‖β(n)‖2 and |Gi(m)|2. This solution is impracti-
cal because the misalignment vector β(n) cannot be
estimated reliably. The estimation of β(n) requires
correlation computation [3] which is highly computa-
tionally demanding. Most real time systems estimate
the system distance directly [1].

• Alternatively, |Gi(m)|2 can be estimated and used to
derive ‖β(n)‖2 according to Equation 7. As most echo
postfilters already require the computation of |Gi(m)|2,
we opted for this solution. In this case there is no addi-
tional computational requirement.

Equation 7 is strictly valid in case L ≤ M . But in most
control systems L > M . In such cases, Equation 7 results
in an underestimation of β(n) required by the NLMS algo-
rithm. This underestimation can be justified by the fact that
when L > M , |Gi(m)|2 accounts for the system distance of
an adaptive filter of shorter length (M taps) than the one actu-
ally considered by the AEC used (L taps). This underestima-
tion remains very small as the error made is on the tail of the
adaptive filter. Nevertheless similar relation between β(n)
andGi(m) can be approximated through interpolation for ex-
ample. So as to have a good understanding and assessment of
the complete system (i.e. system without any approximation),
we will only tackle the case where L = M in this paper.

The system mismatch power spectrum |Gi(m)|2 can be
computed through the cross-correlation method [5] according
to:

|Gi(m)|2 =
∣∣∣ γxei (m)

γxxi (m)

∣∣∣2, (8)

where γxei (m) is the cross spectral density between e(n) and
x(n). However, the postfilter is updated on a frame-by-frame
basis whereas the AEC requires a sample-by-sample update.
In between two measurements of the system mismatch power
spectrum, the system distance is updated according to the fol-
lowing recursion [13, 5]:

‖β(n+ 1)‖2 =
(

1− µ(n)

L

)
· ‖β(n)‖2. (9)

A similar recursion can be found in [6] (Equation 64).
Similarly to the solution in [6], we redefine the system dis-
tance by adding a second term ‖∆h(n)‖2 as follows:

‖β(n+ 1)‖2 =
(

1− µ(n)

L

)
· ‖β(n)‖2 + ‖∆h(n)‖2, (10)

Fig. 2. Statistical control diagram

where ‖∆h(n)‖2 accounts for changes in the acoustic path.
Equivalently, ‖∆h(n)‖2 is computed according to:

‖∆h(n)‖2 = (1−A2) · ‖ĥ(n)‖2, (11)

where A is a constant set to a value lower than unity [6]. In
[6], the authors carry some investigations to determine typical
values of A. Therefore, in our experiments, we chose values
of A to those used in [6].

The synchronization approach that takes place within
the statistical control module is summarized in Figure 2.
It computes the system mismatch power spectrum accord-
ing to Equation 8 on a frame-by-frame basis (i.e. when n
mod R = 0). |Gi(m)|2 is used within the postfilter to update
the spectral gains Wi(m) according to Equations 4 and 5 and
within the adaptive filter for the computation of the system
distance according to Equation 7. During intervals in which
the postfilter is not updated, the system distance is updated
according to Equations 9 or 10. We note that Equation 9 is
equal to Equation 10 for A = 1. In the following, the imple-
mentation with Equation 9 is denoted Sync. A = 1 while the
implementation with Equation 10 is denoted Sync. A = 0.99
since A is set to 0.99 in our experiments.

4. EXPERIMENTS

In this section we assess the synchronized echo control sys-
tem proposed above and compare its performance to existing
echo control systems. Section 4.1 presents the system setup
while Section 4.2 presents our simulation results.

4.1. System setup

While this paper reports synchronized echo control, AEC
performance and echo postfilter performance are nonetheless
assessed separately. Both Sync. A = 1 and Sync. A = 0.99
AECs are considered. Both implementations are compared to
a classical NLMS algorithm with a fixed stepsize (µ = 0.1) as
well as to the original Kalman AEC algorithm which inspired
our work. In all cases, the adaptive filter has 256 taps.



Fig. 3. ERLE against time for AEC only

The performance of the synchronized echo postfilter is
compared to that of the Kalman echo control postfilter and
to an unsynchronized echo postfilter. In our assessment of the
postfilter, we once again consider the two proposed systems
Sync. A =1 and Sync. A =0.99. The unsynchronized echo
postfilter consists of a postfilter placed after the NLMS AEC
with fixed stepsize. In all cases, the number of frequency bins
M is set to 256 while the framesize R is set to 128.

All simulations reported here were performed with either
white noise or speech signals. All of which have a sampling
frequency of 8kHz. White noise is used to assess the conver-
gence while speech signals are used to simulate realistic echo
cancellation conditions. Microphone speech signals contain
an echo-only interval followed by a double-talk interval. The
echo-only interval is long enough so that each AEC algo-
rithm converges. The double-talk interval is used to assess
the impact of near-end speech on both the AEC and postfil-
ter. The echo signals are generated by convolving the loud-
speaker signal with an acoustic path response. Four different
acoustic path responses are used; they were all measured with
real mobile terminals in an office environment. The resulting
database of speech signals has SERs ranging from -5 dB to 10
dB with the near-end speech level set to -26 dB. Speech signal
levels are set through the ITU-T speech voltmeter as in [10].

Performance is assessed in terms of echo return loss en-
hancement (ERLE) [1, 10], cepstral distance [8] and informal
listening tests. While the ERLE is used to assess the amount
of echo suppression during echo-only intervals, the cepstral
distance is used to assess the amount of distortion introduced
by postfiltering during double-talk intervals.

4.2. Assessment

The first set of experiments reported in Figure 3 aims to assess
AEC convergence. Here, the microphone signal is composed
of echo-only and corresponds to white noise. At time t = 5s,
there is an abrupt echo path change. The curves show that
Sync. A = 0.99 converges more quickly than Sync. A = 1.
Nevertheless, Sync. A = 0.99 achieves less echo suppres-
sion. We also see that both proposed systems reconverge
faster than the Kalman system after the abrupt acoustic path

Fig. 4. Average ERLE against SER for AEC only during
echo-only intervals

Fig. 5. Average ERLE achieved through the AEC and the
echo postfilter

change. Sync. A = 0.99 reconverges even faster than NLMS
with fixed stepsize.

Figure 4 shows the mean ERLE against SER for the four
different AEC implementations considered. The ERLE is
measured during echo-only periods during which the AEC al-
gorithm has converged. The unsynchronized AEC algorithm
achieves the best performance in terms of ERLE. The pro-
posed system distance (Sync. A = 0.99) gives better perfor-
mance than the classical system distance (Sync. A = 1): more
than 10 dB difference in ERLE across the full range of SERs.
Moreover, the new system distance approach Sync. A = 0.99
gives marginally better echo suppression than the Kalman
AEC algorithm. This might be because the Kalman system is
updated in the frequency domain on a frame-by-frame basis
whereas the new approach is updated sample-by-sample.

Figure 5 illustrates the total amount of echo suppression
achieved through combined AEC and postfiltering. The un-
synchronized system and the Kalman system achieve the most
echo suppression. The system with Sync. A = 0.99 achieves
slightly less echo suppression than the Kalman echo control
system. This loss of performances can be attributed to the sys-
tem mismatch power spectrum function estimate which is not
the same in both postfilter. Once again, Sync. A = 1 achieves
worst performance in terms of ERLE: this is attributed to poor
AEC performance.



Fig. 6. Average cepstral distance against SER for the global
echo control system during double-talk periods

Figure 6 shows the mean cepstral distance against SER
for the four different systems. The cepstral distance is mea-
sured at the output of the postfilter during double-talk peri-
ods. We observe that the system with fixed stepsize brings
the most distortion. The Kalman echo control system brings
the least distortion. Although the new synchronized ap-
proaches introduce more distortion than the Kalman system,
their levels remain low compared to that of the unsynchro-
nized system. Nevertheless, the postfilter with Sync. A =1
introduces slightly more distortion than the postfilter with
Sync. A = 0.99. This comes from the fact that the AEC
from Sync. A = 1 achieves less echo suppression and thus
places an increased demand on the postfilter than with
AEC Sync. A = 0.99. Moreover, the complete echo con-
trol system Sync. A = 1 achieves less echo suppression than
the Sync. A = 0.99 system (see Figure 5). The postfilter
Sync. A = 1 can be tuned in order to achieve as much echo
suppression as Sync. A = 0.99 but this results in increased
distortion during double-talk intervals.

Informal listening tests reveal the presence of musical
noise in signals at the output of the postfilter for both the
proposed and the Kalman echo control systems. In addition
to musical noise, signals processed by Kalman echo control
sometimes contain crackling noise which was sometimes
perceived as annoying. In signals processed by Sync. A = 1,
echo is sometimes still audible whereas in signals processed
by Sync. A = 0.99 echo is inaudible.

5. CONCLUSION

This paper presents the first cross-domain approach to syn-
chronized acoustic echo cancellation and echo postfiltering.
The proposed approach is based on the link between the sys-
tem distance and the system mismatch power spectrum. A
new system distance estimate is also introduced and assessed
in this paper. The performance of the new synchronized echo

control system is compared to synchronized Kalman echo
control system and to an unsynchronized approach.

Our approach yields a significant reduction in distortion
compared to the unsynchronized echo control system. The
proposed system is robust to abrupt echo path changes and is
stable during intervals of double-talk. The new system dis-
tance estimate delivers significantly improved echo suppres-
sion and rapid AEC convergence while preserving a reduced
level of distortion quality during double-talk intervals com-
pared to the standard system distance. Future work should
include the extension of our synchronization approach to any
other variable stepsizes.
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