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RésuméCette thèse présente les aspets d'initation des systèmes distribués où une quantité limitée deressoures publiques ou privées doit être répartie parmi les partiipants égoïstes et autonomes.Notre objetif est de onevoir des méanismes qui assurent l'e�aité et l'équité de l'alloa-tion des ressoures dans tels systèmes. Nous appliquons des modèles d'utilisateurs égoïstes etnous étudions les résultats de nos régimes proposés. Nous proposons également des algorithmesd'optimisation distribués destinés à la mise en ÷uvre dans la pratique.Premièrement, nous iblons les servies de sauvegarde dans des systèmes pair-à-pair, 'est-à-dire des réseaux distribués onstitués de pairs fontionnellement égaux, où les utilisateurssauvegardent leurs données sur les périphériques de stokage sous-utilisées des autres utilisateursà travers d'Internet. Le système est apable de fontionner à grande éhelle puisque plus d'utilisa-teurs fournissent plus d'espae de stokage et de bande passante en globale. En outre, la diversitéspatiale et propriétaire des h�tes de stokage assurent la disponibilité des données sauvegardées.Toutefois, la gestion des utilisateurs qui ne veulent pas partager leurs ressoures loales ave lesautres partiipants a d'importane extrême pour maintenir un système opérationnel. En outre,assurant une haute qualité de servie dans un tel réseau pair-à-pair néessite une oneption dusystème ave soin. Nos nouvelles politiques onernant la redondane de données et la séletiondes pairs rendent le servie de sauvegarde �able en éhange d'une ontribution équitable desressoures des utilisateurs.Deuxièmement, nous examinons la gestion du spetre d'une façon dynamique qui permetd'allouer des bandes de fréquene pour les fournisseurs de servie sans �l séquentiellement. Nousprésentons notre oneption d'un système distribué sur l'alloation et la tari�ation ave lebut d'établir l'utilisation e�ae du spetre, les alloations souples et la ompatibilité ave desinitations, ompte tenu de l'interférene physique entre les titulaires de fréquene. Notre travaildonne un aperçu sur les nouveaux problèmes d'optimisation liés à la répartition du spetre.Nous proposons des solutions heuristiques à es problèmes, basées sur nos résultats d'analyse.Nous évaluons le système et les algorithmes proposés ave des simulations numériques, et nousonluons que nos heuristiques peuvent être la fondation d'un système d'alloation dynamiquedistribué. iii
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AbstratThis dissertation studies inentive aspets of distributed systems in whih limited private orpubli resoures must be alloated among sel�sh autonomi partiipants. Our goal is to designmehanisms whih ensure the e�ieny and fairness of resoure alloation in suh systems. Weemploy sel�sh user models and we investigate the results of our proposed shemes. We alsodesign distributed optimization algorithms intended for pratial implementation.First, we target bakup servies in peer-to-peer systems, i.e., distributed networks of fun-tionally equal peers, where users save their bakup data on the underutilized storage devies ofone another over the Internet. As a main harateristi, no salability problems arise sine moreusers provide larger overall storage spae and bandwidth. Furthermore, spatial and ownershipdiversity of storage hosts assure the availability of baked up data. However, the management ofusers not willing to share their loal resoures with other partiipants is extremely important tokeep the system operational. Moreover, ensuring high quality of servie in suh a peer-to-peernetwork requires areful system design. Our novel data redundany and peer seletion poliiesprovide reliable bakup servie in return for fair resoure ontribution of the users.Seond, we examine the potential of a dynami spetrum management framework that en-ables sequential alloation of frequeny bands for wireless servie providers. We present ourdistributed system design on alloation and priing with the goal of ahieving e�ient spe-trum utilization, �exible alloations and inentive-ompatibility, onsidering physial interfer-ene among frequeny liensees. Our work provides insights on emerging optimization problemsrelated to the alloation. We suggest heuristi solutions to these problems based on our ana-lyti results. We evaluate the proposed framework and algorithms numerially, and we onludethat our proposed heuristis an be the ornerstones of a �exible distributed dynami alloationsystem.
v
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KivonatA jelen értekezés olyan elosztott rendszerek ösztönzõ kérdéseit vizsgálja, amelyekben korláto-zott magán vagy közös erõforrásokat kell szétosztani önzõ autonóm résztvevõk között. Célunkolyan módszerek megtervezése, amelyek biztosítják a hatékony és méltányos erõforrás-elosztástilyen rendszerekben. Az önzõ felhasználók leírására modelleket építünk és megvizsgáljuk a ja-vasolt rendszerek teljesítményét. Továbbá olyan elosztott algoritmusokat tervezünk, amelyeketgyakorlati megvalósításban használni lehet.Elõször biztonsági adatmentõ szolgáltatásokat vizsgálunk egyenrangú rendszerekben, azazolyan elosztott hálózatokban, amelyekben a felek funkionális szerepe megegyezik. Ilyen rendsze-rekben a felhasználók egymás kihasználatlan tároló eszközeire mentik az adataikat az Internetenkeresztül. A szolgáltatás fõ jellemzõje az, hogy nem merülnek fel méretezhetõségi problémák,ugyanis több felhasználó nagyobb tárhelyet és sávszélességet nyújt összességében. Továbbá, atároló eszközök területi és tulajdonosi sokrétûsége biztosítja az elmentett adatok rendelkezésreállását. Ugyanakkor azon felhasználók kezelése rendkívül fontos a rendszer mûködõképességénekbiztosításának szempontjából, amelyek nem hajlandóak megosztani helyi erõforrásaikat a többirésztvevõvel. Emellett a szolgáltatás színvonalának magasan tartása az egyenrangú hálózatok-ban gondos rendszertervezést igényel. Az újszerû adat-redundania és tároló partner-választásiszabályaink megbízható biztonsági adatmentõ szolgáltatást biztosítanak a felhasználók számáraméltányos erõforrás-hozzájárulás fejében.Ezután egy dinamikus spektrumgazdálkodás megvalósíthatóságát vizsgáljuk meg, amely le-hetõvé teszi frekveniasávok vezeték nélküli szolgáltatók közötti, egymást követõ kiosztását. Be-mutatjuk az általunk javasolt foglalási és árazási keretrendszert, amely a rádióspektrum hatékonyfelhasználását, rugalmas kiosztását és ösztönzõk megvalósítását élozza, az ugyanazon frekveniáthasználók közötti �zikai zavarást �gyelembe véve. Munkánk eredményei betekintést nyújtanak azelosztással kapsolatosan felmerülõ optimalizálási problémák nehézségébe. Ezek kiküszöböléséreheurisztikus megközelítéseket javasolunk, amely megoldások a problémák analitikus vizsgálatánalapulnak. Numerikus szimuláiókkal értékeljük a javasolt algoritmusokat, és arra a következte-tésre jutunk, hogy az adott heurisztikák egy rugalmas, elosztott dinamikus allokáiós rendszersarokköveit képezhetik. vii
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Chapter 1IntrodutionOur researh work aims at designing distributed systems with fous on fairness and inentivesin resoure provisioning. The dissertation onsists game theoreti models of peer-to-peer (P2P,distributed network of funtionally equal peers) bakup and deentralized radio spetrum sharingsolutions. The inherent sel�sh behavior of partiipants is mitigated by well-suited inentiveshemes. Analyti and numeri results re�et the performane evaluation of the advised systemdesign frameworks.1.1 Researh bakgroundNowadays, more and more information tehnology servies and appliations turn to the employ-ment of the distributed paradigm beause of salability issues. Self-organizing and distributedsystems appear in every domain of teleommuniations; these systems, however di�erent in mostof the tehnial aspets, re�et similar inentive issues. Besides the extended researh workon tehnial solutions, the related eonomi harateristis have also been takled in growingmeasure reently.1.1.1 Related workMany distributed servies urrently rely upon altruisti behavior from their users. The phe-nomenon of sel�sh individuals who opt out of a voluntary ontribution to the ommon welfareof the group has been widely studied, and is known as the free-rider problem. For example,unontrolled or exessive free-riding in a P2P �le sharing system leads to network ongestion atsome hot-spot peers and to the degradation of system performane; this phenomenon is indeeda real issue in P2P networks in general. It is thus important to design some mehanisms thatenourage peers to ontribute resoures and redue free-riding behavior in distributed systems.A vast researh literature takles the aforementioned problems and propose solutions fordistributed systems, suh as network aess sharing [96, 97℄, P2P �le sharing [11, 29℄, network1



CHAPTER 1. INTRODUCTION 2routing [50℄, paket forwarding in ad-ho networks [10, 23, 152℄, spetrum alloation [79℄, P2Pstorage and bakup [11,33,95,130,139℄, network ontent ahing [85,86℄, and network formation[30,49,84℄. Designing inentive-ompatible system frameworks is onsidered to be a hot topi inthe researh ommunity.1.1.2 Researh goalsOur researh aims at building speially tailored design for two di�erent types of distributedsystems: P2P bakup and distributed radio frequeny alloation systems. In both ases the non-ooperative sel�sh behavior of partiipants an jeopardize the operation. Based on user models,our goal is to design optimal eonomi inentive solutions that ensure desirable quality of servieby fostering ooperation among users or by distributing shared resoures e�iently. In the P2Pbakup system we introdue a barter-based sheme, for spetrum alloation we impose monetary�ows between users and the authority. We evaluate the proposed inentive shemes from theuser and from the system perspetives, through both analyti and numeri investigations.In order to reah our goals,
• we model the rational behavior of sel�sh partiipants in the investigated systems, aount-ing for user bene�ts in terms of appliation performane, user ost of resoure sharing (ifappliable), and the heterogeneity of user harateristis, relevant for the servie, e.g., theheterogeneity of shared user resoures, interferene relations among users;
• based on the models, we build system designs with inentive solutions;
• in order to analyze the system models and the proposed inentive shemes, we utilize abroad lass of analyti tools, e.g., mathing theory models for the P2P bakup system, andaution theory for the alloation of radio spetrum;
• we deompose the appeared optimization problems and develop distributed algorithms tosolve them;
• to approve the theoreti models, we perform simulations as proofs of onept, and weprovide numeri performane evaluation of the proposed solutions.We strive to reate potential implementation solutions of pratial, feasible and salableappliations. The frameworks to be designed with embedded inentive shemes and analyzedaording to the assumed sel�sh user behavior, must ensure favorable outomes in robust systems.1.1.3 MotivationThe motivation that gives ground to this researh work is the lak of reasonable inentivesfor users in the targeted distributed multi-user systems. An inappropriate eonomi design of



CHAPTER 1. INTRODUCTION 3suh a system sets bak the possibility to reah a soially optimal outome in the funtioning.Appliation-spei� shemes ould enhane the way these distributed systems work.The �rst part of the thesis aims a relevant �eld of researh: there is growing need for seamless,seure, reliable and easily aessible online bakup as the daily used eletroni devies are moreand more integrated into the Internet and the inreasing transmission rates make possible movinglarge amount of data. Sine instead of publi or entral resoures users exploit those of oneanother, resoure provisioning requires a well-suited inentive sheme.The seond part of the thesis targets radio spetrum alloation, studying aution-based man-agement shemes in a distributed fashion. The main motivation behind the approah we investi-gate is that the sequene of entral autions to realloate publi resoures should be transformedinto a more salable framework. We let the partiipants trade the aquired resoures amongthemselves in a distributed design without the intervention of a entral autioneer.1.2 MethodologyGame theory o�ers a tool-set for modeling individual user preferenes, strategies, osts andvaluations in distributed systems. We employ graph theory and mathing theory to analyze theinentive mehanisms that we propose. Furthermore, we perform numerial evaluations withsimulations, written in MATLAB.1.2.1 Game theoryDistributed systems onsist of autonomi partiipants and limited publi or private resoures tobe distributed among them. It seems reasonable to assume that every user is sel�sh, i.e., sensitiveonly to the quality of the experiened servie, regardless of the e�ets of its ations on the otherusers. On the other hand, the quality of servie a user reeives depends on the generosity ofother users: eah user bene�ts either from the shared apaity of others or its share of thepubli resoures. The framework of game theory [56, 69, 105, 122℄ is therefore partiularly well-suited to study this kind of situation as a non-ooperative game played among users. Analytialinvestigations takle user behavior, the existene of best-response strategies, Nash-equilibrium,Pareto-optimal outomes, inentives, and soial welfare.Sine in premature system designs there is no diret inentive to o�er own apaity to theothers or to fairly share the ommon wealth, users are motivated to free-ride [53℄. If the sharinge�orts do not get some kind of proof of appreiation, nobody has interest to ooperate andin extreme ase the distributed servie fails to exist. Therefore it is neessary to takle theeonomi aspets of suh systems and to properly design inentive mehanisms for the servie inquestion [12, 31, 52℄.The partiipants of a distributed system are assumed to be strategi. Exatly this is the



CHAPTER 1. INTRODUCTION 4ore of game theory that attempts to mathematially apture behavior in strategi situations,in whih the suess of an individual in making hoies depends on the hoies of others. Therational users hange their behavior to maximize their own bene�t when taking part in thesystem. In reality, there may be other types of individuals, e.g., altruisti or maliious, but thepredominant majority is assumed to behave strategially.The ombination of universal ooperation leading to optimal overall utility, an individualinentive to defet, and rational behavior provides the essential tension that results in the tragedyof the ommons [82℄ without properly designed inentive shemes. Designing this latter requiresomplete knowledge about the partiipants, moreover to attain optimality, eah peer shouldbe o�ered a personalized sheme, and where neessary, enfore (or make payments to ensure)partiipation. None of these onditions are likely to be ahievable in a pratial distributedsystem, where not only the preferenes of the individual peers but even their identities might beunknown [12℄.As far as eonomi e�ieny is onerned, besides the lak of information onerning theidentities and preferenes of the individual partiipants, whih is required for the omputationof the optimal alloation of resoures and ost in a distributed system, an additional hallengingissue is the ompliated eonomi modeling of individuals. In several ases, the existene of exter-nalities makes the adoption of a free-market approah using market-de�ned pries ine�ient [12℄.Also, di�erent tehnial onstraints limit the design variety of many distributed systems, e.g.,urreny-based inentive shemes are hard to implement in urrent �le sharing P2P networks.In addition to the hallenging eonomi resoure alloation problem, a system designer usuallyhas to deal with the inability to rely on trusted software or on entral entities that an monitorand aount for peer transations to ensure that they ontribute and onsume the amount ofresoures ditated by an underlying inentive model.1.2.2 Inentive mehanism designInentive shemes must be deployed to align sel�sh partiipant behavior with the goals of thesystem design, e.g., in P2P systems it is essential that peers be ompliant with the protoolspei�ation [64, 82, 102, 148℄. However, modeling of the eonomi transations arried out ina distributed system is, in general, a very omplex task. The main reason is that partiipantsshould ontribute di�erent types of resoures (money, power, bandwidth, storage, CPU yles,ontent, et.) with various harateristis, the provision of whih generates omplex osts takinginto aount the time spent using the system and in some ases extreme omponents suh as legalrisks [12,13℄. Early works [54,64,139℄ made e�orts to model the utilities and osts assoiated withthe partiipation in a P2P �le sharing system using game theoreti analysis: they analyze the free-riding problem and the equilibrium of user strategies under several miro-payment mehanisms,as inentive shemes.



CHAPTER 1. INTRODUCTION 5Monetary-based inentive mehanisms are widely studied in every area of distributed systems.Curreny has a well-de�ned uniform valuation for every partiipant and supports �exibility interms of the time and the amount of ounter-ontribution for any given resoure. In P2P systemsthe predominant payment sheme approahes belong to miro-payment solutions with learaneinfrastruture or to redit-based systems. When publily available limited resoure must bealloated on a set of individuals, autions seem to be the most suitable frameworks. Extensiveresearh targets a whole range of suh systems [79, 96℄.When a given distributed system exludes the possibility of applying monetary tools in or-der to provide inentives for the partiipants, then barter-based solutions arise. Collaborationamong peers is then motivated by resoure exhanges, tit-for-tat strategies [11, 29, 101℄, reputa-tion systems [65,82,104℄, penalty poliies [102℄. However, in these models, as a result of exludingmonetary means, determining the objetive value of resoures that are subjet to barter appearsas an additional issue.Distributed Algorithmi Mehanism Design (DAMD) aims to reate inentives for Internetappliations. In an ideal system design sel�sh nodes would maximize the ommon welfare [12℄.If no entralized authority with total knowledge an make deisions about the system resoures,building an inentive sheme beomes a DAMD problem, ombining omputer siene with inen-tive ompatible mehanism design of eonomis. DAMD provides a useful framework to enforethe proper provision of resoures in a distributed system [51℄.1.2.3 Mathing TheoryMathing theory [58,72,73℄, a �eld of ombinatorial optimization, provides useful tools to analyze,among several other possible targets, e.g., peer seletion in P2P �le sharing [57, 88℄ systems.1.3 Outline of the dissertationThe �rst part of the dissertation fouses on P2P systems for bakup. Users partiipate in thesystem operation by o�ering private resoures (suh as storage, online time, bandwidth) for thebene�t of the ommunity with the ultimate goal of improving appliation performane.We study important design options of data redundany, data maintenane and data transferover the network in Chapter 4. We suggest a new proedure for determining data redundany,and we evaluate its performane ompared to urrently known tehniques in Chapter 7. Fortheir omparison, we de�ne novel metris that desribe the quality of servie, e.g., the duration ofarhiving data and of reovery proesses, the probability of bakup loss. Determining redundanyis based on the time required to retrieve the baked up data and it guarantees high serviequality levels while signi�antly reduing the applied redundany, thus storage and bandwidthrequirements.



CHAPTER 1. INTRODUCTION 6We show the settings that provide high quality of servie for bakup purposes and, in themeantime, require the least possible shared resoures. However, a system with low number ofusers might not be able to guarantee the appropriate quality of servie based only on the shareduser resoures. Therefore, we examine the e�ets of introduing a entral storage server in orderto avoid suh situations: we show the ost impliations of persistent quality guarantees. In suha hybrid system the entral, highly available server might be used to store data in exhange forthe reimbursement of osts. Furthermore, it an also be used to restore data from the remainingopies when bakup is lost on peers that leave the system. In Chapter 7 we arrive at theonlusion that relatively low ourring osts of suh a hybrid system signi�antly improves thequality of servie.Sine the extent of user ontributions a�ets the system, an inentives sheme is required inorder to maintain the servie: partiipating users must share disk spae, bandwidth and onlinetime, onneted to the Internet. In Chapter 5 we present a symmetri peer seletion sheme inwhih users have the ability to sel�shly selet remote peers they want to exhange data with.Peer harateristis (e.g., online availability, dediated bandwidth) play an important role and arere�eted in the model through a single parameter, termed grade. We show that seleting remotepeers sel�shly, based on their pro�les, reates inentives for users to improve their ontributionto the system.In Chapter 6, we show an e�ient algorithm to ompute the optimal data transfer shedul-ing solution for hypothetial ases where future peer uptimes are known. We use the optimalresults to evaluate the applied sheduling poliy, and we propose pratial settings in whih theperformane of random deisions is lose to optimal.The seond part of the dissertation investigates the possibility of alloating radio spetrumamong multiple appliants dynamially in a distributed manner. The distributed dynami spe-trum alloation framework, if frequeny leasers are oordinated by a well-suited sheme, providese�ient methods for the alloation of the sare underlying resoures, with respet to the generalinterferene onditions.In Chapter 11, we present a model and the related framework of alloation and priingthat o�ers a distributed mehanism design, adapted to pratial employment issues. Our modelhandles interferene e�ets without any restriting assumptions, and our framework is salableand inentive-ompatible. We provide both analytial and numerial evaluation (in Chapter 12)of the proposed framework, and in either ase we prove this latter to be a suitable approah toe�ient and �exible spetrum utilization.
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Chapter 2IntrodutionNowadays, aumulated information results in large, and ontinuously inreasing amount ofdigital data, a signi�ant part of whih is personal and annot be reprodued easily, thereforetheir safe storage is essential. Numerous methods and appliations are available to simultaneouslyprodue and bakup opies, but the di�ulty and high osts of the arhiving proess preludemost users to provide safety to their data.We study online bakup servies that o�er safe storage of personal data for users with anInternet onnetion. We suggest an innovative and viable approah to realize this servie via aP2P arhiteture whih exploits user resoures (storage, online time, bandwidth) with the goalof dereasing the usual ost of baking up data online. Simulations show that suh a system hasthe performane and the reliability similar to those of a ostly entral storage server.The reliability of a bakup servie an be established to di�erent extents. If the systemprovides data availability, then it means that the data is aessible online whenever a request isissued. This implies that any arbitrary part of the data an be fethed promptly by the dataowner, therefore guaranteeing low aess lateny. On the other hand, if the durability of data isensured, the data is safely stored in the system as long as the servie is required, but it is notneessarily always aessible, at least not all parts of it. A reliable system reovers the storeddata despite failures, without violating the level of data aessibility it guarantees.2.1 Online data storage serviesThe advent of loud omputing as a new paradigm to enable servie providers with the ability todeploy ost-e�etive solutions has favored the development of a range of new servies, inludingonline storage appliations. Due to the eonomy of sale of loud-based storage servies, theosts inurred by end-users to hand over their data to a remote storage loation in the Internethave dereased signi�antly. Furthermore, the proess of baking up user data online are usuallyperformed automatially by a lient appliation: in ontrast to on-site bakup solutions, user9



CHAPTER 2. INTRODUCTION 10interation is minimal, and in ase of data loss due to an aident, restoring the original data isa seamless operation.Commerial online data storage servies [2, 3, 6, 7, 147℄ an be broken down into those basedsolely on apital-intensive and energy-onsuming [5, 84℄ server farms [2, 3℄ and those embraingthe P2P paradigm [6, 7, 147℄.Amazon S3 [2℄ is based on large parks of ommodity hardware (i.e., a data enter) running austom-built distributed data struture disussed in [37℄. Data availability and durability do notome for free: end users are ompelled to pay for the amount of spae they oupy in the dataenter and the amount of tra� their ontents generate. Furthermore, loud-based approahesan be subjet to failures, as reported in [1℄. Many ompanies base their online storage servies(e.g., Dropbox [3℄) on the Amazon loud by building a user-friendly interfae to it.The entralized omponent that ensures storage for users of Wuala [7℄ is omplemented bystorage apaity at all available peers taking part to the appliation. Generally, data is plaedboth on servers and on a P2P network with a predetermined amount of redundany. Serversoordinate the data plaement by seleting storage nodes: users must o�er an amount of loalspae inversely proportional to their average online availability, and a minimal dediated band-width apaity [65℄. The same servers are involved in onstantly heking that these onstraintsare satis�ed.The long-term storage ost of online servies, whih are partiularly dominant in the ontextof bakup appliations, may easily go past that of the traditional o�ine solutions. Additionally,while data availability is a key feature that large-sale data-enters deployments guarantee, itsdurability is questionable [147℄, as reported in [140℄. A P2P storage system is a viable alterna-tive to loud-based solutions: user ommodity storage devies are shared (together with somebandwidth resoures) with a number of remote users to form a distributed storage system thatis resilient to loal failures.2.2 Bakup versus storage in a P2P systemGeneral purpose online storage systems optimize lateny to individual �le aess, sine usersupload their data to the system as a replaement of a loal hard drive. Maintaining high dataavailability in a P2P storage system puts high burden on the users due to the intermittent onlineappearanes of storing peers. The online behavior of users is unpreditable and, at large sale,rashes and failures are the norm rather than the exeption. As a onsequene, a P2P storageappliation stores large amounts of redundant data to ope with suh unfavorable events, i.e.,storage spae is sari�ed for low aess lateny.Despite the enormous amount of work arried out in the researh of P2P storage during thelast deade, no popular solution has emerged targeting ommon Internet users. The reason for



CHAPTER 2. INTRODUCTION 11this is that a favorable trade-o� between the performane and the resoure requirement of suh aservie is hard to �nd. As Blake et al. argue in [20℄, it is prohibitive to have enough redundanyto keep all data available at all times, although without this, the performane is questionable.The high demand of peer resoures might be unsatis�able by the ontribution of the partiipantpeers, even if well-suited inentives are in plae to enourage them to share.On the other hand, an online bakup servie, as a partiular ase of online storage, involvesthe bulk transfer of potentially large quantities of data, both during regular data bakups, andespeially in ase of retrievals. As a onsequene, short bakup and retrieve times are moreimportant goals to ahieve than low aess lateny. Furthermore, as the bakup servie assumesa loal opy of the data at the user, retrieving the bakup is required only when the loally storedopy is lost. At these rather rare events, aess lateny to spei� parts of the bakup is simplynot an issue sine the bulk tra� needed to restore the whole of it would need hours anyway.Rather than aiming for another general purpose P2P storage system, we therefore fousspei�ally on a simpler to implement and yet very useful appliation: baking up the importantdata of users. Given the above onsiderations, our bakup system design optimizes bakup andretrieval times, while guaranteeing data durability, i.e., ensuring that the loss of bakup remainsan unlikely event.We show in the thesis that providing data durability is less di�ult to ahieve, in termsof required peer resoures, than data availability. We present the drasti redution of dataredundany, still manageable to ensure the above quality of servie guarantees. Furthermore,we demonstrate the possibility of avoiding separate design layers that provide user inentives:our appliation fosters ooperation among peers by design. Moreover, we propose a hybriddesign with a data enter that improves the system performane to the same level of a ostlyentralized servie, even if our optimizations and inentives fail to ensure the neessary peerresoures. Striving to relieve users from payments, our data transfer sheduling poliies keep thebandwidth and storage osts of the data enter at a minimum.2.3 Fous of the workThe thesis presents our work on online data bakup systems in whih users store opies of their�les for long-term. We propose a system design that involves user edge devies that onfederateby pooling their loal resoures in a P2P network, and a entral storage faility, i.e., a dataenter. We de�ne a set of performane metris that desribe important quality of servie aspets(e.g., data durability, bakup and retrieve time). We analyze di�erent design hoies of dataredundany, data plaement and data transfer sheduling by evaluating the system performane.We review related works in Chapter 3, organized aording to the struture of the thesis. Wealso give a broad overview on di�erent aspets of P2P storage systems whih are loosely related



CHAPTER 2. INTRODUCTION 12and/or orthogonal to our ontributions, but important for a omplete system design.In Chapter 4, we overview our system design and disuss its key omponents. We desribein detail our appliation senario, and we show why the assumptions underlying a bakup appli-ation an simplify many problems addressed in the literature.In order to maintain the durability of baked up data, the degree of redundany, i.e., theamount of additional data in the P2P system that guarantees a bakup operation to be onsideredomplete and safe, must be hosen wisely. We present a novel redundany poliy in Setion 4.2that, rather than fousing on short-term data availability, targets short data retrieve times. Assuh, our method alleviates the storage burden of large amounts of redundant data on lientmahines.In order to enhane the performane of the system, we propose to employ a data enter toomplement the resoures o�ered by peers, if they are not su�ient. For example, deteting afaulty external hard-drive may not be immediate, or obtaining a new piee of equipment upona rash may require some time; in these ases an assisted approah to repair data redundanyon peers, whih involves a loud-based storage servie, an signi�antly redue the probabilityof data loss at an a�ordable ost. Similarly, we show that an assisted bakup proess mitigatesthe negative e�ets of low peer quality, dereasing the data loss probability along with the timeto bakup. The suggested assisted poliies o�oad the data enter by transferring bakup datato peers as soon as possible, thereby minimizing data enter osts (i.e., storage and bandwidthburden) while sustaining the quality of the bakup servie.In Chapter 5, we fous on the peer seletion proess, during whih peers hoose where toplae fragments of bakup data they need to store. A global ranking is built among the peersin terms of the quality of storage spae, representing the online availability and bandwidth, theyo�er to the P2P system. We model the proess as a game in whih users sel�shly optimize theutility and ost they bear for joining the system by adjusting their shared storage and qualities.We present the objetive funtion that drives the behavior of peers in the game, and we studythe algorithmi perspetive of the unoordinated peer seletion proess.We show that the game reahes an equilibrium in whih the system is strati�ed : peers withsimilar harateristis ooperate by building bi-lateral links that are used to exhange and storedata. As peers improve their ontributions, the servie they reeive from one another beomesless ostly, thus, the onsequene of system strati�ation is a natural inentive for peers toimprove the quality of resoures they o�er to other peers.We further disuss the sheduling poliies, i.e., deiding how to alloate data transfers be-tween peers. In Chapter 6 we formalize the problem of exhanging multiple piees of data withintermittently available peers during uploading and retrieving operations with full knowledgeof future peer uptime, and we show that it an be solved in polynomial time by reduing itto a maximal �ow problem. The full knowledge setting is obviously unrealisti: therefore we



CHAPTER 2. INTRODUCTION 13prove that a randomized approah to sheduling ompletes transfers nearly optimally in termsof duration as long as the system is su�iently large.In Chapter 7 we orroborate our theoretial �ndings with simulations, driven by real avail-ability traes from an instant messaging appliation where on-line appearanes of users showdaily and weekly patterns. Extensive numerial simulations, with a distributed algorithm forthe peer seletion proess, show that our tehniques are e�etive in suh a realisti senariowith heterogeneous peer availabilities and bandwidths. With the simulation of a omplete P2Pbakup system we show that our proposed design is viable in pratial senarios and we illustrateits bene�ts in terms of inreased performane ompared to other system designs.Our ontribution, disussed in detail in Chapter 8, is three-fold:
• we present a P2P bakup system design in whih data redundany and its maintenane areadapted to the requirements of a bakup servie driven by our novel performane metris,resulting in a signi�ant derease of resoure usage ompared to general purpose storage;
• through user-driven peer seletion, we introdue embedded inentives for peers to sharetheir loal resoures and we show the stable on�guration of suh a system;
• we show the time and bandwidth onstraints of data transfers between peers in a P2Psystem, and we suggest to diminish those ine�ienies for a low ost by integrating a dataenter storage servie in the system.
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Chapter 3Related workOnline data storage solutions, allowing users to store and aess their data from any pointon the Internet, are ommerially popular produts. These appliations have reeived muhattention from the researh ommunity that studied their many faets. In partiular, researhon distributed P2P storage appliations has proliferated in the literature. The omplete designof suh systems requires onsidering several problems. Here, we fous on those works that arelosely related to our ontributions, but also give an overview on topis that are not addressedin the thesis.The hallenge in the design of P2P data storage systems is that a reliable servie must bebuilt on many unreliable peers. The emphasis is on the high number of partiipants, beausethe underlying onept exploits the diversity of peer harateristis. Indeed, the data stored inthe system remains available online if it is sattered on so many peers that even if most of themare temporarily disonneted, there are enough peers onneted to the Internet to serve anydata read request. Similarly, the durability of storage is ensured if permanent loss, deletion ororruption of data on peers an be orreted by maintaining the spread data with di�erent repairtehniques. The availability and durability of stored data are ahievable only if events that makedata parts unavailable or lost are not positively orrelated. In this ase a system ontainingnumerous peers to store data parts an provide both features by the law of large numbers.In the following setions we revisit the olletion [44℄ of major ideas that takle the amountof data redundany and its maintenane, the plaement of data parts on peers, and the relateddata indexing, seurity and inentive issues.3.1 Data redundany in P2P storageDuring the last deade, researh foused on the design of general-purpose P2P storage thatprovides features of traditional �le systems. Therefore, a signi�ant amount of work has beendevoted to implementing systems with low lateny, the most di�ult task when building dis-15



CHAPTER 3. RELATED WORK 16tributed storage. Numerous solutions emerged, all proposing to add some redundany to thestored data, but with di�erent methods and extents depending on the design perspetives. Wegive a brief overview of existing redundany shemes, we summarize the tehniques that are ap-plied to maintain the redundany, then we argue on the di�erenes between storage and bakupsystems.3.1.1 RepliationThe simplest redundany sheme stores opies of data on di�erent peers. If r replias of thesame �le are plaed on r di�erent peers, the �le is available even if r − 1 of them are o�ine. Itssimpliity made this sheme wide-spread in the �rst P2P storage system designs, e.g., PAST [43℄adopts the repliation of �les, CFS [35℄ divides �les in bloks and performs repliation at theblok level.As desribed in the following, the redundany sheme is intertwined with, among otheraspets, its repair tehnique. When a opy is lost, the appliable repair onsists of simplyopying an available replia to another peer, based on the data plaement poliy.The weakness of repliation is that the amount of redundant data is signi�antly larger thanin more sophistiated shemes, therefore imposes high storage burden of peers to meet the samedata availability and durability guarantees.3.1.2 Erasure odingThe more sophistiated redundany shemes apply erasure oding on the data to store. The basidesription of the sheme is as follows: data is organized into bakup objets, eah of them is utinto k, equal size original fragments whih are then transformed into an arbitrary number, but
n > k, of enoded fragments, again of the same size, to be stored on n remote peers. Any k ofthese enoded fragments are su�ient to reonstrut the k original fragments, thus the bakupobjet. Therefore the redundany sheme resists to the erasure of n − k enoded fragments,stored on peers.The bene�t of erasure oding is that less redundany (de�ned as r = n

k ) is required, thusless storage spae is onsumed than with repliation, when providing the same level of reliability[113, 141℄. As an illustrative example, let us onsider repliation with r = 3 opies, and erasureoding sheme with k = 3, n = 5. Both shemes ensure data durability when only two peers losetheir assigned data, however the data redundany rates r are di�erent: r = 3 with repliationand less than 2 with erasure oding. Note that both shemes imply that replias or fragmentsare plaed on distint peers, in order to maximize the diversity of storage loations.The inonveniene of erasure oding shemes is that repairs are more omplex than trans-ferring opies of data. When an enoded fragment is lost, in order to reate it again (or a new



CHAPTER 3. RELATED WORK 17one), the enoding proess has to be performed again, for whih the original data or k redundantfragments are needed. If none of these hoies are ensured at one loation, the repair of a soleenoded fragment imposes the transfer of a data amount equal to the size of the bakup objeton the system.The most widely used erasure odes are based on linear operations on Galois Fields, thesesolutions are alled as Reed-Solomon odes [112℄. The main drawbak of these latter is theomputational omplexity regarding the enoding and deoding proesses; the remedy is proposedby LT odes [93℄ that provide linear oding and deoding times, although the reonstrution of abakup objet requires slightly more than k enoded fragments. Furthermore, these odes do notpredetermine the parameter n, hene the name: rate-less (or fountain) odes. As an alternative,rate-less erasure odes an be onstruted based on random linear odes from the area of networkoding [55℄.The system designs that apply erasure oding to build data redundany are numerous [8,17, 18, 40, 67, 81, 91℄. The popularity of the sheme is due to its high storage e�ieny sine, asmentioned above, erasure odes are able to provide the same level of reliability as repliation,onsuming muh smaller storage spae. If the major drawbak of erasure oding is that aessesand repairs have higher lateny than in the repliation sheme. If this beomes more importantthan the savings in storage spae, designers apply repliation, e.g., for ative and for meta-data [18, 81℄.3.1.3 Maintaining redundanyAs mentioned earlier, redundant data does not guarantee the availability and durability of data,unless it is maintained during its lifetime: fragments that are lost on peers that rashed orabandoned the system must be repaired by building and storing new fragments.The repair poliy determines when a fragment repair must be performed. Most of the existingtehniques have the target of ensuring prompt availability at all times. In these P2P storagesystems, either eager [35,43℄ or lazy repairs are adopted [18℄: o�ine fragments are repaired eitherimmediately, or only after some delay, respetively. The �rst poliy is simple, but ine�ient,sine all peer disonnetions are onsidered as losses; the seond one is the opposite: it e�ientlytakes into aount both, transient and permanent disonnetions, reintegrating fragments onpeers that ome bak online after a short period to avoid unneessary repairs, but it also requiresmore sophistiated deision-making.The deisions that drive lazy repair tehniques must ensure the amount of redundany thatguarantees the required availability, and most importantly durability of data. Generally, thresh-olds on the neessary number of fragments are determined after observing statistis of online,and supposedly alive, but o�ine peers. System designs apply reative [18, 27℄ and/or proativerepairs [36,47,121℄ to always meet these thresholds. Basially, data is stored in the system with



CHAPTER 3. RELATED WORK 18higher redundany than the repair threshold, and proative repairs are performed to ensure thatthe rate always remains above, or reative repairs are performed when the rate falls below it.The motivation for the reative poliy is to avoid waste of bandwidth, i.e., to perform repairswhen they seem to be neessary, while the reasoning behind the proative sheme is to smoothout bandwidth utilization during the repair proess, sine reative repairs might ome in bursts.3.1.4 Feasibility of P2P storageAmong many other approahes, the storage system design of TotalReall [18℄ adopts a binomialformula to alulate erasure oding redundany rate that guarantees low lateny through promptdata availability. This rate, as ensuring prompt data availability in general, requires high storageand bandwidth ontributions from peers in typial settings.As an example, in Wuala [7℄, the usage of a data enter is inevitable beause the overallstorage apaity at peers is not su�ient to sustain the expeted data availability for everystored �le. As Wuala o�ers low lateny storage servies, the system must store data on servers,and the load on peers serves only ahing purposes: popular �le parts, stored on peers, anbe retrieved from multiple soures for free, hene the advantage of the P2P overlay in terms oftra� [94℄.Proportionally with the amount of redundant data to store, the repair poliy in P2P storagesystems neessitates large ommuniation bandwidth from peers. The authors in [20, 21, 113℄argue that suh a system might be unsustainable in ommon Internet senarios with high peerfailure rate and low peer bandwidth apaities. The reason for this is, again, that the repair ofeah lost enoded fragment requires the transfer of a larger amount of data.To remedy this disadvantage of erasure oding, hybrid shemes might use replias to performrepairs of enoded fragments avoiding the transfer of the whole bakup objet. Dimakis et al. [39℄disusses on the bene�ts of using network oding in alleviating the osts of data maintenaneas opposed to approahes based on erasure oding. On the other hand, they argue that theomplexity of the system grows, sine di�erent maintenane polies must be applied for repliasand for erasure oded fragments. In fat, redundany shemes, applying solely erasure oding,might beome feasible with more sophistiated odes, built with the need for repairs in mind.When maintenane of redundany is delegated to peers that do not have a loal opy of thebakup objets, hierarhial [45℄ or regenerating [39,46,144℄ oding shemes an be used to lowerthe amount of required data transfers.Although storage systems are more often envisaged in the literature than bakup systems,data availability requirements, that reeive partiular importane, are unfortunately annot bealways ful�lled. On the other hand, P2P bakup systems, in whih data durability is far moreimportant than availability, an be operated for muh lower prie in terms of redundany andrepairs.



CHAPTER 3. RELATED WORK 19The authors of [89℄ advoate the use of a timer-based repair poliy that separates durabilityfrom availability. Moreover, various works [27, 107℄ determine redundany as a funtion of nodefailure rate in order to guarantee only data durability at the expense of low data availability.Sine these works aim to derease the amount of redundant data in order to alleviate the storageand tra� burden on peers, their fous shifts to the maintenane of the lower, therefore less saferedundany rate, i.e., to data repair tehniques.Many works devoted to P2P storage target the almost Herulean task of baking up theentire ontents of a hard drive, inluding operating system �les. These works propose onvergentenryption, a tehnique to ahieve data summarization that avoids storing multiple times pieesof data that are ommon to many users [16, 32, 83℄, thus ensuring that storage spae does notget wasted by saving multiple opies of the same �le aross the system. In ontrast, personalbakup usually involves only an important subset of user data to save, thus the amount ofoverlapping data that ould be summarized is plausibly very little. Instead, user bakups shouldenode inremental di�erenes between arhive versions. Reently, various tehniques have beenproposed to optimize omputational time and size of these di�erenes [126℄.3.2 Data plaementThe P2P storage system is built up by the shared resoures of partiipant peers. Their storagespae ontribution an be organized into an arhiteture in many di�erent ways, and the struture(or the lak of it) plays a very important role in the system operation, from repair poliies topeer inentives. In this setion we give an overview on these aspets.3.2.1 Central or distributed mappingThe �rst and simplest solution to organize data stored in the system is a entrally oordinatedapproah. The notion of traker, a server that registers and monitors peers, and furthermoreditates and organizes data plaements, was �rst adapted in P2P �le sharing systems [4, 29℄,where the traker has a database about the exhanged �les, their loations, and the status ofpeers.The simpliity of traker-based design is overshadowed by issues of salability, robustness andseurity: even if the server does not store data replias or fragments [91℄, as a single point offailure, any overload due to intensive queries or maliious attaks an render it dysfuntional. Assuh, no data is lost in ase the traker fails on the short term, however sine it oordinates dataplaement and repairs, a long term failure signi�antly a�ets the performane of the system.In F2F [90℄ and FriendStore [137℄, peers store their data at their friends to improve data dura-bility. The authors argue that hoosing storage partners based on existing soial relationshipsprovides inentives for nodes to ooperate and results in a more stable system whih, in turn,



CHAPTER 3. RELATED WORK 20redues the ost of maintaining redundany. The ost of this approah is dereased �exibility,and bakup apaity.One step toward a distributed plaement algorithm is presented in [8℄: peers are randomlyassigned to groups that manage di�erent partitions of the overall storage. Every peer that belongsto the same group has a onsistent view of the attributed partition. This arhiteture requirestrusted peers, therefore it targets orporate networks instead of a ommon P2P senario.The appearane of Distributed Hash Tables (DHTs) [111, 116, 123, 150℄ made a ompletelydistributed system design for P2P storage possible. DHTs provide onsistent mapping betweenkeys and values [77℄ in a ompletely deentralized fashion: e.g., in Chord [123℄ eah peer andstored objet is identi�ed by a key, and is logially positioned on a ring omposed by the possiblekey values, then eah peer is responsible to store the objets, whose keys fall between its key andthe preeding key of another peer.Various DHTs fous on di�erent performane guarantees, and propose design hoies aord-ingly, although the basi mapping funtionalities are the same: every peer reates and maintains(when peers onnet and disonnet) some links to remote peers in the DHT in order to onstitutea strutured overlay for fast lookups through simple routing protools. Furthermore, the peer,that is responsible for a storage objet, repliates it on some remote peers with hash keys loseto its own, whih intuitively makes repliation be applied in DHT-based P2P storage [35, 43℄.In Pastihe [32℄, storage peers are seleted based on the similarity of their bakup: peers savestorage spae by de-dupliating ommon bakup data.3.2.2 Peer monitoringThe repair poliy, in almost every system design, requires knowledge about the status of peers.In order to determine whether a peer is online, temporarily or permanently o�ine, an ative orpassive monitoring system must be in plae. This onnetivity information is used in order tohighlight data parts that are in danger and need repairs.If a traker organizes the data plaement [91℄, it is also able to perform monitoring oper-ations easily. In an unstrutured distributed P2P system, deentralized monitoring might beprobabilisti and the results an be aggregated via a gossip-based protool [60℄, whih �oods thesystem with peer monitoring information.In strutured overlay networks, distributed monitoring relations among peers may follow theoverlay struture. DHTs o�er an intuitive poliy: eah peer monitors a set of its neighborswhih also store replias of storage data assigned to the peer, therefore issues related to dataplaement, peer monitoring and repair poliy, that reats to the results of monitoring, are solvedat one [35, 43, 67, 149℄.Correlated online behavior of peers, e.g., daily and weekly online patterns of peers in thesame timezone [17℄, not only a�ets the performane of redundany shemes that make a basi



CHAPTER 3. RELATED WORK 21assumption about independent and unorrelated uptimes, but also renders the measurement ofpeer availabilities in a distributed manner more di�ult.3.2.3 FairnessOne of the most investigated peuliarities of P2P systems is the need for peer inentives. Ifwell-suited mehanisms do not enfore peers to ontribute at least as many resoures as theyonsume, then sel�sh peers exploit the shared resoures of more altruisti partiipants withoutsharing their own. This phenomenon is referred to as free-riding and the hange of identities inorder to esape from badly designed inentives is alled white-washing [52℄.It is obvious that free-riding leads to the ollapse of the P2P servie on the long term, a�etingP2P storage even more drastially than other types of servies. If peers insert more data into thesystem than the storage spae they share, the servie beomes unsustainable. Enforing storagefairness is therefore imperative: either symmetri storage exhanges must be made betweenpeers in a �tit-for-tat� fashion [32, 91℄, or multilateral symmetry must be established through atransferable �urreny� [33, 64, 71℄. While bilateral barters are simple to enfore and ontrol, aurreny-based design imposes less onstraints on data plaement, however, requires a entralauthority.A strutured approah to data plaement, e.g., based on a DHT, renders peer seletionimpliit beause data is uniformly stored on peers following the onsistent hashing onept.Therefore, DHT-based approahes ahieve load balaning by spreading data on every peer withuniform probability, irrespetively of their harateristis. As a onsequene, peer heterogeneityin terms of the amount of resoures they dediate to the system has to be taken into aountby an additional system layer to eliit their ooperation. This is further ompliated with theasymmetry in that a peer might store data hunks for a remote peer that is not neessarilystoring its data.3.2.4 InentivesIn e�et, peer harateristis diretly determine the quality of servie in the system. For example,low peer availability would require extensive use of redundany in order to make data aessibledespite massive peer disonnetions. In general, large di�erenes an be seen among peers interms of onnetivity, i.e., up-time and ommuniation bandwidth, whih may motivate non-random data plaement poliies that take into aount this heterogeneity. Many works [42, 108,127℄ improve data availability by arefully seleting peers that will store replias or fragmentsof data. Somewhat as a ounter-example [62℄ addresses peer seletion strategies under hurn,and the authors present a stohasti model of a P2P system and argue on the positive e�ets ofrandomization.



CHAPTER 3. RELATED WORK 22If data plaement strategies put more storage on peers with better harateristis, sel�shpeers will not strive to show long uptimes and high onnetivity, beause in return they wouldreeive more and more data to store, saturating their onnetion links and storage apaity.Therefore, besides enforing fairness in terms of used and shared storage apaities, i.e., anypeer should o�er an amount of loal storage spae equal to the load it imposes on the system,the fairness should be extended to other resoures as well.A reurrent problem for P2P storage appliations is reating inentives to enourage nodesto ontribute more online time and bandwidth resoures [33, 83, 91℄. This an be ahieved viareputation systems [76℄ or virtual urreny [139℄. In general, the idea is to impose fairnessspanning every resoure type. A ommerial example is Wuala, where the amount of loal spaeto be shared for a given amount of online storage is inversely proportional to the peer availability[7℄. However, in this sheme highly available peers may have to store data on unavailable peerso�ering most of the umulative available storage spae.Toka et al. [95℄ ompares two possible mehanisms to manage a P2P storage system: they sug-gest that either the servie use of eah peer should be limited to its ontribution level (symmetrishemes), or that storage spae should be bought from and sold to peers by a system operatorthat seeks to maximize pro�t. Using a non-ooperative game model to take into aount usersel�shness, the authors study these mehanisms with respet to the soial welfare performanemeasure, and give neessary and su�ient onditions for one sheme to soially outperform theother.While peer seletion in most related works is ditated by well-known data indexing-retrievaltehniques (e.g., DHT, loality-based), our symmetri data plaement sheme (Chapter 5) isbased on shared resoures. Every user piks remote peers seletively, i.e., peers with high qualityare preferred over peers with low quality. The resulting overlay reation proess resembles tonetwork reation games [49℄, espeially to the pairwise version of them [30℄.Similarly to [101℄, our key observation is that a network reation game with bilateral agree-ments an be studied with the tools of mathing theory [115℄. We introdue a generalized stablemathing problem that we use as a theoretial basis for peer seletion. The study of peer se-letion in P2P ontent sharing appliations [57℄ and in P2P storage [118℄ have pinpointed thatuser-driven peer seletion brings to system strati�ation. We show that this result providesfairness and embedded inentives for users to o�er the neessary amount of resoures.An additional bene�t of user-driven peer seletion is that e�ient tehniques to perform fastlook-up of individual bakup �les are unneessary: a restore operation an be ompleted withthe simple knowledge of remote loations with whih data exhanges have been performed.



CHAPTER 3. RELATED WORK 233.3 Reliability of the systemIn ontrast to storage servies, our goal is to ensure data durability with a P2P bakup systemdesign that neither requires user payments nor external inentive mehanisms to provide safebakup in exhange for as little shared resoures as possible. Besides the issues and solutionsdisussed so far, the reliability of the servie highly depends on the speed of data transfers andon the seurity aspets.3.3.1 Data transfersBesides the amount and plaement of redundant data, organizing data transfers has reeived lessattention from the researh ommunity. The authors of [19℄ analyzed random bakup shedulingby modeling peer uptime as a Markovian proess. Their study reahed a onlusion that isanalogous to what we obtain in Chapter 6: in bakups, the ompletion time of random shedulingonverges to the theoretial minimum as the system size grows.BitTorrent [29℄ uses �xed-size fragments, and adaptive upper limits on parallel transfers inorder to avoid un�nished transfers and the appearane of bottleneks respetively. Inspired bythese design elements of BitTorrent, we applied similar tehniques in our bakup P2P system.As mentioned in Chapter 2, we suggest to employ a data enter as a remedy for the tem-porary lak of peer resoures. Little work has been done on hybrid approahes to mitigate theshortomings of P2P systems. To the best of our knowledge no prior work takles data bakupand/or repair operations assisted by a entral entity.AmazingStore [147℄ improves data availability of loud-based storage servies and reduestheir osts by augmenting entralized louds with an e�ient lient-side storage system. Peersbakup at other peers, besides the servers, with di�erent online patterns to improve the dataavailability and to serve read requests within the P2P network. Therefore the hybrid systemmitigates the issue of the entralized point of failure, and provides resiliene to large-sale failures.FS2You [92℄ is a peer-assisted system that provides temporary storage and seeding for �lesin a BitTorrent-like ontent distribution system with a hybrid struture onsisting peers andservers. FS2You does not guarantee data persistene; while its goal is to minimize bandwidthosts, we fous instead on minimizing the storage osts that will be dominant in the long run fora storage system.3.3.2 SeurityWhile orrelation among peer uptimes is a natural phenomenon, losing data on peers in massesis somewhat suspiious. The most probable reason for many peers to lose the data stored onthem simultaneously is that they all run the same software, e.g., operating system, or they hadbeen reated as part of a Sybil attak [41℄. Sine the reason for these orrelated peer failures an



CHAPTER 3. RELATED WORK 24be a vulnerability, reating high risk on the reliability of the system, we see them as a seurityissue.Many works [67,74,75,100,142℄ takled this issue, and proposed to plae data on peers thatare less possibly orrelated: those who use di�erent software on�gurations, who are onnetedthrough di�erent network servie providers and are far from eah other geographially.Along with losses due to peer failures, replias or fragments an be destroyed on peers ai-dentally and voluntarily. In order to detet these events, data integrity heks must be performedperiodially. These veri�ations also ensure that peers are really storing the data assigned tothem, hene enforing fairness in storage.While ommon heksums signal aidental orruptions, deteting maliious data deletion re-quires more sophistiated operations. Two main approahes have been proposed: either peers re-ate self-verifying data bloks with signatures that are ryptographi ollision-resistant hash fun-tion of the bloks themselves [119,143℄, or they perform probabilisti hallenges via ryptographiprotools toward storage peers that an be answered only by holding the data blok [14,91,106℄.With the �rst option, to detet any data modi�ation the peer has to download the blok andreompute the signature to perform the omparison.Sine in our bakup system we an assume to have a single data owner authorized to readand write it, data on�dentiality and aess ontrol an be ahieved with standard ryptographitehniques between the storing ouples. Moreover, for the same reason, onsisteny guaranteesfor multiple readers and writers, and anonymity for data publishers and readers are not needed.



Chapter 4System designThe goal of a P2P bakup system is to store data for users safely on remote peers. Every systempartiipant runs a lient appliation on its devie, e.g., omputer or set-top box, with sharedstorage apaity, onneted to the Internet. The system design must ope with the unavailabilityof peers and the unpreditable amount of resoures dediated to the system.We have to onsider many design aspets when building our system. This thesis presentsinnovative elements regarding the data redundany sheme, the peer seletion with related dataplaement strategies, and the data transfer sheduling poliy. In those �elds where known teh-niques provide reasonable solutions, given the purposes and the assumptions of a P2P bakupsystem, our work refers to and reuses mehanisms published in the literature, e.g., erasure odingand repairs.4.1 Data bakup and retrievalThe system design that we present ontains a entral server, alled traker, whih is operatedby the bakup servie provider to supply various system management operations, suh as peerregistration and monitoring. We note that they an also an be implemented in a distributedway using well-known tehniques (e.g., DHTs). Suh a task is however outside the sope of thethesis. Therefore for simpliity we assume that all of them are arried out by the traker.When a peer has to save new data, the bakup phase begins. During it, the data owner:
• establishes its data to be baked up (stored loally inde�nitely unless the devie of the peerrashes), divides it into �xed size fragments, then reates additional fragments by enodingthe original fragments by erasure oding (Setion 4.2);
• queries the traker for a set of remote peers that are willing to store a fragment of the peeron their devies, i.e., have su�ient unalloated storage apaity, and announes itself atthe traker as a storage andidate in the meanwhile (Setion 4.3);25



CHAPTER 4. SYSTEM DESIGN 26
• performs fragment transfers to an online subset of seleted peers, striving to omplete eahof them within a predetermined transfer timeout (Setion 4.4).The phase lasts until bakup is ompleted: the peer reahes a su�ient data redundany,thus safe bakup, by having uploaded enough fragments suessfully. Afterwards, the rearrangingphase is started, during whih the peer re-uploads the fragments lost due to peer rashes.As soon as a peer noties it has lost its loal storage due to e.g., devie rash, the peerinitiates a retrieval phase, during whih it remains online until its retrieval operation is �nished.After it has downloaded enough of its own fragments from remote peers and restored its data, italso downloads fragments of remote peers to store.The performane metris we will use to evaluate our novel redundany, peer seletion andtransfer sheduling shemes are data loss probability, time to bakup and time to retrieve thedata.De�nition 1 Data loss probability The bakup gets lost if not enough fragments an be re-trieved from remote peers. The amount of time spent before notiing peer rashes and the speedof retrievals have important impat on the probability of losing data, de�ning an interval duringwhih data is at risk, beause no maintenane of redundany is arried out.Data loss probability (DLP) desribes the likelihood of losing so many enoded fragmentsstored on remote peers that the remaining fragments are insu�ient to restore the original data.The DLP depends both on the rash rate of storage peers and the time duration for whih theprobability is established.De�nition 2 Time-To-Bakup and Time-To-Retrieve The Time-To-Bakup (TTB) (resp.Time-To-Retrieve (TTR)) of a user is the time elapsed while the user uploads (resp. downloads)a number of enoded fragments to (resp. from) remote storage loations whih meets the targetredundany (resp. is su�ient to restore the original data). TTR is de�nable only if the user hasbaked up enough fragments to make restore possible before starting to retrieve a subset of them.We alulate the lower bound for both TTB and TTR. Let us assume a storage servie withunlimited bandwidth apaity and uninterrupted online time. If a user baks up its data with thisservie, its TTB and TTR only depend on the amount of bakup data, the bandwidth apaity andthe availability of the data owner. Peer i with upload and download bandwidth ui and di, startingthe bakup of an objet of size o at time t, ompletes its bakup at time t′, after having spent o

uitime online. Analogously, i restores a bakup objet with the same size at t′′ after having spent
o
di

time online. We de�ne minTTBt
i = t′ − t and minTTRt

i = t′′ − t. We use these referenevalues, without the indexes when applied generally, throughout the paper to ompare the relativeperformane of our P2P appliation versus that of suh an ideal system.Note that TTB is generally several times longer than TTR. First, in the retrieval phase, peersare not likely to disonnet from the Internet. Seond, most peers have asymmetri lines with



CHAPTER 4. SYSTEM DESIGN 27fast downlink and slow uplink; third, bakups require uploading redundant data while restoresinvolve downloading an amount of data equivalent to the original bakup, as we show later.Beause of this unbalane, we argue that it is reasonable to use a redundany sheme that tradeslonger TTR (whih a�ets only users that su�er a rash) for shorter TTB (whih a�ets allusers).4.2 Redundany shemeIn a bakup servie, the bakup opy of data must be durable, i.e., existing for the time duringwhih the user relies on the servie. Due to the unreliability of storage loations in the P2Psetting we are onsidering, durability of bakup is di�ult to ahieve. A simple managementsheme that ensures the availability of the bakup by transferring data every time a node goeso�ine would ause unbearable overhead. Instead, data repliation and redundany have beensuggested as e�etive means to ope with poor peer availability. If the redundany is high enough,a su�ient number of peers will be online to make data aessible most of the times.The right hoie of the data redundany sheme is important in order to ahieve an aeptablequality of servie in terms of DLP, TTB and TTR. As disussed in Chapter 2, the goal of ourbakup system is not to provide the ontinuous online availability of eah baked up �le. Instead,we aim to ensure the durability and fast aessibility of the whole bakup. Here we show thatthese goals are ahievable by lower redundany rates than what is generally applied in P2Pstorage systems, therefore imposing less storage load (or equivalently allowing for baking upmore data).4.2.1 Data strutureData redundany an be ahieved by repliation or erasure oding. We hoose one-level erasureoding (e.g., Reed-Solomon odes [112℄) to add redundany to the bakup data stored on peers.In our approah eah user organizes its �les, to be baked up, into bakup objets, plaeholderswith size o. Any byte array of size o an be stored in a bakup objet, larger �les are ut inmultiple bakup objets. Eah bakup objet is then split into k original fragments of size f .A bakup objet is akin to the idea of an arhive of a prede�ned portion of user data. Applyingthis approah simpli�es the problem of managing the bakup of individual �les beause we onlydeal with �xed size objets that we an split always in the same number equal-sized fragments.The erasure oding sheme enodes eah bakup objet by produing n = rk enoded frag-ments out of the k original fragments (n > k); we term r the redundany rate of the odingsheme. We regard storing two fragments of the same bakup objet on a given remote peer as aviolation of the redundany sheme, beause otherwise a remote peer rash would ause the lossof multiple fragments. Therefore eah enoded fragment must be baked up separately. Thus,



CHAPTER 4. SYSTEM DESIGN 28the neessary number of remote peers is n = r o
f .The original bakup objet an be reonstruted based on any k enoded fragments out ofthe total n, where the ombined size of the k fragments is equal to that of the bakup objet.In the following, we will denote the neessary number of fragments to restore a bakup objet as

k. The value of r must be set appropriately, depending on the desired bakup objet durabilitytarget, i.e., the probability of being able to reonstrut the original data.The purpose of plaing user data in bakup objets before applying erasure oding on themis two-fold. First, it avoids repeating the proess of erasure oding on the whole amount ofbakup data every time the user modi�es its �les; seond, onstruting bakup objets allowsfor reating a prede�ned number of �xed-size fragments out of eah of them. If many fragmentswere reated diretly from a large amount of bakup data, the low number of remote peers mighthinder dispersing all of them (eah fragment of an objet must be stored on a distint peer).Nevertheless, if more fragments of di�erent bakup objets, although belonging to the same user,are uploaded to a remote peer, the durability of the whole bakup is ompromised. We limit ouranalysis to the durability of bakup objets in the system.
4.2.2 Adaptive redundany rateThe bakup system ensures that when loal data is lost, it an be restored from the bakup,stored on remote peers, within a given time frame with high probability. Data reovery is notinstantaneous due to the �nite download apaity of realisti peers. Therefore, we propose to setthe redundany rate in order to ensure a given �data retrieval ability� based on the time requiredto download at least k fragments and based on the orresponding DLP, instead of fousing onthe prompt availability of baked up data.Our novel adaptive redundany sheme not only ensures the durability of bakup, and pro-vides guarantees that in ase of retrieval, the whole bakup an be downloaded within reasonabletime, but it also adjusts the redundany rate of eah bakup objet aording to the urrent sys-tem harateristis. In this perspetive the data redundany poliy that we propose suits thepurpose of bakup servie, and also brings the bene�ts of signi�antly lower resoure onsumptionthan storage systems.The sheme determines an adaptive redundany rate for every user separately, tuning itaording to the storage peers of eah. For this reason, eah peer holds an estimation about itsDLP and TTR at any given time. As shown later, the redundany rate is adjusted ontinuouslywith the aim of yielding a target quality of servie in terms of these metris.



CHAPTER 4. SYSTEM DESIGN 29Estimating TTRThe length of TTR after a loal rash at a given moment in time is hard to predit due to theunreliable nature of remote peers. We introdue the �estimated TTR� (eTTR) as a heuristiguess of TTR whih an be omputed for peers that have already uploaded at least k fragments.The eTTR is alulated as the time a peer needs to download k fragments from its kth�fastest� remote peer. For every storage peer, the produt of its long-term time average of theprobability to �nd the peer online, alled as availability (a) and its average upload bandwidth (u)yields its estimated speed during retrieval. Formally, a = 1
tc−t0

∫ tc
t0

P
t(peer is online)dt, where t0denotes the point in time where the peer started to use the servie, and tc is the urrent time.We approximate the TTR of a peer with the kth largest among these values.We write our heuristi eTTR in (4.1): let the kth highest au produt among the storagepeers be that of peer j. When retrieving bakup from more storage peers with high availabilityand uplink apaity, the downlink of the retrieving peer might be saturated with maximum pdparallel downloads. The lowest threshold on eTTR is given by minTTR = o

d , whih is attainedonly if no useless un�nished fragment parts are downloaded with the download apaity d.
eTTR =

o

min (ajujpd, d)
(4.1)Note that in the eTTR formula we impliitly assume that uploading remote peers do notdivide their upload bandwidths among parallel onnetions (with upper limit pu). We motivatethis onsideration with the following: rashes are supposedly infrequent, and retrieves do notrequire to download redundant data. Therefore, the amount of data used for restore is muhlower than the bakups, rendering onurrent retrieves unlikely, unless the system is alreadyoverloaded by bakups. In that ase, the retrievals ould not be possible at all, for the lak ofompleted bakups. Moreover, retrievals reeive the highest priority among data transfers, e.g.,bakup uploads.Estimating DLPUpon a rash, a peer with n fragments plaed on remote peers an lose its baked up data ifmore than n− k of them rash as well before k fragments are ompletely retrieved. Consideringa delay D that an pass between the rash event and the beginning of the retrieval phase, weompute the estimated DLP (eDLP) within a total delay of t = D + eTTR.If we onsider peer rashes to be memoryless events, with onstant probability for any peerand at any time, the times before rash are exponentially distributed stohasti variables with aparametri average t: a peer rashes by time t with probability 1− e−t/t. In this ase:
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eDLP =

n
∑

i=n−k+1
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i

)

(

1− e−t/t
)i (

e−t/t
)n−i

. (4.2)We advoate an adaptive redundany sheme that is based on the eTTR, and handles theunavailability of bakup data �exibly. The sheme fouses on reahing relatively low TTR values,while keeping the estimated DLP low. After generating enoded fragments, eah peer uploads aninreasing subset of those until its eDLP and eTTR fall below prede�ned thresholds. Otherwise,more fragments are stored on remote peers, and the adaptive redundany rate is ontinuouslyinreased.4.2.3 Redundany maintenane shemeEvery user keeps a opy of their own bakup loally, but all data get lost (stored fragments ofremote peers as well) if they rash. In our approah the rashed peer retrieves its bakup, remotepeers storing on the rashed peer repair their redundany: bakup maintenane is performed bythe data owners themselves. To minimize DLP we apply the following operations.A peer performs retrieval after it loses the loal opy of its data. A retrieval is suessful ifthe rashed peer downloads at least k omplete fragments. A rashed peer always puts priorityon retrieving its bakup as fast as it an after rash: it downloads k fragments to restore itsown data from the peers �rst, and beomes available to reeive fragments from remote peersone it has ompleted its restore. Similarly, the storage peers prioritize the uploads towards theretrieving peer.If a peer loses a fragment stored on a rashed remote peer, it initiates the repair operation:re-generates the fragment and uploads it to a storage peer. The rashed peer bloks downloadsof the re-generated fragments during its retrieve, therefore in order to perform the repair assoon as possible, the lost fragment is possibly uploaded to another storage peer. The amount ofrepair tra� depends on the storage peer lifetimes and the bakup data size. Construting smallfragments, therefore storing on many peers, leads to frequent repairs; if fragments are large,repairs need to be performed rarely but the aggregate tra� is essentially the same in all ases.If peers start to retrieve their baked up data instantaneously after they rash, and remotepeers are also informed about the ourred rash (to launh data repairs), the redundany ratemight be lowered signi�antly without threatening data reliability, sine the TTR is negligibleompared to peer lifetimes. However, the rashed peer may remain o�ine for a given time afterits rash, postponing its data retrieval, thus risking a fatal drop in the number of redundantfragments still stored on remote peers. In this ase, sine remote peers are not alerted aboutthe rash, the status of the peer an be easily onsidered as a temporary o�ine status and thefragments stored on it are not assumed to be lost instantly.In our system, peers are noti�ed by the traker about the rash of a peer, holding their



CHAPTER 4. SYSTEM DESIGN 31fragments, only after it has been o�ine for a predetermined time period w. This period w andthe redundany rate must be well-ombined in order to be able to reat fast to fragment losses,but without many unneessary ations triggered by false positives.4.2.4 Assisted repairsPeers are not responsible to maintain the data redundany of any other peer. In order to mitigatethe undesired onsequenes of delayed repairs, we leverage on the reliability of a data enter withhigh, although expensive storage and bandwidth apaity. The traker assists to rashed peerswhile they are o�ine, and organizes the repair of their dereased data redundany with theservies of a data enter.After a peer has been o�ine longer than time w, the traker alerts the remote peers aboutthe supposed loss of their fragments. Starting from this point, the traker starts to repair theredundany of the o�ine peer if its eDLP exeeds a threshold, alulated for a time windowthat is set to the eTTR of the data enter in addition to 2×w. The eDLP is alulated for thislatter duration beause when the peer rashes, it might have already lost fragments on remotepeers that had rashed less than w before its rash, without noti�ation.Repairs by the traker maintain data redundany when the data owner is not online to arryout repairs itself. Those are performed as follows. In an emergeny situation, the data enterdownloads fragments from storing peers to be able to reate new enoded fragments when ithas k omplete fragments. Afterwards it resumes the uploads of partly transferred fragments toremote peers, and uploads new fragments to new peers. In ase the rashed peer returns onlineduring the traker-assisted repair, retrieving by traker has priority from all online storing peers.Similarly, repairing by traker has priority to bakup uploads by the peer.4.3 Grouping peers by designRandom peer seletion leads to storing fragments homogeneously in the P2P overlay, thereforethis sheme does not onsider peer heterogeneity. Peers that are rarely found online and/or haveslow onnetion, reeive less storage load, while the apaities of �good� harateristi peers aresaturated. The phenomenon where sel�sh peers, users who strive to derease any ontributionthat implies ost, exploit the shared resoures of more altruisti partiipants without sharingtheir own, is alled �free-riding� [52℄. The unfairness of loading bakup on peers that ontributemore resoures may easily lead to free-riding, whih results in a signi�ant drop of the quality ofservie.As it is proved to reate inentives for ooperation in P2P �le sharing appliations, weintrodue a tit-for-tat approah in terms of resoure sharing. As a �rst step, we enfore a storageontribution from peers equivalent to their usage in the system. Furthermore, ontrary to many



CHAPTER 4. SYSTEM DESIGN 32P2P storage appliations where data load is spread randomly among remote peers, we exploit thefreedom that eah peer has when hoosing fragment holder peers. Our sheme for the seletion ofremote storage peers is symmetri, i.e., requires pairwise onsent, and every bilateral aeptaneis based on the harateristis of the other party, namely on its online availability and uploadbandwidth apaity. This framework ensures tit-for-tat in every relevant type of resoures.In Chapter 5 we analyze a system model with user-driven peer seletion, and we show theadvantages of the sheme. An important onsequene of suh a data plaement poliy is that thesystem is strati�ed and thus peers reeive di�erent quality of servie aording to their hetero-geneous resoure ontribution. Sine users with more shared resoures are favored, the systeminherently embraes fairness and inentives whih mitigates the negative e�ets of user sel�sh-ness. On the other hand, while the peer seletion mehanisms result in ooperation inentives,the bene�ts of the sheme are ounterbalaned by a loss in e�ieny due to the striter peerseletion norms.Building on the observed phenomenon in the stability analysis of the model presented inChapter 5, we de�ne lasses for peers with similar availability and bandwidth parameters, andwe enfore that peers exhange fragments only inside the lasses. This system design hoieantiipates the outome of a potential user-driven peer seletion sheme, and enfores that peersfollow the strategy they would hoose anyway. The bene�t is that there is no need to performompliated algorithms and data transfers every time a new peer arrives in the system.The peer seletion rules in our system therefore are the following. A user may belong to onlyone lass and it selets remote peers randomly within the lass. The symmetri ontributionof storage and tra� puts less burden on peers that ontribute high online availability andbandwidth, thus it reates inentives for users to improve their grades (the produt of the averageavailability and dediated upload bandwidth of a peer). If a peer expets higher payo� due to abetter quality of servie, then it may improve its grade to beome a member of a higher gradelass.This shemes also brings shortomings due to the strit symmetry.Symmetri exhanges fore a peer that loses a fragment on one of its rashed remote peersto upload it again to the rashed peer after this latter's retrieval phase, instead of �nding anew partner sooner. As an explanatory example let us suppose that peers i and j store one-onefragment for eah other, and i subsequently rashes. In this ase, j has lost its fragment at iand has to keep the fragment of i to make it possible that i reovers its bakup data. Sine jannot relaim new storage spae, and uploading the lost fragment to a new remote peer wouldimply storing one fragment for the new partner, j should delete the fragment of i. This wouldlead to a high number of fatal rashes, where the storage peers destroy the fragments of therashed peers, making bakup retrieval impossible. Instead, one or two fragments are uploadedto i: the fragment that i stored on j, if it is needed to reover the bakup of i, and the one that
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j stored on i before. In this perspetive long term symmetri ontrats between peers imply less�exibility and longer repairs, in return for reating fairness and inentives.Furthermore, during the assisted repairs in the symmetri sheme no new exhanges areinitiated by the data enter, sine in most ases they would be unsuessful due to timeouton bilateral transfers (the rashed data owner probably being o�ine), thus resulting in wasteduploads from data enter.4.4 Assisted bakupWe have proposed novel shemes for the most important faets of a P2P bakup system tomanage limited peer resoures in an e�ient way. The adaptive-rate redundany poliy imposesa lower storage burden on peers, the grouped peer seletion ensures fairness and enourages usersto ontribute more online time and bandwidth to the servie. However, the shared peer resouresare �nite and might not satisfy the needs of the desired quality of servie.The unavailability and poor onnetivity of remote peers may hinder fast bakup and re-trieval. We apply a timeout on eah fragment transfer, so if the fragment is not ompletelyuploaded within the given period ounting from the start time of the transfer, e.g., beause thetwo parties are rarely both online at the same time, then it is interrupted and aneled. Further-more, in order to avoid bandwidth underutilization due to asymmetri bandwidth harateristis,the maximum parallel uploads and downloads for a peer are onstrained by upper limits thatare adapted to the uplink and downlink apaities of the peer.Inspired by the assisted repairs, we propose to exploit the hybrid struture of the system,with a entral traker, in order to further derease the ine�ieny of the bakup proess withremote peers. Besides performing the monitoring and mathing of peers and providing assistaneto repairs, we onsider that the traker stores fragments in a data enter when peer resouresare insu�ient, in order to improve the quality of servie, espeially TTB. With the help of thetraker, peers omplete their bakups sooner.Storing bakup in the data enter is ostly on the long term, but our system design exploitsthis option only when neessary and rather as a temporary haven. One there is an opportunityto o�oad the data enter, bakup is moved to peers. Consequently, our system design ombinesthe bene�ts of both approahes and reates synergy: quik bakups, thus immediate safety, andlow osts.The various reasons that motivate baking up on ostly data enter all amount to the sarityof distributed resoures: the unavailability, the limited storage, the low bandwidth and/or thelow number of remote peers that may store the enoded fragments. If any of these onstraintsexist, despite our redundany sheme, some peers might not reeive an aeptable quality ofservie in a purely P2P setting. Generally, the unavailability and poor onnetivity of remote



CHAPTER 4. SYSTEM DESIGN 34peers prolongate TTB, limited storage apaity and small system size restrit the appliableredundany rate that might be insu�ient to ensure a low DLP.4.4.1 Data enter storageData enters have harateristis of reliability, bandwidth and availability that are well beyondthe apabilities of even very good peers. However, the reliable entral resoures ome with osts:the prie of storage is given per storage duration and per data amount, inbound and outboundtra� fees are determined by the transferred data amount.While long-term storage on data enter and related tra� requires payments from the users,exess storage and bandwidth apaity of peers are free, but limited, e.g., uplink/downlink maybe bottleneks in data transfers. On the other hand, storing on peers improves reliability sineprivate bakup data are not in the hands of a single ompany that may go bankrupt. Nevertheless,along with the monetary burden, a data enter assisted approah is able to ensure the quality ofservie that is unahievable by a purely P2P setting in most ases.As seen in Setion 4.2, the fragments stored on remote peers must meet a redundany ratethat depends on their harateristis. On the ontrary, the entralized nature of the data enterimplies that a user should not store more than k fragments on it. Moreover, by applying ouradaptive redundany rate sheme, users upload to the data enter only a number of fragmentsthat is neessary to meet the targets of DLP and TTR, while they upload as many fragmentsas possible to remote peers. When estimating DLP and TTR, the fragments baked up on thedata enter are onsidered to be always reahable with full download apaity, and perfetly safefrom loss.As soon as the bakup phase is ompleted, with fragments on remote peers and on the dataenter the �hybrid� rearranging phase is started, whih is slightly altered ompared to the purelyP2P setting. In the rearranging phase a peer ontinues to upload fragments to remote peers anddeletes some of its fragments on the data enter if the remaining fragments and the fragments onthe peer set altogether guarantee the aimed TTR and DLP. The rational behind o�oading thedata enter is that it is less ostly to exhange more enoded fragments with remote peers thanthe long-term storage of fragments on the data enter, both yielding the target DLP and TTR.4.4.2 Data plaement during bakupThe bandwidth apaity of eah peer must be shared between uploads to the data enter and toremote peers during its bakup phase. The sheduling strategy diretly determines the plaementof fragments, distributed between the entral and the P2P storage. Our data plaement shemeprioritizes uploads toward remote peers and transfers fragments to data enter only with exessupload apaity, i.e., whih an not be used for uploading toward peers, in order to keep storage



CHAPTER 4. SYSTEM DESIGN 35ost as low as possible while exploiting the upload apaity to the fullest.Thus, fragments are transferred to the data enter when the bakup operation on remotepeers fails temporarily. Our sheme leads to a system where the data enter stores the least loadpossible while guaranteeing that TTB does not grow due to the unavailability of remote peers.If the availability and bandwidth onstraints of remote peers ease to exist, more fragments areuploaded to them and the data enter is o�oaded in the meantime.The need for entral storage apaity may inrease if there are not enough suitable peersfor exhange. In this ase the uploaded fragments annot be deleted from the data enter for apossibly long time. However, when a math an be made between two peers, both storing on theserver, the data an be re-transferred between the peers to o�oad the server.In ase a peer that stores fragments on the data enter, rashes during the bakup phase, itprioritizes downloads from peers storing its fragments, and only saturates its exess downloadapaity with transfers from the data enter. This is motivated by the following fats: remotepeer uplinks may be a bottlenek; remote peers might lose fragments in the meantime and thedata enter is onsidered perfetly reliable; and downloading from remote peers implies no tra�ost.In summary, transferring data to/from the data enter during bakup and retrieval phases re-spetively is performed as an additional upload/download thread that saturates the uplink/downlinkof the peer. The pseudo-ode of the bakup phase, assuming at most one fragment on eah re-mote peer m = 1, is shown in Algorithm 1. For sake of ompleteness, we provide the pseudo-odeof the rearranging and retrieval phases in Algorithm 3 and 4.
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Algorithm 1 Assisted bakup phaseRequire: target: aimed DLP and TTR levels
{frag}: set of fragments to upload
{peer}: set of remote peers
pu: number of maximal parallel uploads
J : list of upload jobs (peer, frag, comp) desribed by the remote peer, the fragment and thetransfer ompletion perentage, sorted by dereasing order of their compwhile eDLP or eTTR is larger than target doAlgorithm 2 with pu, Jfor all (peer, frag, comp) ∈ J : peer == 0, comp == 0 do {No more resumable transfers}selet online peer that does not store any of {frag}if |urrent jobs| < pu & peer 6= null thenstart job (peer, frag, 0)end ifend forsaturate uplink with transferring subset of {frag} to data enterend while

Algorithm 2 Transfer fragmentsRequire: p: number of maximal parallel transfers J : list of jobsfor all (peer, frag, comp) ∈ J : comp = 1 do {Remove �nished jobs}
J = J \ (peer, frag, comp)end forfor all (peer, frag, comp) ∈ J : expired transfer timeout do {Reset prolongated jobs}
peer = 0, comp = 0end forfor all (peer, frag, comp) ∈ J : comp > 0 do {Resume interrupted transfers}if |urrent jobs| < p & peer is available for data transfer thenontinue job (peer, frag, comp)end ifend for
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Algorithm 3 Assisted rearranging phaseRequire: target: aimed DLP and TTR levels
{frag}: set of fragments to upload
{peer}: set of remote peers
pu: number of maximal parallel uploads
J : list of upload jobs (peer, frag, comp) desribed by the remote peer, the fragment and thetransfer ompletion perentage, sorted by dereasing order of their compif eDLP or eTTR is larger than target then {Fragments are lost on remote peers}Algorithm 1 with the same inputselsewhile fragments are stored on the data enter doAlgorithm 2 with pu, Jfor all (peer, frag, comp) ∈ J : peer == 0, comp == 0 do {No more resumable trans-fers}selet online peer that does not store any of {frag}if |urrent jobs| < pu & peer 6= null thenstart job (peer, frag, 0)end ifend forif both eDLP and eTTR are lower than target thendelete a fragment on the data enterend ifend whileend if
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Algorithm 4 Retrieval phaseRequire: {frag}: set of fragments stored on peers and data enter
{peer}: set of remote peers
pd: number of maximal parallel downloads
J : list of download jobs (peer, frag, comp) desribed by the remote peer, the fragment andthe transfer ompletion perentage, sorted by dereasing order of their compwhile less than k fragments are retrieved per bakup objet doAlgorithm 2 with pd, Jfor all (peer, frag, comp) ∈ J : comp == 0 do {No more resumable transfers}if |urrent jobs| < pd & peer stores frag required to retrieve at least k thenstart job (peer, frag, 0)end ifend forif data enter stores subset of {frag} required to retrieve at least k thensaturate downlink with transferring subset of {frag} from data enterend ifend while



Chapter 5User-driven peer seletionIn our system the peers are grouped by design based on their resoure harateristis. In thishapter we investigate what would happen if peers were left to selet their storage partners freely.We model the proess of hoosing storage partners as a game where players an vary their storage,online availability and bandwidth ontributions, and selet remote peers for fragment exhangesstrategially. We analyze the game by deomposing the user deisions into the strategies on theseprevious omponents and we derive the equilibrium solutions by ombining mathing theory andgame theory: we show that our game an be redued to a mathing problem. We apply thewell-known stable �xtures problem [73℄ to solve it.5.1 Seletion based on gradesWe formalize the shared storage spae of peers as the number of fragments they an store,denoted by ĉ ∈ N, and we impose symmetry in storage spae ontribution (as in Chapter 4): apeer must share the same amount of storage apaity that it uses on its remote peers altogether.Moreover, we only allow for bilateral fragment exhanges between peers, and support equalresoure ontribution, we set the size f of a fragment to a system-wide onstant. As a result,peers are ompelled to provide fair ontribution in terms of storage spae: they must o�er thesame amount of loal storage that they use at other peers in the system.Assuming sel�sh behavior of users, we suppose that they loally optimize the way they operatein the system. Our redundany sheme takes the online availability and dediated bandwidth ofremote peers into aount to estimate DLP and TTR. We presume that users hoose partnersamong the remote peers in order to attain the required DLP and TTR targets with the lowestadaptive redundany rate possible. Sine remote peers with high availability and fast onnetivityensure short eTTR, and hene lower eDLP, a seletive peer, that hooses those remote peers,may derease its data redundany rate, and onsequently the storage apaity it must share,resulting in less bandwidth burden as well. 39



CHAPTER 5. USER-DRIVEN PEER SELECTION 40It is therefore important to onsider the grade of a peer, whih we de�ne as the produt ofits average online availability (a), and of its upload bandwidth dediated to the system (u). Thegrade of a peer haraterizes its e�etive upload apability: sine it an be exploited only if thepeer is online, the average upload bandwidth the peer ontributes is less that its uplink apaity,in fat redued by its availability. Intuitively, the symmetri storage ontributions ensure thefairness in the �quantity� of storage a peer o�ers and gets, while peer grades refer to the �quality�of the shared bakup apaities, as we apply the same measures in our redundany sheme inSetion 4.2.We assume that the grade of a given peer is the same from the perspetive of any otherpeer. Thus, peer grades determine a global ranking that is used during the exeution of the peerseletion mehanism, de�ned as follows.De�nition 3 Peer seletion model
• Let I denote the set of peers taking part in the system; I = |I| > 1.
• Every peer i ∈ I splits eah of its bakup objets into k original fragments, out of whih itreates ĉi redundant fragments of the same size, to store on separate remote peers.
• Then every peer establishes a set of links, denoted by ni for peer i: ni = {j ∈ {I \ i}}, whenpeer i stores a fragment on peer j. By poliy, no more than one fragment from a bakupobjet an be stored on the same remote peer.
• Our symmetri fragment exhange design ditates that i ∈ nj if j ∈ ni, i.e., peers i and j arestorage partners. Therefore peer i must share at least the loal storage apaity equivalentto |ni| fragments, |ni| ≤ ĉi.
• ĝi = aiui haraterizes peer i ∈ I, and we all it as the e�ortless grade of i, i.e., the at-tributes omposing it do not require additional strain from i other than its normal behavior.The e�ortless grade gives a lower bound on the strategially seleted grade gi of any givenpeer i.5.2 User satisfationWe extend the above peer seletion model in order to re�et the quality of servie providedby a set of storage partners. We introdue a game theoreti value funtion that degrades whenfragments are not spread among enough remote peers, exposing the peer to higher hane of dataloss, as disussed in Setion 4.2. Similarly, the value is dereased when storage partners have lowgrades: up/downloads are faster to better onneted peers, thus the required data redundany islower with higher grade partners, i.e., the user must share less storage and produes less tra�.



CHAPTER 5. USER-DRIVEN PEER SELECTION 41We allow the users to strategially hange their ontributions, and as a result, their grades.When a user �upgrades� itself from its e�ortless grade, in order to be able to make links withhigh grade peers to ahieve higher quality servie, this improvement implies ost. To this end,besides the value, we de�ne a ost funtion. An e�ort may onsist of, e.g., leaving a storagedevie online for longer periods, and/or dediating more onnetion bandwidth to the servie.The more a user inreases its grade from the e�ortless level, the more its e�ort ost grows.The payo� integrates the above value and ost of users in our P2P bakup system. Con-struting an objetive funtion that would expliitly aount for all aspets of the quality ofservie is a hallenging exerise. Moreover, the optimization of suh a funtion during the peerseletion would require sophistiated algorithmi tehniques. We de�ne the following heuristipayo� funtion, striving to obtain reasonable balane on the trade-o� between the realisti de-sription of the quality of servie and the omplexity of the model. Our payo� is omposed bytwo terms, the value of the servie and the e�ort ost; the latter is the di�erene between thehosen and the e�ortless grade of the peer.De�nition 4 The payo� funtion that every peer i ∈ I maximizes when establishing links toremote peers, is:
pi = min

(

|ni|gi, 1
)

− (gi − ĝi),where |ni| denotes the number of partners of i and g
i
= minj∈ni

(gj) is the lowest grade amongthem.A omplex value term would onsider all the grades in the peer set, but this would lead to anintratable theoretial model. Instead, our heuristi value funtion re�ets the attributes of thepartners by their number and the worst grade among them. If either of these values inreases,the value improves too. In order to ensure the validity of these heuristis, we normalize grades sothat k peers holding the highest possible value ould provide a perfetly reliable bakup servieon their own by storing one of the k original fragments eah. In this ase, we the suppose thatthe maximal value is reahed, de�ned for simpliity to be 1. For a perfetly reliable servie, wemust assume that a peer with the maximal grade 1
k never rashes, i.e., the availability of datastored on it is always exatly 1 and its uplink apaity annot be saturated by the downloadapability of any peer. We divide the produt au of every peer by this theoretial upper boundof reliability, resulting in gi ∈ (0, 1

k ] ∀i ∈ I .We emphasize the fat that this value funtion glosses over our adaptive-rate redundanysheme. When a user has multiple bakup objets, fragments within a bakup objet must bestored on di�erent peers, but it is highly probable that fragments that belong to di�erent bakupobjets will be stored on the same peer due to a possible lak of su�ient number of remotestorage loations. This results in the exhange of multiple fragments between two given peers.



CHAPTER 5. USER-DRIVEN PEER SELECTION 42In this hapter, we are oblivious to the data struture presented in our system design. We avoiddealing with multiple bakup objets.With the aforementioned normalization, the grade of a ommon peer is muh lower than 1,therefore redundant fragments of a bakup objet must be stored on more di�erent peers to reahthe maximal value, i.e., quality of servie, than what is required by our adaptive rate usually.While in Setion 4.2 our goal is to show the minimal redundany rate that satis�es ertain qualityrequirements, i.e., low data loss probability and short retrieval times, in this hapter, our fousshifts from the required number of remote peers to their grade seletion.Note that having more partners than 1
g
i

does not inrease the value beyond 1. It is notdereased either, therefore there is no reason why mathes should not be reated among morepeers having at least a grade g
i
. The payo� funtion glosses over the fat that these unneessarymathes impose further storage apaity sharing in order to plae the exhanged fragments. Wewill show later that multiple equilibria may exist onsequently.Nevertheless, the value funtion re�ets the harateristis of our redundany sheme pre-sented in Chapter 4. The adaptive redundany rate is based on the eTTR whih alulates withthe kth lowest grade among the remote peers that hold fragments of a bakup objet. The worstgrade among the partners yields a reliable estimate for this latter in most ases. As a onse-quene, a lower worst grade inreases eTTR, thus higher redundany must be applied, leadingto higher resoure utilization. For a same level of quality of servie, more remote peers mustbe ontated so that higher grade partners ould enhane the eTTR and derease the usage ofstorage spae and bandwidth.An informal interpretation of the payo� funtion is as follows. There are two fores that drivethe deision proess of eah player. On the one hand, as we will show later, the player mustinrease its grade in order to have high grade partners, hene smaller required peer set whihimplies less data redundany, on the other hand, the e�ort ost drives the player to a low grade.5.3 The exhange gameOur peer seletion model assumes that users optimize their individual payo�s desribed in De�-nition 4 when seleting partners for fragment exhanges. We desribe the peer seletion proessby a game [56℄ during whih players sel�shly set their logial neighbors and grades. By alteringtheir grades, players strategially hange the amount of o�ered resoures (online availability,dediated upload bandwidth apaities), diretly determining the remote peers they are willingto ooperate with in the P2P system and their shared storage.De�nition 5 The exhange game is de�ned by the olletion of player strategy sets {Si ∀i ∈ I},and the payo� funtion p that yields user payo�s {pi ∀i ∈ I} on the ombination of the strategy



CHAPTER 5. USER-DRIVEN PEER SELECTION 43sets (p : S1 × · · · × SI → R
I). A strategy of player i ∈ I onsists of a grade gi ∈ (0, 1] and a setof links ni.Stability is a desirable attribute of a system, therefore we seek equilibrium states of the game,in whih users will not hange their situation unilaterally. The strategy spae that eah player anexplore does not only onsist of the grades they an attain by improving their e�ortless qualities,but also in the meantime they an hoose the remote peers, based on their strategi grades, withwhom they want to reate exhange partnerships. Sine onsent is needed from seleted peersand they are free to hange their grades as well, a stable state of the game is rather hard toharaterize at �rst glimpse. Our setting resembles to network reation games [49℄, where playersreate links to one another in the hope of improving their global onnetivity, i.e., the ability toreah every other player in the system. In both ases the payo� of every player depends on theset of partners they hoose, and the strategies of these latter of ourse.The exhange game is in Nash-equilibrium if none of the players an further improve itspayo� by itself. In this situation, the strategy, alled best response, of player i is g∗i , n

∗
i suhthat pi(g∗i , g∗−i, n

∗
i , n

∗
−i) ≥ pi(gi, g

∗
−i, ni, n

∗
−i) holds for any gi, ni ∀i ∈ I , where g∗−i and n∗

−i denotethe best response strategy set of the others. Hindered by the omplexity of determining bestresponse strategies that reate equilibrium, we disset the joint optimization proess: we analyzethe grade and peer seletion algorithmi problems separately.By deomposing the optimization problem of eah player in the game to �nd its best responsestrategy, we assume that player deisions regarding the seletion of their own grades and theirremote peers are interleaved. For the sake of tratability, we reverse the order of the deisionsthat the users are assumed to make. First, we ast the peer seletion as a stable �xtures problem.Then, we show how the peers are strati�ed along their grade order in a stable mathing. Buildingon this observation, we provide the best response grade strategies of the users, given an e�ortlessgrade pro�le as input to the game. One the equilibrium grades are established, the stable�xtures algorithm builds the overlay of fragment exhanges among the peers.5.4 Stable �xtures problemDuring the exhange game, eah player piks multiple partners in a dynamially varying envi-ronment where player grades may evolve. While strategies are individually made, in a resultingstable overlay of peers mathes have to be onsensual and no player should be tempted to deviatebeause another possible math would be better for them. This inspires us to formalize the peerseletion step of the above interleaved algorithm as a mathing problem.Indeed, mathing theory studies algorithmi solutions to �nd stable pairings in suh problems,with �stati� player harateristis, i.e., grades in our ase. In our exhange game if grades werenot strategially improvable, then the game would redue to a ombinatorial mathing problem.



CHAPTER 5. USER-DRIVEN PEER SELECTION 44We de�ne our setting as a stable �xtures problem, presented by Irving and Sott in [73℄, whihis, in turn, a multi-math variant of the stable roommates problem [72℄. Based on De�nitions3 and 4, we illustrate that any possible peer seletion setting an be desribed with a probleminstane.De�nition 6 The stable �xtures problem desribes the peer seletion step of our interleavedalgorithm, whih is essentially a stable mathing problem with �xed player grades and seletionpreferenes. The solution to the problem is the neighbor set ni ∀i ∈ I (de�ned in De�nition 3).A math represents the exhange of two fragments between two players. Capaity ĉi ∀i ∈ Iorresponds to the number of enoded fragments i an exhange, thus ĉi is the upper bound onthe number of its mathes.The preferene (sorted) list Pi ∀i ∈ I onsists of all potential mathes of i. Based on De�ni-tion 4, we de�ne the preferene of the math with j (denoted by Pi(j) by an abuse of notation)as the value of the servie when no other mathes are made, i.e., the inrease of payo� pi if thefragment exhange with player j is established �rst among the mathes of i. The mathes areordered by non-inreasing preferenes in Pi.A mathing M is a set of pairwise mathes. Mathes are pairwise if for every math j ∈ ni,
i ∈ nj ∀i, j ∈ I holds. M is stable if there are no two nodes i and j that have an inentive toreate a math, possibly revoking mathes from other players in the proess. More formally, thereis no math outside M, suh that

• either i has fewer mathes than ĉi or Pi(j) is greater than Pi of at least one of its mathesin M; and
• either j has fewer mathes than ĉj or Pj(i) is greater than Pj of at least one of its mathesin M.In order to solve problem instanes that are produed in the peer seletion step of ourinterleaved optimization, we use the algorithm presented in [73℄, in whih players propose to oneanother in a distributed manner to reate pairwise mathes. We desribe the algorithm in thefollowing and write its pseudo-ode in Algorithm 5.The algorithm starts with preferene list Pi ∀i ∈ I onsisting of all the possible matheswith remote peers (Line 1), as de�ned in De�nition 6. In order to onstrut the set of stablemathes, every player eliminates those mathes from it that annot be stable. Users initiatemath reation, following the dereasing preferene order of the possible mathes in Pi ∀i ∈ I ,at the orresponding remote peers. These initiatives are alled bids.Throughout the distributed algorithm, players delete those mathes from their preferenesets that ould not �gure in stable mathing. We de�ne the sets of proposed (Ai) and reeived



CHAPTER 5. USER-DRIVEN PEER SELECTION 45bids (Bi ∀i ∈ I) (Line 2) in whih player i ollets the urrently valid bids, and we desribe howmathes are deided not to be eligible for stable mathing. At the end of the algorithm, onlythose mathes remain in every player preferene sets that are reiproated, hene stable.De�nition 7 Target list Ai = {j ∈ Pi} ∀i ∈ I onsists of the valid bids on the top of Pi whihhave not (yet) been rejeted, suh that |Ai| ≤ ĉi. Adding a new bid to the set Ai is performed byseleting a new possible partner who is not present in Ai yet.Eah player i makes the most bene�ial proposal bids based on its preferene list Pi (Line6), as long as the sum of the mathes does not exeed the maximal number of mathes (Line 5).At the point when |Ai| = ĉi, player i halts its bidding, until its mathes in Ai derease. Now wede�ne Bi, and present how mathes an be dropped from Ai.De�nition 8 Reeived bid list Bi = {j ∈ Pi} ∀i ∈ I onsists of the bids reeived by i that ithas not rejeted (yet), suh that |Bi| ≤ ĉi. Player i rejets a bid, i.e., deletes it from Bi, if a newbid makes |Bi| > ĉi, i.e., more reeived bids aumulate than the maximal number of mathes(Line 8). The least preferable math based on the preferene list Pi is dropped then (Line 9).When a math is dropped from Bi, it is also erased from the preferene list Pi, and the target(Aj) and preferene list (Pj) of the initiator (j).Algorithm 5 Stable �xtures algorithm1: Pi, ĉi ∀i ∈ I: preferene lists with all potential mathes and apaities2: Ai = Bi = 0 ∀i ∈ I: empty target and reeived bid lists3: while Ai 6= Pi ∀i ∈ I do4: for all i ∈ I do5: while |Ai| ≤ ĉi do {bidding}6: opy mathes from top of Pi into Ai and to Bj of target j7: end while8: while |Bi| > ĉi do {refusing}9: delete the least preferred mathes from Bi and from Aj , Pj of the bidder10: end while11: end for12: end whileThe algorithm terminates when ∀i |Ai| = ĉi, or Ai ontains all non-rejeted mathes from Pi,but their total number is less than ĉi. At this point, target lists and preferene lists oinide forevery player (Line 3). The following proposition of [73℄ is a diret onsequene of the algorithmisteps and the payo� funtion, and makes an important observation about the preferene lists.



CHAPTER 5. USER-DRIVEN PEER SELECTION 46Proposition 1 If a math of i is not in the preferene set Pi at the end of the algorithm, thenit is not stable. Thus, if a player has an empty preferene list at the end of the algorithm, thenit has no stable mathes.In a stable mathing the reated mathes are pairwise, i.e., eah user has the same targetmathes as aepted bid mathes. The authors of [73℄ argue that at the end of their presentedalgorithm, user preferene lists may not oinide the atual target lists, thus the possibility of arotation is left open, i.e., a yli preferene order exists where player i would like to reate amath with player j more than with player k, while j prefers k to i, and k likes i more than j.They suggest another algorithm that redues further the preferene lists to arrive at the stablemathing (or to the onlusion that none exists) by eliminating rotations. In the following wehighlight the di�erenes of our sheme ompared to that of [73℄.5.5 Stable strati�ationWe are interested in the harateristis of stable mathings that are issued by our algorithm. Inthis setion we show that players are strati�ed in stability: mathes are reated only betweenpeers that have similar grades. This is, in fat, a onsequene of the partiular attributes thatthe problem instanes have during our interleaved algorithm: player preferenes are diretlydetermined by their payo�s, indiretly by the grades of other peers. In regard to this, we de�nethe global preferene order (GPO) of the peers. Building on the GPO, we derive an importantproposition that desribes the strati�ation in stable mathings, and we laim that our algorithmalways �nds one.The GPO predetermines the possible partners in a stable mathing, we de�ne it as the orderedlist of the math preferenes with di�erent remote peers: Pi(j) ∀j ∈ {I \ i} in Pi. Sine ∀i ∈ I,
Pi(j) ≥ Pi(k) holds for any given pair j, k ∈ {I \ i} if gj ≥ gk (in ase gj = gk, Pi(j) = Pi(k)),GPO is the dereasing order of player grades for every player.In our system every user divides eah of its bakup objets into k equal-size fragments, butdi�erent number of redundant fragments are reated in order to reah the highest possible valueof servie quality, de�ned as min(|ni|gi, 1) ∀i ∈ I. The next proposition reords the relationbetween user grades and the worst grade among their partners, and we prove that the neessarynumber of mathes in order to reah the same value of the servie is not higher for high gradepeers than for low grade peers: g

i
≥ g

j
∀i, j ∈ I if gi ≥ gj .Proposition 2 In stable mathing if gi ≥ gj , then the two peers an attain the same value ofservie with g

i
≥ g

j
∀i, j ∈ I.Proof: Let us assume that gh is the lowest grade among the peers in nj , and by ontraditionlet gh > g

i
. Sine the grade of i is not lower than that of j, Ph(i) ≥ Ph(j) for peer h, and for



CHAPTER 5. USER-DRIVEN PEER SELECTION 47every peer in nj . As a onsequene, h has �led a bid not just to j, but to i too, as did everypeer in nj . i must make mathes with h and the others, i.e., h ∈ ni, sine it made mathes withpeers having lower grades as well. Then i reahes the same value of servie quality as j withoutits partners that have lower grades than h, thus those mathes are unneessary.Proposition 2 laims that a higher grade peer has better quality partners than a lower gradepeer while reahing the same value of neighborhood. The proof is based on the fat that if ahigher grade player is interested in a math with a lower grade one, then the math is made sinethe latter is also interested. A onsequene is that no math is made between two peers, if thedi�erene of their ranks in the GPO is larger than the apaity of the higher grade player. If thiswere not true, one of the bids of the high grade player to a player better than the low grade peerwould have been dropped to make the bid. This ould happen only beause all of the mathesof the rejeting peer are with higher grade players than the high grade peer, ontraditing withProposition 2.This result shows that users make mathes with remote peers that have grades similar to theirsand low grade peers are less popular during the peer seletion step of the interleaved algorithm.Sine every player is a potential partner for every partiipant, players with less mathes thanwhat is neessary to reah a maximal value neighborhood in a stable mathing are at the endof the GPO: if there are at least ĉi worse peers in GPO than i, then i an have ĉi mathes in astable mathing. Thus, the worst grade peers might realize less mathes than their apaity.We show that the stable �xtures algorithm solves every problem instane during the inter-leaved algorithm that �nds the exhange game equilibrium. The key of the proof is that the bidsare always reiproated by lower grade peers during the algorithm.Proposition 3 Our linear-time omplexity algorithm always �nds a stable mathing in a givenproblem instane with �xed grades.Proof: Let the players plae their bids in their order in the GPO; note that this deterministibehavior has no e�et on the outome. The highest grade player bids the �rst ĉi mathes on itspreferene list, and based on Proposition 2, all of them will be aepted and reiproated. Afterthe highest grade peer has found its stable mathes, all the bids of the other players targetingit are dropped, and the same laim stands for the best grade player of the rest, and so forth,arriving to stable mathing M. The algorithm ensures that there is no possible further pairwisemath whih yields higher payo� than the ones in M. The omplexity of our algorithm followsthe number of players and their apaities linearly and an be performed asynhronously.The notion of stability in games is often related to the question of the existene of Nashequilibrium. In our exhange game we need to re�ne the requirements of stability: sine linkreation is onsidered to be the �joint� outome of two players' strategies, pairwise stability hasto be ensured as in [30℄. Sine the requisite of a �pairwise� equilibrium is a stable mathing, if no



CHAPTER 5. USER-DRIVEN PEER SELECTION 48stable overlay exists for the given player grades, those annot be a stable solution to the gameinstane itself. Sine player preferenes, whih follow the GPO, are ayli as in [98℄, a stablemathing always exists.5.6 Grade improvementThe strati�ation of peers based on their grades (shown in Proposition 2) provides diret inen-tives to low grade users to improve for a better neighborhood during the exhange game. Inthe grade seletion step, users may strategially inrease their grades in order to be eligible forexhanging fragments with high grade peers. The equilibrium of the game that we seek is astable overlay graph representing (logial) neighborhood relations among peers of the system.In this setion we show that peers join disjoint groups in equilibrium, aording to their initiale�ortless grades.In Proposition 2 we laim that the worst partner of a high grade peer has higher grade, thanthat of an inferior grade peer. Therefore higher grade peers need less mathes, i.e., less apaity,than peers with low grades in order to reah the maximal value of De�nition 4. The aylipreferenes ensure the existene of the required stable overlay. We make the following laimon the relation of e�ortless and equilibrium grades, and therefore we show that the e�ortlessgrade order inherently predetermines the order of the equilibrium grades, and thus the sharedapaities.Proposition 4 The equilibrium GPO is the e�ortless grade order of the players.Proof: The equilibrium GPO ontains players in dereasing order of their equilibriumgrades, in ase of a tie, we sort the players orresponding to their e�ortless grade order. As aontradition to our laim, let us assume that gi > gj although ĝi < ĝj . Then the payo� of i ishigher with gi than by hoosing gj as strategy, sine ĝi < ĝj ≤ gj < gi implies stritly highere�ort ost. This is possible only if the payo� of j is improvable, i.e., 1 ≥ g
i
|ni| > g

j
|nj | basedon Proposition 2, therefore j an inrease its payo� by seleting gj = gi, thus ontraditing withour initial assumption about the best response in equilibrium.We now derive the best response grade strategies for players in a one-shot game with fullinformation. First we onsider a favorable setting where players have su�iently high e�ortlessgrades, then we give the equilibrium in a general setting.Proposition 5 If mini∈I ĝi ≥ 1

I−1 , then a possible equilibrium is the e�ortless grand lique:everyone is linked to every other player. Generally, the best response grade strategy is to join alique aording to the e�ortless grade order rank. This might neessitate improvement on thee�ortless grade.



CHAPTER 5. USER-DRIVEN PEER SELECTION 49Proof: Let us number the players in dereasing order of their e�ortless grades, suh thatplayer 1 has the highest grade, and player I has the lowest. Many equilibria may exist dependingon the e�ortless grade pro�le. If ∃j : (j − 1)ĝj ≥ 1, then players an maximize their payo�s by�oking into one lique: gi = ĝi, gi = ĝj ∀i ≤ j. If the inequality holds for the lowest e�ortlessgrade in the system, every player may maximize its payo� to 1 by I − 1 links to the otherswithout improving their grades, sine (I − 1)mini∈I ĝi ≥ 1 and gi − ĝi = 0 ∀i ∈ I. If a liqueis formed on a spei� segment of the e�ortless grades, and we �nd a player k satisfying theondition in the rest of the player set, i.e., (k − j − 1)ĝk ≥ 1, then the same laims hold, and soforth.Depending on the e�ortless grades of the players, it may happen that no (more) e�ortlesslique an be formed, i.e., no player satis�es the previous ondition on the rest of the player set.Let us denote the set of the �remaining� players by X , and let v be the lowest e�ortless gradeplayer in any e�ortless lique. We state that all players in X join the lowest e�ortless grade liqueby improving their grades to ĝv if ĝv ≤ 1
|X |−1 , otherwise they reate a lique among themselvesby inreasing their grades to gx = max(ĝx,

1
|X |−1) ∀x ∈ X .To prove that these strategi grades are stable, let a player lower its grade by ∆g in order tosave on e�ort ost. Then, in the �rst ase, it is exluded from the lique of v beause the liquemembers might see a payo� derease; in the seond ase other remaining players would follow itsgrade redution resulting in a stritly positive payo� drop of (|X | − 1)∆g−∆g > 0 (|X | > 2). Ifthe lowest grade player i is the only one with ĝi <

1
|X |−1 , then i may derease its grade as far as

(|X | − 1)gi ≥ (|X | − 2)ĝj ≥ 1− 1
|X |−1 holds, where j is the seond lowest e�ortless grade player.If |X | = 2, and there is no e�ortless lique, a grade improvement to gx implies gx − ĝi e�ortost, while the value of its neighborhood grows by gx − ĝi at most, thus resulting in a non-inreasing payo�, so we suppose that the best response grade strategy is the e�ortless grade(gx = ĝx ∀x ∈ X ). For a disussion on homogeneous settings, see Proposition 6.Proposition 5 laims that players unite in groups, driven by their payo�s based on the sizeand the worst grade member of the lique. If the group size beomes large, i.e., many peersgroup together, the players might be better o� exluding the ones with the worst grade. If thegrade-segment beomes too narrow, i.e., low grades are not eligible, the quality of servie delinesdue to the ritial number of member peers. This duality is due to the payo�: low grade liquemembers derease the value at high grade members in the group, exluding them auses a dropin the value at the remaining players beause of the redued lique size. In equilibrium the twoopposing e�ets are balaned inside disjoint groups.When players join liques by inreasing their grades, the implementation of a link re-organizingpoliy is required in order to integrate the newly joining players as equivalent members into thelique, e.g., more lique members than maximal mathes per player might ause the rise of �hotspots�, when some members do not reeive enough mathes. Clustering inside lusters may blok



CHAPTER 5. USER-DRIVEN PEER SELECTION 50some peers from �nding su�ient number of available peers.In ontrast to heterogeneous e�ortless grade settings, if every player has the same initialgrade, they have no inentive to improve. The next proposition provides a detailed explanationto this disadvantageous phenomenon.Proposition 6 If ĝi = ĝ ∀i ∈ I, the best response strategy is gi = ĝ ∀i ∈ I. Therefore, inhomogeneous e�ortless settings, players have no inentives to improve their grades. The prie ofanarhy, i.e., the quotient of entrally maximized soial welfare and that of the distributed game,is in�nite with ĝi → 0 ∀i ∈ I.Proof: If the e�ortless grades of peers are the same, the best response strategy grades arealso idential, beause everyone an stritly inrease its payo� by dereasing its grade to thatof its lowest grade peer. By ontradition, let us assume that the best response strategy is g∗,and we show that one an inrease its payo� with a strategy g′ suh that g∗ > g′ ≥ g∗(1− 1
I−1).If this inequality holds the overlay neighborhood is intat beause the partners of the deviatingplayer, that are surely less then I in number, would not pro�t by dropping the link to it, whilethe payo� of the deviating player is stritly inreased. The resulted ontradition supports ourlaim that no other strategy than g∗ = ĝ may be best response.If ĝi → 0 ∀i ∈ I, the best response strategies are gi → 0 ∀i ∈ I, resulting in an aggregatepayo� arbitrarily lose to 0. On the other hand, a entral soial maximization would result,by linking all players in a lique with gi =

1
I−1 ∀i ∈ I , in more than I

(

1− 1
I−1

) soial welfare.Therefore there exists a stritly positive optimal grade in the homogeneous ase if I > 2, resultingin an arbitrarily large prie of anarhy.Proposition 6 shows that during the deentralized optimization, i.e., the exhange game,players do not make links that imply a negative hange in their payo� and improve their gradesonly if the e�ort is worth it. In a homogeneous setting this never happens. On the otherhand, when a entral authority maximizes the aggregate payo�, i.e., the soial welfare, with thehypothetial ability of hanging player grades, it makes a link even if it is bene�ial only for oneof the mathed players, in ase the aggregate payo� inreases. As a onsequene, unfortunatelythe prie of anarhy an be arbitrarily large.We have �nally shown that we obtain a strati�ation in the peer overlay, analogous to groupedsystem design we suggested in Chapter 4. By performing the strati�ation at the traker side, wesimplify the system while nodes have no inentive to deviate from the traker-suggested behaviorin terms of potential storage partners.



Chapter 6Sheduling data transfersThe sheduling poliy organizes data transfers toward remote targets. Future online appearanesof remote peers are not preditable and therefore fragment uploads toward them need strategiesthat attempt to omplete the transfers as soon as possible. In this hapter we disuss theimportane of sheduling deisions in a P2P bakup system, and show how they impat TTBand TTR.The di�erenes between TTB and minTTB (and between TTR and minTTR) are due tothe following reasons:1. beause of the unavailability of remote peers, idle time might our if there is no onlineremote peer to perform upload to or download from;2. beause of the unreliability of remote peers, storing data on them requires applying redun-dany to the bakup data: this results in a larger amount of data to transfer, hene longerTTB;3. omplete fragments must be uploaded to (resp. downloaded from) seleted remote peers,so when the transfers are interrupted beause of the temporary unavailability of remotepeers, idle waiting may our before resuming them to �nish TTB (resp. TTR);4. remote peer bandwidth apaities and ompeting parallel transfers may onstrain transferspeed, possibly inreasing both TTB and TTR.In order to quantify the ine�ieny of the bakup and retrieval phases, we model the time lossdue to the lak of online peers to exhange data with. First, we provide the sheduling problemformulation assuming full information about the future online phases of remote peers, with thegoal of minimizing the ompletion time of the neessary fragment transfers. Seond, we proposea randomized strategy to solve the sheduling problem, if future online phases are not known.We give an average-ase analyti estimate on the ahieved TTB (or TTR) with the random51



CHAPTER 6. SCHEDULING DATA TRANSFERS 52sheduling to evaluate its performane on probabilisti inputs of online appearanes where onlythe average availabilities of remote peers are known. Third, we quantify the performane ofrandomized strategy for realisti ases.6.1 Sheduling problem with full informationWe de�ne fragment transfer deisions as a job sheduling problem.De�nition 9 Transfer sheduling problem We all the transfer of a fragment (data amount
f) between two given peers over the Internet a job. The job beomes available for �proessing�after an online remote peer has been assoiated with it. If job J is an upload (resp. download) jobof peer i, it requires a minimal proessing time tJp = f

ui
(resp. tJp = f

di
). For any given shedule,the ompletion time of job J is denoted as tJc .During the bakup and retrieval phases, a peer shedules jobs, i.e., upload and downloadtransfers. Our objetive is to �nd the shedule that minimizes the latest ompletion time amongthe jobs, i.e., to �nd argminJ (maxJ∈J tJc ), where J is a set of jobs that satisfy the goals of thebakup or the retrieval phase.Here we fous on the fragment transfer ine�ienies only due to the unavailability of remotepeers, and leave the analysis of data redundany, fragment granularity issues and bandwidthonstraints for Chapter 7.Assumption 6.1.1 We assume that user online appearanes are a priori information, further-more, link apaities and parallel transfers of remote peers do not ause any onstraints.We model time as slotted, with nodes being online or o�ine for a whole time-slot, and havingan integer upload (u) or download (d) apaity in terms of fragment transfers per time-slot.We transform the sheduling problem in the following way: in order to �nd the shedule thatminimizes the required time to transfer N fragments (alled as mintime problem), we determinethe maximal number of transferable fragments in T time-slots (denoted as maxfrag problem).Then, the solution for the original problem is the smallest T within whih N fragments an betransferred.De�nition 10 The mintime and maxfrag problems are de�ned as follows: s stands forany sheduling, t(s) gives the duration, and n(s) provides the transferred fragments of a givenshedule,

mintime(N) = min{T | ∃s : t(s) = T ∧ n(s) ≥ N}; (6.1)
maxfrag(T ) = max{N | ∃s : t(s) ≤ T ∧ n(s) = N}. (6.2)



CHAPTER 6. SCHEDULING DATA TRANSFERS 53The two problems are intertwined in the following way:Proposition 7 mintime(N) = min{T | maxfrag(T ) ≥ N}.Proof: Let us all t1 = mintime(N) and t2 = min{T | maxfrag(T ) ≥ N}.1) t1 ≥ t2. By (6.1), an s1 exists suh that t(s1) = t1 and n(s1) ≥ N , implying that
maxfrag(t1) ≥ N . Therefore, t1 ≥ min{T | maxfrag(T ) ≥ N} = t2.2) t1 ≤ t2. By (6.2), s2 exists s.t. t(s2) = t2 and n(s2) ≥ N . This diretly implies that
t1 = mintime(N) ≤ t2.We present the following Integer Linear Programming (ILP) problem formulation whih isanalogous to maxfrag(T ) of (6.2).De�nition 11 The sheduling problem with full knowledge maximizes the number of trans-mitted fragments within a given duration T . xti is a variable that enodes sheduling deisions:the number of fragments sheduled with remote peer i in time-slot t. The availability of remotepeers is given as onstraints: ati = 1 if remote peer i is available in time-slot t, 0 otherwise.Another onstraint is the maximal number of fragments m that an be plaed on eah remotepeer. The solution of maxfrag(T ) an be found by solving the following ILP problem:
max

∑T
t=0

∑I
i=1 x

t
i maximize number of transmitted fragments

s.t. xti = [0,min(u, di)] transferable fragments in a time-slot to a peer
xti ≤ mati transfer to online remote peers
∑T

t=0 x
t
i ≤ m no more than m fragments on a remote peer

∑I
i=1 x

t
i ≤ u no more than u transfers within a time-slot.In order to translate the above bakup sheduling problem to the retrieval ase, we write dinstead of u, and m is replaed by the vetor of stored fragment number on eah remote peer.ILP problems are usually NP hard to solve. In order to make the solution of maxfrag(T )tratable, we propose to transform the problem into a maximum �ow formalization. The sameunderlying problem thus beomes solvable in polynomial time. Our proposed transformationmight be useful for analogous job sheduling problems in other P2P settings.We present the maximum �ow formulation of the maxfrag(T ) problem in Figure 6.1. Nodes

ts i with i = 1, 2, . . . , T represent the time slots up to T . peer i with i = 1, 2, . . . , I depit theremote peers. ts i is onneted to peer j if and only if j is online in time-slot i. Edges withapaity u give the onstraints on the uplink apaity of the peer, edges with apaity m desribethe maximum number of fragments to be stored on eah remote peer. The maximum �ow fromthe soure to the target yields the largest number of fragments that an be uploaded within time
T . Similarly to the ILP formulation, the retrieval problem formulation is attained if u is replaedby d, and m is replaed by the stored fragment number on eah remote peer respetively.
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Figure 6.1: Maximum �ow problem formulation of data transfer shedulingWe an now iteratively ompute maxfrag(T ) with growing values of T ; Proposition 7 guar-antees that the �rst value T that satis�es maxfrag(T ) ≥ N will be the desired result for ourinitial sheduling problem. The original problem, i.e., �nding an optimal shedule that minimizesthe time to transfer N fragments, an be solved by performing O(log T ) max-�ow omputations.In fat, an upper bound for the optimal ompletion time an be found in O(log T ) instanes ofthe max-�ow algorithm by doubling at eah time the value of T , then the optimal value an beobtained, again in O(log T ) time, by using binary searh.For a �ow network with V nodes and E edges, the maximum �ow an be omputed with timeomplexity O
(

V E log
(

V 2

E

)) [63℄. In our ase, when we have I nodes and an optimal solutionof T time-slots, V is O(I + T ) and E is O(IT ). The omplexity of an instane of the algorithmis thus O
(

IT
(

I log I
T + T log T

I

)). The omputational omplexity of determining an optimalshedule in a full information framework is thus O (IT log T
(

I log I
T + T log T

I

)).6.2 Random sheduling without full informationConstruting the optimal sheduling of transfers with remote peers, i.e., ensuring the earliestpossible ompletion time for the required jobs, is impossible without knowing their future onlinephases. Here, we evaluate the performane of random sheduling and give an upper bound onits e�ieny.Assumption 6.2.1 We assume that the online appearanes of remote peers are independentstohasti variables in every time-slot, and their autoorrelation is 0. We suppose that every peeris online in eah time-slot with equal probability a: let A(i, t) indiate the event when peer i isavailable at time t, we de�ne P[A(i, t)] = a ∀i, t (i.i.d.).We derive the following expeted di�erene between TTB andminTTB based on Assumption6.2.1 if the limit m of fragments that an be stored on eah peer takes the extreme values of 1 or
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n. This latter ase overs a system where it is possible to store a full opy of eah bakup objeton a server. In both ases we assume that at most one fragment is transferred in eah time-slot.Proposition 8 If m = 1, the estimated lateness of minJ (maxJ∈J tJc ) is given by:

E(TTB)

minTTB
≤

1

1− (1− a)I−n+1
.

Proof: The probability of �nding at least 1 online peer to upload the �rst fragment ina time-slot is 1 − (1 − a)I . Thus, the expeted value of the geometrially distributed randomvariable X1, whih desribes the number of Bernoulli trials needed to get one suess, is E(X1) =
1

1−(1−a)I
. Similarly, E(X2) =

1
1−(1−a)I−1 for the following fragment, and so forth. The expetedduration of uploading all fragments is E(X1 +X2 + · · ·+ Xn) = E(X1) + E(X2) + · · ·+ E(Xn) =

∑n−1
i=0

1
1−(1−a)I−i ≤

n
1−(1−a)I−n+1 .Proposition 9 If m = n, the probability that less than n fragments are uploaded after T time-slots is lower than exp

(

−
(T(1−(1−a)I)−n+1)

2

2(1−(1−a)I )T

).Proof: We onsider the ase where we an upload any number of fragments per peer, andeah fragment gets uploaded exatly one. Let U(t) denote the event that a fragment an beuploaded at time t sine some peers are online. Then,
u = P[U(t)] = 1− (1− a)I .The probability of not being able to upload at least n fragments in time-slots from 1 to t is:

P

[

t
∑

i=1

U (t) ≤ n− 1

]

=

n−1
∑

i=1

(

t

i

)

ui(1− u)t−i ≤ exp

(

−
(tu− n+ 1)2

2tu

)

,by using its Cherno� bound, sine P [X ≤ (1− c)EX] ≤ exp
(

− c2

2 tu
) and in our ase c = 1− n−1

tu .Being a Bernoulli proess, the expeted number of time slots T to transfer n fragments is
E(T ) = n

1−u , sine the average of the related binomial distribution is t(1− u).Propositions 8 and 9 haraterize the theoretial ine�ieny of the bakup phase due to theunavailability of remote peers. The results show that, in general, as the number of remote peers(I) grows, the larger set of potential targets for sheduling deisions eliminate the probabilityof being halted due to their unavailabilities. Intuitively, an inreasing number of fragments (n)produes ounter e�ets, partiularly if there is a strit onstraint on the maximal number offragments that an be sheduled to any given remote peer.
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(b) Absolute number of peersFigure 6.2: Bakup and retrieval ine�ieny with syntheti online phases yielding 0.36 averageavailability6.3 Evaluation of random shedulingThe unpreditable unavailability of remote peers hinders the minimization of the bakup andretrieval phase durations. In this setion we evaluate the performane of sheduling fragmenttransfers toward remote peers randomly, by omparing the results to the optimal outome. Aswe show above, if the system design determines a fragment size, well-suited to the number ofremote peers, and a su�iently high redundany rate, then the performane of random peerseletion, i.e., the duration of the bakup/retrieval phases, approahes the optimal.We implement disrete-time sheduling simulations of the above presented problems in MAT-LAB. Peer online-o�ine patterns are generated by independent and identially distributed ran-dom variables, with the average online availability of our traes (Figure 7.2(a)) as probability.The traes apture user availability, in terms of login/logo� events, from an instant messagingserver in Italy for a duration of 3 months [38℄.We set the number of fragments to upload to n = 10, 40, 60, 80 and the number of remotepeers to I = 1.1n, . . . , 2n. In order to mimi our system simulation settings, we let u = 1 and
m = 1, i.e., at most one fragment an be uploaded in a time-slot, and maximum one fragmentan be stored on eah remote peer, respetively. We run simulations for 1000 generated onlinepattern inputs, moreover the random sheduling senario is performed 1000 times on eah input.We ompare the statisti results of the random sheduling poliy to the analyti performaneshown in Proposition 8.On both Figure 6.2(a) and 6.2(b), we plot the median and 95th perentile TTB prolongation,i.e., TTB/minTTB, of the random sheduling results among the 1000 × 1000 simulations foreah I − n senario with interonneted markers. The estimated values, based on Proposition
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(b) Absolute number of peersFigure 6.3: Bakup and retrieval ine�ieny with orrelated online phases yielding 0.36 averageavailability8, are presented by the solid lines for eah fragment number ase. In Figure 6.2(b) we plot theabsolute number of peers on the horizontal axis instead of their relative number ompared to thenumber of fragments in Figure 6.2.We observe that the analyti estimation overlaps with the median of the results. Furthermore,a relatively large remote peer set (larger than 40 with the given average peer availability) ensuresthat the performane of the random sheduling poliy is lose to the optimal, even if the numberof fragments to transfer is only slightly less than the peer set size.Note that the bakup and retrieval phases are analogous. We present the simulation resultsfor the bakup phase, but substituting k instead of n, and n instead of I, we arrive at the retrievalproblem, i.e., downloading k fragments from n soures. Based on the results, applying randomsheduling to retrieve fragments from remote peers would yield a TTR lose to the minTTR.Our traes exhibit both heterogeneity and orrelated user behavior (presented in Figures7.1(a) and 7.1(b)), re�eting human habits, e.g., most of the users are online during workinghours of weekdays, but o�ine at night. Interested in the e�et of this phenomenon on randomsheduling, we also evaluate its performane with our orrelated traes. We ompare the resultsof the random sheduling poliy to the optimal solutions with the same parameters as before.For eah experiment pair (optimal and random) of I − n, the required number of peer traes nare randomly drawn from our traes, starting at a randomly seleted point in time. We set thetime slot length to 1 hour; a peer is onsidered to be online, if it is online during at least half ofthe time slot, based on its trae.We repeat the simulation of eah I−n ase 1000 times for both optimal and random shedul-ing, moreover the random sheduling senario is performed 1000 times on eah input. The results



CHAPTER 6. SCHEDULING DATA TRANSFERS 58are plotted in Figure 6.3, in a similar way as in Figure 6.2, but instead of the estimated values,we plot the median of the 1000 optimal solutions for eah I−n ase, and only the median of therandom sheduling results.We observe weaker performane of random sheduling when the online-o�ine sessions ofremote peers are provided by the real traes. This is due to the fat that their orrelatedbehavior inreases the number of time slots during whih only a few, or even none of the peersare online. However, as the number of fragments to transfer grows, the optimal solution getsloser to the theoreti lower bound, i.e., minTTB. Moreover, with larger remote peer set, theperformane of random sheduling approahes to that of the optimal, irrespetive to the numberof fragments to transfer.Therefore, in our analysis we obtain that, as heuristi thresholds, the values of n = 60and I = 90 are su�ient to omplete bakup within a tolerable (around 10%) deviation from
minTTB with random sheduling. In our system simulations, desribed in the following hapter,we apply a value for k aording to these thresholds, and therefore we ensure that randomizedsheduling deisions impose only a reasonable penalty on TTB and TTR in our results.



Chapter 7Evaluation of the system designDetermining analytially if the quality of servie goals are ahieved with our system design ishard. In order to numerially analyze how our hoies a�et performane, we built a disrete-timeMATLAB simulator. We use our simulator to experimentally evaluate the e�ets of applyingdi�erent poliies for data redundany, peer seletion and transfer sheduling. Due to the ran-domized nature of our algorithms, the results presented in the following are averaged over 10simulation runs.7.1 Simulated user settingsOur simulations are synhronous and organized into rounds, where 1 round represents 5 minutes.The total number of rounds is 28000, resulting in more than 3 months of simulated systemlifetime.We model the online behavior of a peer with three states: online, o�ine and rashed. Thesession lengths of all these states are represented in rounds. The online behavior of users, i.e.,their patterns of onnetion and disonnetion over time, is di�ult to apture analytially. Weperform our evaluations on the real appliation traes, introdued in Chapter 6. We argue thatthe behavior of regular instant messaging users onstitutes a representative ase study: for bothan instant messaging and an online bakup appliation, users are generally signed in for as longas their mahine is onneted to the Internet.The set of simulated users taking part in the system does not vary in time. We only onsiderusers that are online for an average of at least four hours per day (alulated for the wholeduration of the measurement), as done in the Wuala online storage appliation [7℄. One this�lter is applied, we obtain the trae of I = 376 users. User availabilities are strongly orrelated,in the sense that many users onnet or disonnet around the same time. As shown in Figures7.1(a) and 7.1(b), there are strong di�erenes between the number of users onneted duringday and night and between workdays and weekends. Most users are online for less than 40% of59
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(b) Number of peer rashesFigure 7.2: Peer behavior inputsthe trae, while some of them are almost always onneted (Figure 7.2(a)). Some peers appearonline for the �rst time late in the trae.Peer rash events, e.g., disk failures, are randomly generated from an exponential distributionof lifetimes with the simulation duration as expeted value. This leads to a uniform rate ofrashes, as represented in Figure 7.2(b). We assume that peers remain online during theirretrieval phases, irrespetive of their traes.In our simulations, eah peer has a 10GB bakup objet to save, and it has 50GB availablefor storing data of other nodes. As mentioned in Chapter 4, every user holds its own bakupobjet loally until it rashes. This setting ensures that the storage apaity of remote peersrarely onstrains fragment uploads.
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minTTR(b) minTTR and minTTBFigure 7.3: Peer onnetivity inputsWe model peer link apaities based on another set of traes: uplink apaity values, between1Mbps and 10Mbps are randomly drawn from the measurement olletion of [110℄ (Figure 7.3(a)),and we onsider downlink apaities to be 4 times larger than uplinks. To avoid bandwidthunderutilization due to asymmetri bandwidth harateristis, maximum parallel uploads anddownloads for peer i are pui = 1, pdi = 4 by default, proportionally inreasing with ui

ũ and di
d̃respetively, where ũ, d̃ are the median upload and download bandwidths in the system.In Figure 7.3(b) we show the distribution of theminTTB and minTTR, de�ned in De�nition2: the amount of eah user's bakup data divided by its e�etive upload and download apaityrespetively. During the bakup phase eah peer is assumed to follow its usual online-o�ine statusvariation, and the amount of bakup data is generally muh larger than what is transferablewithin a few online phases of a peer. Therefore, the e�etive upload apaity is approximated by

au. On the ontrary, the peer remains online in the retrieval phase, thus its e�etive downloadapaity is d. The di�erene between TTR and TTB values, visible in Figure 7.3(b), is due tothe asymmetry in download and upload apaities.Our hoies of experimental settings do not impose any kind of orrelation or variabilityduring time between peer rash rate, online behavior, bandwidth and storage apaities, andthe bakup data amount. We think that haraterizing the orrelations and evolution of thesequantities over time is an interesting open problem.Furthermore, we suppose that the data enter is over-provisioned, i.e., it possesses unlimitedstorage apaity and bandwidth, furthermore it is always available and never rashes.



CHAPTER 7. EVALUATION OF THE SYSTEM DESIGN 627.2 Fixed and adaptive redundany ratesIn this setion we evaluate our proposed data redundany sheme by omparing its performaneto that of a widely used poliy whih imposes �xed rates of redundany for every user. We apply
k = 64 as the number of original fragments per bakup objet, and sine we organize 10GBbakup data into 1 bakup objet, fragments of size f = 160MB are produed.7.2.1 Prompt data availability and TTRIn many related works on P2P storage systems, the redundany rate for erasure oding is hosenin order to provide high, system-wide instant data availability, resulting in that every stored �leis retrievable, supposing in�nite bandwidth links, at any moment in time with high probability.For this, the redundany sheme aims to ensure that at least k peers that store the fragments ofany bakup objet are online.This redundany sheme, what we all �xed-rate poliy, is presented in [17℄ for an online P2Pstorage system, targeting very high data availability. The authors model the system as if theenoded fragments were stored on di�erent remote peers with independent online appearaneshaving homogeneous availability. In this setting, data availability an be expressed as:

1− ǫ =

n
∑

i=k

(

n

i

)

ai(1− a)n−i, (7.1)where a is the theoretial availability of peers that ompose the system, and ǫ is the probabilitythat the �le is unavailable.The expression to ompute the redundany fator, given a target �le availability, an averageonline time, and the number of original fragments k writes as:
r =

(

σ

√

a(1−a)
k +

√

σ2a(1−a)
k + 4a

2a

)2 (7.2)where σ is the standard deviation of a normal distribution for the required level of �le availability.We set our data availability goal to 0.99. As value of a, we use the system average of peeravailabilities, whih is 0.36 in our traes. Applying (7.2) of [17℄, we obtain a redundany rate of
3.56. As onsequene, every peer reates the same data redundany to its bakup, resulting in
n = 228 enoded fragments.We plot the average online redundany (atually available fragments over k) per bakupobjet for every round of the simulation in Figure 7.4. In a setting with independent peers, theapplied redundany rate would ensure permanent data availability (> 100%) most of the time.Sine the online behavior of peers is orrelated, the measured data availability drops duringertain periods in our system, e.g., data is not fully availabile during night.
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Figure 7.4: Online redundany with �xed-rateFigure 7.5(a) shows the evolution of the average eTTR when applying the �xed-rate andour adaptive-rate redundany shemes in a purely P2P setting with random peer seletion. Astime goes by, more and more fragments are uploaded by every peer, therefore in ase of retrievalthe hoie of download soures widens, possibly ontaining fast remote peers, hene dereasingestimated TTR. On the long run the average eTTR of adaptive-rates are approximately 30%higher ompared to those of �xed-rates. This is due to the fat that our adaptive sheme lowersthe redundany rate, thus worsens the e�ieny of retrievals.In Figure 7.5(b) we evaluate the auray of eTTR with the same settings. Plotted eTTRvalues are alulated when rashes our, and ompared to the subsequently measured TTR.The eTTR gives a fairly good estimate on the TTR: in a few ases it is too pessimisti (ratio ofTTR over eTTR is around 0.6), and it proves to be too optimisti with a fator of more than 2in 25% of the ases.The eTTR is admittedly an optimisti estimation heuristi: if at least one of the fastest kpeers rashes during retrieval and/or most of remote peers are o�ine when the rash happens,the measured TTR is probably longer than the eTTR. High bandwidth peers, therefore holdinglow estimates of TTR and low applied redundany rates further inrease this e�et, espeiallyin our orrelated online behavior setting where a retrieval starting at Friday night might belengthened due to the lak of online peers until Monday morning. However, as the redundanyrate inreases (�xed-rate), the eTTR gets loser to the measured TTR in most ases.7.2.2 Adaptive redundany rate shemeWe argued that prompt data availability, i.e., being able to restore all data instantly assumingin�nite bandwidth, is an exessive goal in a bakup system where large amount of data is retrievedin ase of need. With our adaptive redundany sheme (introdued in Setion 4.2), we instead
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fixed(b) Measured vs. estimated TTRFigure 7.5: Analysis of adaptive-, and �xed-rate redundany shemestarget to guarantee ertain levels of data durability and TTR.Our redundany sheme requires threshold values for both TTR and DLP, we adopt thefollowing in our system simulations.

• The eTTR target is o
diai

in order to make retrieval time targets proportional to the har-ateristis of the peer, and also to those of the potential storage partners (due to the peerstrati�ation, desribed in Chapter 5).
• The eDLP target is 10−4, alulated for the time duration along whih the peer does nothave valid information about the status of its fragment stored on a remote peer plus theeTTR. The former period has the double length of the predetermined time period afterwhih peers are noti�ed by the traker about the rash of a peer, having been o�ine forthe time being, denoted as w in Setion 4.2. We set w to one week in our simulations,therefore the system might not have valid information about the loally and remotely storedfragments of a peer during two weeks, e.g., in ase the peer rashes and stays o�ine fora week after having lost fragments on some remote peers that had been o�ine for a weekprior to the rash. The assisted repairs that we evaluate in the following, motivate theestimation of DLP for 2× w + eTTR duration.Simulation results of �xed-rate and our adaptive-rate redundany shemes are shown in Figure7.6. We set the �xed-rate redundany as upper limit on the adaptive-rates. In order to visualizethe results, we average the redundany rates of peers after their bakup phases (plotted inFigure 7.7(a)). The signi�antly lower adaptive redundany rates result in dereased TTB values,in return of prolongated TTR results. The tail of the distribution in Figure 7.7(a) representsthose peers that store their fragments on storage peers with limited bandwidth apaities and
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fixed(b) TTRFigure 7.6: Fixed and adaptive redundany shemesonline availability, therefore being fored to apply higher redundany rate then most of thepartiipants in order to obtain the required TTR.We argue that it is reasonable to trade longer TTR for shorter TTB due to the followingreasons. When a user registers to the system, it inevitably su�ers from a possibly long TTB,while the length of TTR matters only to those who lose their loal opy. Furthermore, therashed peers are probably more willing to wait to omplete retrievals, while when baking up,users are more likely to be lazy.The deay of TTR when swithing to adaptive-rates seems less signi�ant than the savings interms of TTB. This is beause the hane to �nd storing remote peers with large upload apaityis only reasonably lower during the retrieval phases. The observed ine�ieny of TTR in bothases is due to data retrievals started at night: rashed peers have to wait until the morningwhen most of their peers ome online.7.2.3 Data loss resultsIn Figure 7.7(b), we plot the estimated DLP of Equation (4.2) as a funtion of the redundanyrate and the delay t. We set the average peer lifetime t = 90 days, as de�ned in Setion 4.2.When the time without maintenane is in the order of magnitude of weeks, even a slightly lowerredundany rate an inrease eDLP by several orders of magnitude.In order to show the impats of delayed data maintenane with our lowered adaptive-rates,peers spend a randomly generated length of time (1 week on average) o�ine after they rash.The time period given to o�ine peers before starting repairs (denoted by w in Setion 4.2) isalso set to 1 week, as mentioned above. The traker starts to perform assisted repairs if itsestimated DLP during 2 × w (as explained above) plus the estimated retrieval duration of he
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(b) Estimated DLPFigure 7.7: Redundany rates and data lossestraker inreases beyond 10−4.We ategorize data losses in the following way: if the rashed peer1. has not spent enough time online to upload k fragments until its rash, no online bakupsystem ould have saved the data, beause data loss is determined by the limits in resouresof the data owner;2. has spent enough time online to upload at least k fragments until its rash, but it hasnot sueeded: in this ase, the limited resoures of remote peers are the ause of dataloss, sine baking up on an always-on data enter with plenty of bandwidth would havesueeded;3. has uploaded at least k fragments, but its bakup phase has never ompleted, then the lossis due to the fat that remote peers rash during the bakup phase;4. has ompleted its bakup phase, but it fails to retrieve at least k fragments after the rash,before its storing peers rash in a fatal number.We summarize the data loss types in Table 7.1, and we make referene to it in furtherdisussions.Figure 7.8 represents the number of the observed data losses, labeled based on the aboveategories. The �rst row of plots are the results when using our adaptive redundany sheme.The plots in the seond row are the outomes of the �xed-rate sheme de�ned in in the beginningof this setion. The �rst olumn represents the ase where the rashed peer appears online rightafter its rash, and remote peers are noti�ed without delay; the seond olumn shows the delayedmaintenane senario; the third olumn stands for the simulations where maintenane is delayed,but assisted by the traker.



CHAPTER 7. EVALUATION OF THE SYSTEM DESIGN 67Type Cause of data loss1 unavoidable2 ine�ient upload3 elongated TTB4 elongated TTRTable 7.1: Data loss typesIn all ases the majority of data loss episodes are unavoidable. The onsequene is that onlinebakup an only be safe up to a ertain unavoidable limit, represented by the time a peer needsto upload its data. All other shortomings, introdued by the unreliable remote peers, havemerely marginal e�ets. It is our simulated intensity of peer rashes that leads to high absolutenumber of data loss events: in all of our experiments, due to the in�ated peer rash rates, atleast 6% of rashed peers ould not reover their data.The majority of data loss events a�eted peers that rashed before they ould upload theirdata without any redundany: the bakup proess is inherently time-onsuming, due to theavailability and bandwidth of data owners. Thus, users should worry more about ompletingtheir bakup quikly than about the reliability of their peers. Even after peers upload k fragments,most of the data loss ases are due to low reahed data redundany. In the remaining ases longpost-rash o�ine state, low availability, or poor bandwidth apaity lengthens retrievals, leadingto data loss.When peers go online right after they rash, the number of avoidable losses due to prolon-gated TTB is negligible in both redundany shemes. When the data maintenane is delayed,data losses grow signi�antly with adaptive redundany rates: peers that remain o�ine for along post-rash duration lose their redundany stored on remote peers. We o�er a remedy forthis phenomenon with the assisted repairs, with whih no data loss ours one the bakup isonsidered omplete.The di�erene in redundany between the high rate used by the �xed baseline and the adap-tive approah does not impat signi�antly the data loss rate, exept for the ase of non-assisteddelayed retrievals. In that ase the adaptive-rate seems to provide less safety to the bakups.In Figure 7.9 we show the bene�ts and the related tra� burden of assisted repairs.As shown in the third olumn of Figure 7.8, the number of data losses is lowered bak to thease of prompt retrieves and repairs, in return for upload tra� (and intermittent storage load)of the data enter, plotted in Figure 7.9(a). We relate the amount of data tra� to the overallsize of bakups (for all users, without redundany); we will use the same mapping for data enterstorage in the following.The role of the data enter is more important when low adaptive-rates are applied, heneit performs more intensive outbound tra� whih generates higher ost. On the other hand,
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Figure 7.8: Fatal fration of peer rashes with adaptive-rates (top) and �xed-rates (bottom), lossevents are lassed aording to Table 7.1the rash-related repair tra�, performed by peers, is proportional to the overall redundantdata amount. Therefore it is signi�antly lower when applying adaptive-rates (Figure 7.9(b)),onstituting an advantage of the adaptive sheme. Furthermore, when assistane is in plae, TTRvalues with adaptive-rates are slightly lower (Figure 7.9()), sine the rashed peers might retrievetheir fragments from the data enter, if it is holding them to perform the repair, haraterizedby high availability and download apaity.7.3 Evaluation of a grouped P2P systemMotivated by the analytial results, we show the performane of a system where peers, with�xed grades, are lassi�ed into predetermined grade lasses. In the following system simulationswe distinguish two grade lasses. With this low number of groups, the lasses ontain su�ientpeers for exhanges, adapted to our setting of k = 64, hene no need for grade improvements(de�ned in Chapter 5). We alulate the value of aiui (ai: average online availability, ui: uplinkapaity), for eah user i, and we lassify equal number of peers based on these sorted values inthe two lasses. The distribution of grades in the system and in the separate lasses are plottedin Figure 7.10.Figure 7.11(a) presents the storage load on peers in a system with adaptive-rate redundanysheme, assisted repairs and random peer seletion. The time-average of stored fragments areharaterized by their distributions within the two lasses of peers. A diret onsequene of highavailability and good onnetivity, when peer seletion is random, leads to exessive burdens onthose peers that are found online more often: more fragments are uploaded to them suessfullythan to peers with lower availability.
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high(b) Storage load on peers (grouped)Figure 7.11: Fairness in grouped peer seletionMotivated by this unfairness in a system with heterogeneous peers, we suggested groupedpeer seletion. We show the storage load on peers and on the data enter per lasses in Figure7.11(b) and 7.12(a) respetively. Opposed to the random peer seletion outome, the load onpeers beomes balaned among the peers of the two groups with this sheme. On the otherhand, the transient data enter load (therefore also its upload tra�) is inreased: this is dueto the restritions on repairs in symmetri sheme, mentioned in Setion 4.4. Moreover, thedata enter keeps storing fragments if the lass size and/or the storage apaity of peers hinderreahing omplete bakup on remote peers alone. We all the di�erene between data enterload values of the random and grouped peer seletion shemes the prie of fairness: when peersare onstrained to store bakup fragments on remote peers with similar harateristis and areompelled to o�er an amount of loal storage spae proportional to the amount of (redundant)data they injet in the system, the exess apaity provided by highly available peers annot beexploited, therefore in a P2P appliation, some peers an su�er a severe loss in performane oreventually annot omplete their bakups.Figure 7.12(b) haraterizes the data losses in systems with symmetri fragment exhangeswithin groups, due to the same reasons as in Figure 7.8. We experiene a signi�ant hange inthe number of data loss events by swithing from random to the grouped peer seletion sheme,espeially due to long bakup phases in the low grade lass. While more data losses happen inboth groups than in a system applying random peer seletion, the high grade group memberssu�er from a signi�antly lower number of data losses than low grade peers. Indeed, the fairnessintrodued by the grouped peer seletion does not a�et every user in the same extent: fastfragment transfers between the data owner and storer, both high grade peers, results in shortbakup phases, hene lower probability for fatal rashes than among low grade users.
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(b) Fatal fration of peer rashes per lass, loss eventsare lassed aording to Table 7.1Figure 7.12: Cost of fairness in grouped peer seletion7.4 Evaluation of sheduling poliiesIn this setion we �rst fous on the e�ets of disrete sheduling deision making, then weanalyze the e�ieny improvement yielded by assisted bakups, a system design that leverageson a entral storage faility to lower the ine�ieny of the bakup phase uploads.7.4.1 E�ets of disrete shedulingIn our system simulations, eah peer assigns the set of remote peers at the beginning of eahround that it will transfer data to/from within the round. The data amount to be transferredbetween peers is determined by the minimal throughput of the bandwidth harateristis of thetwo parties. The transfer shedule deisions, made every 5 minutes, homogeneously share thelink apaity among the onnetions (limited by the maximal number of parallel up/downloadswith remote peers).The simulation does not allow for additional transfers if an initiated one is �nished withina round. This disrete sheduling leads to bandwidth loss if the peer ompletes at least onefragment transfer and it still has un�nished ones not being ative in the given round, althoughthe paired remote peers are online.In order to ensure that the lak of bandwidth re-alloation within a single round after theend of a fragment transfer does not introdue distortions, we losely observe the time and sys-tem average of unused bandwidth fration of peers throughout the rounds. The ine�ieny ofuploads in a system applying adaptive-rate redundany sheme, assisted repairs and groupedpeer seletion, plotted in Figure 7.13, appears negligible.
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Figure 7.13: Uplink underutilization7.4.2 Results of assisted bakupAs we propose in Setion 4.4, when transfers to remote peers are interrupted due to e.g., theirunavailability, peers may upload fragments to a data enter during their bakup phases. We allthis system design feature as assisted bakups: the data enter assists the peers in building theirbakups.We perform numerial simulations in order to quantify the performane improvement and therelated osts of assisted bakups in our system. We evaluate two data plaement strategies: oursheme (labeled as �opportunisti�) that performs uploads to the data enter only with exessupload bandwidth, and an alternative that gives priority to uploads toward the data enter andbaking up to remote peers is started only after having uploaded all original fragments to thedata enter (thus alled �pessimisti�).The pessimisti data plaement poliy ensures that the TTB of every peer is e�etivelydereased to its minTTB. In this �safer� sheme the bakup data is �rst entirely uploadedto data enter to build reliable bakup as soon as possible, then the entrally stored data isontinuously deleted to save on the storage osts as the bakup amount, suessfully transferredto remote peers, is growing.We ompare TTB, data loss (Figure 7.14) and TTR (Figure 7.15(a)) results in three di�erentshemes, i.e., pessimisti, opportunisti assisted bakup systems, and one without assistane.Assisted bakups mitigate the negative e�ets of long data transfers toward peers with pooravailability and onnetivity. While uploading only to remote peers may be slow due theirunavailability, in assisted shemes uploading to data enter is only onstrained by the availabilityand uplink apaity of the peer, therefore the DLP and TTR targets are reahed earlier, henesmaller TTB values.Due to muh longer TTBs, the data loss results (ategorized against the ause of the losses,
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(b) Fatal fration of peer rashes, loss events are lassedaording to Table 7.1Figure 7.14: Bene�ts of assisted bakupas in Figure 7.8) during the bakup phase are signi�antly worse without assistane. One thebakup is onsidered omplete on remote peers, the ahieved DLP and TTR targets ensure thesame quality of servie in all shemes, i.e., the rates of data loss due to long TTR are similar.TTR is slightly longer in the shemes where the data enter plays less important role duringthe bakup phase (Figure 7.15(a)). Crashed peers that retrieve fragments from the data enterexperiene short TTRs, while the limited upload bandwidth and the short online periods ofstoring peers hinder fast data retrieval solely from them.Besides these performane indiators, we investigate the burden of the assisted bakupthrough the following metris: storage load, outbound and inbound tra� of the data enterper peer1. We plot the data amount plaed on (Figure 7.15(b)), and uploaded/downloaded(Figure 7.16) by the data enter as the fration of the overall bakup load.The entral storage is presented in Figure 7.15(b): it grows rapidly in the beginning of thebakup phases in the assisted bakup ases due to the slow transfers toward peers; then dereasesas more fragments are stored on remote peers. The peak is lower than the total bakup, dueto the fat that peers with fast uploads an outsoure their bakup to remote peers quikly.After a peer reahes its targets of eDLP and eTTR, further fragment transfers toward remotepeers are arried out to minimize osts: storing more fragments on peers for free, and deletingfragments from the data enter in exhange dereases the ost paid for the bakup servie at thedata enter. In the bakup assisted systems more fragments are stored on the data enter thanin the systems where only the repairs are assisted: besides the transitional storage of repairs,peers, having di�ulties with outsouring their fragments to su�iently reliable remote peers in1The ost of 1-month storage of 1GB data is 0.1$, the ost of uploading 1GB data is 0.15$ while inboundtra� is free of harge, based on the priing of Amazon S3 [2℄ at the time of this writing (2010).
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(b) Storage loadFigure 7.15: Data enter involvement in di�erent data plaement shemesthe neessary number, keep some storage on the date enter, further inreasing the previouslyde�ned �prie of fairness�.The upload tra� of the data enter (Figure 7.16(a)) an be divided into two ategories:assisted repairs of rashed peers and retrievals. In general, entral bandwidth osts due torepairs in ase of disk rashes are similar, irrespetive to the storage load in the data enter.On the other hand, if more data is stored in the data enter (pessimisti ase), it uploads moreretrieved fragments, thus the outbound tra� is higher. Storing less data on the data enterresults in savings in tra� osts as well, sine retrievals would be performed from remote peers.Bakup uploads and assisted repair-related downloads (from remote peers to restore thebakup objet) onstitute the inbound tra� of the data enter (Figure 7.16(b)). The formertype downloads seem to be more important in quantity on the short term, but as the number ofassisted repair episodes inreases, the inbound tra� related to them beomes dominant.7.5 Choie of parametersIn this setion we evaluate the onsequenes of our fragment size hoie and the simulatedresoure ontributions of peers.7.5.1 Fragment sizeIn order to show the importane of hoosing the right k, we investigate the e�ets of generatinglarger and smaller fragments. With k = 16, 64, 256, the fragment sizes are f = 640, 160, 40 MBrespetively.With the �xed-rate redundany sheme, when k is inreased, lower redundany rate ahieves
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(b) Cumulative inbound tra�Figure 7.16: Data enter tra�
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k=16
k=64
k=256Figure 7.17: Redundany rate distribution with di�erent fragment sizesthe target data availability [17℄, therefore TTB dereases, storage and bandwidth burdens drop.Although r is dereased, generally n = rk still inreases, therefore a larger peer set is required.Similarly, in our adaptive-rate sheme, the eDLP and eTTR targets impose a lower ratewhen k is higher. However, the inreasing n is limited by the number of peers in our system, asshown in the applied redundany rates in systems with adaptive-rates, grouped peer seletionand assisted repairs and bakups (Figure 7.17). With k = 256 most of the fragments must bestored on the data enter (Figure 7.18(d)), rendering the redundany rate very low, althoughinreasing the osts in the meanwhile. Indeed, the fragment size has a lower bound: if fragmentsare too small, redundant fragments annot be stored on remote peers in su�ient number.Our hosen k = 64 adapts the expeted number of enoded fragments of our redundanysheme to the simulated system size, i.e., to the number of peers in the grade groups. Transferring
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(b) Fatal fration of peer rashes, loss events are lassedaording to Table 7.1
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(d) Data enter storageFigure 7.18: Fragment size analysis160MB-size fragments also makes the disrete simulation (5-minute rounds) valid, beause morefrequent sheduling deisions are rarely required.We apply a 1-day timeout on eah fragment transfer: if the fragment is not ompletelyuploaded within one day ounting from the start time of the transfer, e.g., beause the two partiesare negatively orrelated in regard to their online sessions, then it is interrupted and aneled.Applying longer timeouts to interrupt slow fragment uploads does not a�et TTB results, onlyif the fragments size is larger than what is generally transferable within the timeout. In orderto minimize the number of failed transfers due to expired timeouts, we set the default numberof maximal parallel uploads to one, and we prioritize uploads toward the online peer with whihthe fragment transfer is the losest to ompletion. In Chapter 6 we show that if the numberof remote peers allows for smaller fragments and thus a higher n, inreasing k ensures a more



CHAPTER 7. EVALUATION OF THE SYSTEM DESIGN 77e�ient bakup phase.Figure 7.18 represents the simulation results of opportunisti bakup assisted systems withour adaptive-rate sheme (with assisted repair) and grouped peer seletion. The bene�ts of high
k and redued redundany are shorter TTB and TTR, although peers experiene similar ratesof data loss episodes. The good performane of applying higher k is partly due to the growinginvolvement of the data enter.In Figure 7.18(d) we plot the storage load of data enter as a funtion of time. The e�et ofsmall fragments on the TTB and TTR, with assistane from the data enter, is basially thatfewer redundant fragments are stored on remote peers. Everything that resides on the dataenter at the end of the simulations, would remain unsaved in an unassisted ase. If the numberof peers is low, relatively more load is put on the data enter; equivalently, if k is not inreased,as the system size grows, more of the entral storage an be outsoured to remote peers, thusthe larger the system is, the less ostly it works.In summary, k = 64 is a good design hoie, given our adaptive-rates and the 376 simulatedpeers, divided into 2 groups. The random sheduling poliy performs well with 1 maximalparallel upload and 1-day timeouts. The salability of the system, i.e., similar TTB, DLP andTTR outomes and osts, no matter how many peers the system holds, is ensured if peers aresu�ient in numbers in order to spread the enoded fragments, whih are, in turn, determinedby the system design through k.7.5.2 Simulated user parametersInstead of 10GB of bakup data (resp. 50GB of shared spae), we might have onsidered senariosof skewed storage demands and apaities. Although in general, with di�erently skewed demandand apaities, both TTB/minTTB and TTR/minTTR remain similar [128℄. Peers that bakup huge amount of data would not su�er from transfer ine�ienies due to large n, sine weapply bakup objets to avoid suh issues. It is hard to motivate any orrelation between peerrashes, therefore the uplinks of peers with large storage apaity should not impose onstraintson retrievals from them.Without the symmetri fragment exhanges, users that store on large apaity peers alongwith a lot of other users might be onstrained by the downlink apaity of the storing peer.However, transfer timeouts limit the number of exhanges, thus fragment downloads, that a highstorage peer an perform in a symmetri peer seletion sheme. Therefore seleting remote peersbased on the data amount they want to bakup or on the storage spae they share does notprovide any bene�ts.In ontrast to the heterogeneous peer storage demands and apaities, the presene of ex-tremely low or high grade peers a�ets the system performane signi�antly. If low availabilityand/or poor onnetivity remote peers are not grouped separately with respet to their grades,



CHAPTER 7. EVALUATION OF THE SYSTEM DESIGN 78the TTB and TTR of some users an be relatively longer. Similarly, peer rash rates higherthan the simulation settings (expeted time to peer rashes is 3 months) would ause more datalosses, more intensive maintenane tra� on peers and on the data enter. In extreme, rashrates higher than the speed of data repairs would lead to the loss of all baked up data. Whilefurther inreasing the rash rate seems to be unrealisti, onsidering lower expeted durationfor peer membership, and allowing peer departures from the system would a�et any simulatedrash rate negatively.



Chapter 8ConlusionsThe P2P paradigm applied to bakup appliations is a ompelling alternative to apital-intensiveand energy-onsuming entralized online solutions that beome ostly on the long-term. Werevisited P2P bakup and argued that suh an appliation is viable even if it is based on unreliablestorage resoures, already deployed at the edge of the network. We proposed a system design thatontains a traker and a data enter with storage apaity omplementing the users. Beause theonline behavior of peers is unpreditable and, at large sale, rashes and failures are the normrather than the exeption, we showed that data redundany, plaement and transfer shedulingpoliies are paramount to ahieve short bakup and restore times, and high data durability.In this hapter we summarize our ontributions in these aspets, and �nally, we disuss theperspetives of future deployment and researh diretions.8.1 ReliabilityWe suggested an adaptive sheme that strives to maintain a low data redundany rate in orderto omplete bakup proesses quikly. We have shown that it omes at the expense of inreasedretrieve times, whih we argued to be a reasonable prie to pay, espeially in light of our study onthe probability of data loss. In fat, we determined that the vast majority of data loss episodesare due to inomplete bakups. Our experiments illustrated that suh events are unavoidable,as they are determined by the limitations of data owners alone: no online storage system ouldhave avoided suh unfortunate events. We onlude that short bakup times are ruial, far morethan the reliability of the P2P system itself. As suh, the rux of a P2P bakup appliation isto design mehanisms that optimize suh metri.Data redundany and its maintenane guarantee the durability of bakup by re-arrangingstored data after a remote peer rashes or leaves the system. By applying a high redundany rate,the storage and bandwidth requirements inrease linearly. While our results make the redundanyrate that targets prompt data availability seem to be unneessarily high for bakup purposes, we79



CHAPTER 8. CONCLUSIONS 80investigated the dangers of data loss, sine with less redundant fragments on peers its probabilityis higher. Our adaptive rate sheme strives to provide both durability and performane at a lowredundany ost, relaxing prompt data availability by requiring that data beomes reoverablewithin a given time window.Our sheme requires to quikly reat to remote peer rashes in order to avoid data loss.Repairs are performed by either the data owners, whih onstitutes an impliit inentive forpeers to maintain high online availability, or, if they are inapable to reat to fragment losses,then by the data enter in exhange for some fee. Sine we advoate a bakup system, ourunderlying assumption about repairs is that the original data is also stored loally until thehardware of the data owner rashes. Therefore repairing lost fragments does not require theowner to download the original piees of a �le to be able to generate new ones and transfer themto online remote peers.8.2 FairnessWe introdued a distintion in the amount and the quality of storage spae ontributed by peers,above whih users make sel�sh deisions. In our system, users selet remote storage loationssel�shly while building the neessary data redundany. Storing data on those remote peers thatprovide the highest quality storage, with high availability and fast onnetivity, entails the bestahievable servie. We investigated the unoordinated approah to data plaement in whihusers selet the peers they want to exhange storage apaity symmetrially. By assuming thatpeers are sel�sh entities striving to minimize the resoures dediated to the system, we analyzedequilibrium topologies that materialize from the the proess with the tool-set of non-ooperativegame theory.A diret onsequene of the user-driven symmetri peer seletion is that similar harateristipeers will store data fragments for eah other. We have shown their expeted strategies and weidenti�ed a simple deentralized way of implementing our mehanism whih is robust againstpeers that deviate from the normal system operation. We have shown that peers self-organizeinto liques aording to their attributes. The redundany rate applied by peers in a high-gradegroup is lower ompared to a low-grade group, hene peers have to dediate less storage andbandwidth. Additionally, high grade partners provide shorter time to bakup data, and shorterretrieval duration, although the inreased redundany rate enhanes the hane for low gradepeers to �nd storing remote peers online during their uptime. The system strati�ation turnsout to be the key fator to reate inentives for peers to inrease their storage harateristis:we showed that in some ases the least ontributing players have inentives to improve theiravailability and onnetivity.The operation of a single peer is simple: it queries the traker for the required number of



CHAPTER 8. CONCLUSIONS 81remote peers with similar harateristis, to be able to store its enoded data. As the user numbergrows, peers with very similar ontribution level an be found, but sophistiated measurementtehniques are required. Due to the bi-lateral nature of peering agreements, a peer will not beable to �heat� as any tentative of establishing links to peers with higher quality ontributionswill fail, preventing free-riding. A seure and unique identi�ation sheme is however requiredto prevent �spoo�ng� identities.The presented user-driven symmetri peer seletion provides built-in inentives for usersto inrease their availability and the bandwidth they o�er to the system. However, it also hasshortomings due to the strit symmetri storage relations. As a possible remedy, we investigatedassisted system designs where bakup data is partly and temporarily plaed in a data enter. Westudied various data plaement hoies that ensure high quality of servie in terms of data loss,bakup and retrieval durations. Assisted systems lower the storage and tra� osts of a entralservie signi�antly, however the ost an be eliminated ompletely only if peers ontributesu�ient online availability, storage and bandwidth, moreover if they are su�iently numerouslypresent in the system.8.3 E�ienyWhen a remote peer goes o�ine before ompleting a fragment transfer, the user either waitsfor the remote peer to ome bak online or restarts the transfer with an other one. In bothases preious time is lost. Essentially this is the reason why we foused on the deisions offragment transfers between unreliable peers: to improve the e�ieny of the bakup and retrievephases. We gave a novel formalization of �nding the optimal sheduling and showed that, withfull information, the problem an be solved in polynomial time by reduing it to a maximal �owproblem. Without full information, optimal sheduling is unfeasible; however, we showed that asthe system size grows, the gap between randomized and optimal sheduling poliies diminishesrapidly.The reasonably good performane of random sheduling an be ensured in a P2P bakupappliation with well-suited system design: �rst, the length of bakup phases dereases if thenumber of remote peers greatly exeeds the number of enoded fragments to store, seond,reating small fragments, and thus inreasing their ardinality while respeting the previouspoint, also shortens the arhiving and restoring proesses, and third, analogously to the �rstpoint, with larger applied data redundany the retrieves are faster.Based on these observations we suggested to derease the fragment size aording to thepotential peer set size: short transfers of small fragments are interrupted less frequently. Wealso proposed to apply a timeout on transfers whih has to be set aording to the fragmentsize. Nevertheless, while random data transfer sheduling yields nearly optimal results, it annot



CHAPTER 8. CONCLUSIONS 82eliminate perfetly the ine�ieny of the bakup and retrieval phases. We summarize our systemdesign elements that answer eah of the sheduling ine�ieny onerns mentioned in Chapter6: 1. random sheduling is applied, but the fragment size is adapted to the system size;2. the applied redundany rate is lowered as muh as possible to minimize the duration of thebakup phase (Setion 4.2), but keeping it high enough to ensure the e�ieny of retrievephases;3. fragment granularity issues are mitigated by
• onstruting as small-sized fragments as possible in regard to the required and theavailable number of remote peers, sine the probability of interruption during theirtransfer is lower;
• prioritizing unompleted transfers that are loser to ompletion in order to lower theexpeted number interrupted jobs waiting to resume;
• among the online storing peers, the peer hooses to retrieve its fragments from thosethat have already uploaded the largest parts;
• retrieval uploads reeive highest priority at the storing peers;
• applying timeout after whih if the suess of a transfer is not on�rmed it is aneled,in order to provide the possibility of re-assigning fragments to other remote peers whennegatively unorrelated peers are mathed;4. in order to avoid uplink and downlink bottleneks, a low ap on the number of paralleluploads is enfored by eah peer but they an serve multiple download jobs, moreover allmaximal parallel onnetion limits are adapted to the the onnetivity harateristis ofeah peer.8.4 PerspetivesThe presented work provided a design basis for the implementation of a fully �edged P2P bakupappliation prototype. The elementary bakup and retrieve operations are arried out as follows.A given user, interested in the bakup servie, bootstraps in the system. Using a ontrolinterfae to the traker, the user indiates the amount of data it wants to bakup, and sets abootstrap value for its online availability and dediated bandwidth. Provided these harater-istis, the traker o�ers potential remote peers to make storage exhange links with, based onthe �ndings that sel�sh users eventually self-organize into liques holding peers with nearly thesame uptime and bandwidth values. One a stable neighborhood is found, the user faes two



CHAPTER 8. CONCLUSIONS 83options: it keeps its initial ontribution level, with the loal storage required to dediate to thesystem, or lowers the quantity of shared loal storage at the ost of an inreased quality. Whenthe deision is made the bakup data with a well-suited redundany ratio that orresponds tothe harateristis of the partners, is swapped between the parties.Every time a user wants to insert new data to the system, the bakup operation is arriedout. Retrieve works similarly: the user looks up its aount at the traker to �nd the oordinatesof remote peers in order to download the baked up data. Then it ontats online peers to gatherthe neessary data fragments from them.A P2P bakup system operated by the Internet Servie Provider (ISP) o�ers bene�ts for bothusers and ISPs, ompared to existing entral storage servies. Users do not pay for the bakup,but exploit unused end-user resoures instead. ISPs spare ostly inter-ISP tra� due to largedata shipments from subsribers to data enters, and/or avoid the burden of maintaining owndata enters in order to o�er storage servie themselves.One deployed, the system an be exploited to ollet measurements about the natural het-erogeneity of user demand in terms of storage requirements, and of realisti bootstrap resoureontributions that users would set. This ould give an insight about the validity of our assump-tion about unorrelated user availability, dediated bandwidth, shared storage spae amount.Furthermore, these onditions would determine the theoreti equilibrium state of the system,the number of liques, their sizes and the grades within, and also ould give answers on therealisti user responses, given to the inentives that the system employs.Another a measurement researh diretion is to �nd the optimal size of bakup objets, whihin turn requires knowledge about patterns of data prodution, not only the initial amount of datathat a user wants to bak after its registration to the system.Measuring the amount of resoures a peer dediates to the system represents an importantissue. The observation of the availability and uplink apaity of remote peers is neessary forour approximation tehniques; we assume that monitoring is performed by the traker and anypeer in the system an query it to obtain the qualities of other peers in the system. Indeed,it is ommon pratie (e.g., in Wuala) to rely on a entralized infrastruture to monitor peerresoures. However, a deentralized approah to resoure monitoring is an appealing researhsubjet, e.g., if the onnetivity or availability of a peer is measured by other peers in the system,they may estimate it di�erently. A nearby peer may experiene faster ommuniation, a peerthat has positively orrelated uptimes with the observed peer will measure higher availability.
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Chapter 9IntrodutionWe propose a distributed spetrum management framework to alloate radio frequeny bandsfor wireless servie providers dynamially. Our goal is to reah high e�ieny in frequenyutilization, i.e., to alloate spetrum to those liensees that value it the most. We build aself-organizing sheme in whih the partiipants, i.e., the wireless servie providers, manage thealloation of their frequeny bands at arbitrary points in time. We give the possibility of hoosingthe adequate band and the ativation time of the liense in the hands of the partiipants.We model interferene e�ets among the partiipants by re�eting realisti onstraints of theiro-existene despite abstrat simpli�ation. In ase a partiipant annot �t on a given frequenyband due to exessive interferene aused by others, we allow for exlusions: a newly alloatingpartiipant (as any other partiipant) may eliminate other, atively operating partiipant(s) ifthis ation potentially improves the e�ieny of spetrum utilization. The exlusions are basedon the priing of spetrum whih is managed in a distributed way.The entral authority plays regulative role and ontrols only the interferene and paymentsof ative frequeny-leasers. By design, our framework favors the appliation of modern radiotehnologies whih are interferene-tolerant, furthermore, it takes into aount the sel�shness ofpartiipants (in the game theoreti sense) and supports dynamis in alloation demands. Thegoal is to maximize frequeny utilization, whih is the most important objetive of introduingDSA.9.1 Stati versus dynami spetrum alloationRadio spetrum exploitation is historially regulated by governmental authorities, e.g., the Fed-eral Communiations Commission in USA. The regulation, lead by these national bodies, resultsin the stati alloation of frequeny bands with rigid spei�ation on the geographi operationand on the usage purpose (e.g., broadast radio/TV, ellular servies, wireless LAN) of the li-ense. The growing need for spetrum, generated by many novel appliations, laims the revision87



CHAPTER 9. INTRODUCTION 88of this management sheme, sine the urrent stati frequeny alloation results in suboptimalspetrum utilization due to well-known reasons.The apital intensive governmental lienses make the frequeny bands, autioned for long-term, aess-limited (�big player syndrome�); moreover, the peak tra� planning auses temporalunderutilization in less busy periods. Furthermore, the spatial and spetral restritions on fre-queny re-usage due to rigid interferene handling poliies exlude many potential frequenyexploitation opportunities.The emergene of novel radio tehnologies enables the appliation of advantageous spetrumpoliies wherein alloating spetrum bands for liensees is performed with various spetral, spatialand temporal parameters, thus possibly improving spetrum utilization. While atual spetrumalloation is not e�ient beause of the aforementioned onstraints and �xed frequeny rangesfor existing servies, new generation radio interfaes support �exible transmission frequenies(e.g., dynami frequeny bands in the Long Term Evolution (LTE) projet), furthermore theonvergene of servies makes atual restritions seem out of date.A well-suited dynami spetrum alloation (DSA) framework must o�er solution for everykey issue. Interferene relations among frequeny leasers (e.g., aused interferene when operat-ing on the same frequeny band) must be taken into aount without simplifying assumptions,thus re�eting appropriate spetral and spatial onstraints when alloating spetrum bands tothe liensees. Furthermore, it must ful�ll the basi requirements of general resoure distribution,when limited resoure is to be divided among sel�sh partiipants. An ideal framework shouldnot impose temporal onstraints on lienses in terms of duration and renewal periods of alloa-tion. Albeit the existing literature that takles possible spetrum alloation models is vast, ourapproah provides novelty in many aspets.9.2 Fous of the workIf liensee andidates are interested in alloating frequeny bands for time periods that arenot synhronized and do not have the same lengths, aution-based management shemes arenot partiularly well-suited. We onsider the issue generated by delayed ativation times ofsel�sh frequeny leasers. Furthermore, distributed shemes often fail to mitigate the e�etsof sel�shness among the partiipants. Our distributed alloation framework provides solutionfor both: possible exlusion of ative liensees allows the andidates to enter the spetrum atarbitrary points in time, and our priing sheme guarantees suessful alloation in exhange foradequate payments.Our ontribution also involves exessive disussion on the omplexity of deision problemsrelated to exlusions and frequeny band seletion, moreover well-motivated heuristis are pro-posed for these latter. We ompare the performane of the heuristi algorithms, that are built



CHAPTER 9. INTRODUCTION 89on the observations of analytially tratable senarios, in numerial evaluations. We prove thatthe proposed strategies are light-weighted and perform well in realisti situations.We overview the related work in Chapter 10.In Chapter 11 we present our framework through the introdution of the node and theinterferene models, moreover we introdue the alloation and priing poliies and de�ne thenotion of node arrival sequene. We disuss the omplexity of alloation deisions, generated byour framework, and propose reasonable poliy hoies for node exlusion strategies built on theinsights to the algorithmi harateristis of the frequeny band seletion.In Chapter 12 we evaluate the proposed heuristis numerially. Chapter 13 onludes ourwork.
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Chapter 10Related workSine the appearane of enabling tehnologies, the management of systems implementing DSAhas reeived muh attention. Therefore many related works have appeared so far. We keep ourfous on papers that present alloation and priing solutions for DSA and we do not onsiderthe large �eld of researh on underlying tehnologial issues.10.1 Central alloationThe management of DSA was �rst disussed in [87℄. The authors presented the onepts of DSAas an alternative to �xed alloation shemes. They showed the potential for gains in spetrume�ieny and several issues related to improvements to the fairness and e�etiveness of thealloation sheme.The seminal work of Buddhikot and Ryan [22℄ initiated the sequene of papers from Bud-dhikot et al. fousing on spetrum alloation and priing. All of them present models in whih aentral spetrum broker alloates governmental lienses of spetrum for short leasing times. Theyde�ne the onept of oordinated DSA and the spetrum broker (i.e., who owns the spetrumand leases it), along with di�erent alloation algorithm types (online vs. bathed), the authorsof [22℄ also introdue the important notion of interferene on�it graph, and the asading ef-fets among frequeny leasers on bloked list. The authors also provide some linear programmingformulation of the spetrum alloation with feasibility onstraints: maximal servie vs. minimalinterferene, maximal broker revenue vs. max-min fairness.In [117℄ the authors go further and analyze priing issues: they propose models on aution-based and peak-load priing depending on demand and supply. Furthermore, Buddhikot etal. [125℄ propose fast heuristi algorithms to perform the entral alloation by optimizing thesame metris as before: obtaining maximal satis�ed demand or minimal interferene. Based onthe on�it graph, the authors arrive to well-known NP-hard graph theory problems (oloringand utting problems respetively), and provide nie theorems and proofs on the e�ieny of91



CHAPTER 10. RELATED WORK 92their heuristi algorithms under some interferene graph assumptions.The work in [146℄ highlights the weaknesses of the widely-employed interferene modelingtool, i.e., the pairwise on�it graph, and they show how to derive this latter from physialinterferene models so that it produes near-optimal alloation.10.2 Distributed alloationAnother platform dealing with spetrum alloation was initiated by Cao, Zheng and Zhao. Intheir �rst papers [24, 151℄, they introdue distributed algorithms to alloate spetrum by loaloordination and ollaborative sharing among users through bargaining. Their solution reahesoptimal frequeny assignment after topology hanges faster than a entral optimization or a dis-tributed graph oloring tehnique as in [109℄, starting from srath. However, users are assumedto ooperate in order to improve soial welfare, de�ned on spetrum utilization and max-minfairness, thus sel�shness and the need for inentives are not taken into aount. Interferene ishandled by the on�it graph approah.In [25℄, Cao and Zheng argue further on the e�ieny, onvergene time and ommuniationoverhead of the proposed sheme, and dedue lower bounds on system performane harateris-tis, suh as fairness level, and upper bound on omplexity.10.3 Spetrum autionsSubramanian et al. give a general bidding framework, where the broker strives to maximize itsrevenue, in [124℄. This paper presents a revolutionary work in the sense that the main objetiveof the broker is revenue-maximizing, and spetrum alloation is arried out on both pairwiseand physial interferene models. Moreover, the framework allows for heterogeneous hannelsand general omplementary bidding funtions. The authors propose greedy algorithms for theNP-hard alloation problems; theorems about approximation bound are given as well.In [59℄ Gandhi et al. swith from the distributed framework to a entral, i.e, aution-based,alloation sheme in whih the objetive is maximizing the revenue. This work is similar tothat of [124℄, although some of the assumptions are highly restritive: the model presentedin [59℄ supposes pairwise interferene on�it graph, piee-wise linear bidding funtions, andhomogeneous non-overlapping hannels. Under these assumptions, the authors formulate thealloation and priing as linear programming problems, and give approximation bounds of theirheuristis. They also show the trade-o� between revenue and fairness, and the di�erene betweenglobal market-learing prie and disriminatory priing shemes.An early work on user priing is presented in [70℄, where the authors provide a model of thepro�t of a servie provider, based on stohasti user aeptane assumptions. The onlusion



CHAPTER 10. RELATED WORK 93they arrive at is that eventually the iterative bidding for spetrum inreases its utilization.Then Cao and Zheng present the SPARTA framework in [26℄. The fous of the proposedsystem is stability of dynami alloation, whih is ahieved by interferene-aware admission on-trol and demand shaping. The framework supports outage-avoidane with adaptive algorithmsbased on demand statistis and interferene on�it graph. Performane evaluation is given forbinary demand shaping.Rodriguez et al. show in [114℄ the e�ieny improvements of DSA for spei� applia-tion senarios, where servies have omplementary busy hours and inter-ell interferene. Theyonsider video entertainment servies and ellular telephony with o-existing Universal MobileTeleommuniations System (UMTS) and Digital Video Broadast (DVB) terrestrial networks.The spetrum broker periodially holds inter-related autions of short-term spetrum lienses indi�erent ells.The priing model presented in [68℄ applies a seond-prie sealed bid aution of transmissionrights in eah time slot. The user with the highest bid, who then pays the prie equal theseond highest bid, gets the right for a given time slot. The authors show the existene of Nashequilibrium of the bidding strategies in the two-user ase. The authors of [15℄ also present agame theoreti model where the spetrum broker sequentially alloates frequeny bands amongusers by seond-bid autions. They derive worst-ase e�ieny values under some restritiveassumptions.Zheng et al. return to aution-theory by proposing to implement the Vikrey-Clarke-Groves(VCG) mehanism [28, 66, 138℄ for spetrum alloation in [153℄. Truthfulness and strategy-proofness are ahieved by omputationally-e�ient heuristi algorithms, while maximizing bro-ker's revenue or the soial welfare. Their TRUST framework, presented in [154℄, deploys doubleautions to reah spetrum alloation e�ieny and truthfulness.Interestingly, the DSA system presented in [79℄ also performs alloation and priing by VCGmehanism. The authors propose a general spatio-temporal model with physial interferenemodeling. Frequeny leasers partiipate in one-shot multi-bid autions and obtain frequenyusage rights for pries that maximize broker revenue or soial welfare.10.4 Seondary spetrum usageMany further related works onsider priing issues towards seondary users in DSA models.The framework in [120℄ relies on the VCG mehanism in a sealed-bid knapsak aution whendetermining spetrum alloation, but in the presented eonomi model the authors also aountfor the interation between wireless servie providers and users, and determine dynami priingrules to apture their on�it of interest. On the other hand they do not disuss interfereneissues.



CHAPTER 10. RELATED WORK 94[9℄ analyzes spetrum reselling, and the balane between the inome and the inurred ostdue to interferene aused by the buyers.The authors of [145℄ extend the VCG mehanism with new priing shemes in order to avoidspetrum reselling loss due to olluding seondary users. They introdue virtual groups of usersbased on the on�it graph, and prie the spetrum aordingly; the approah they take isfavorable from many perspetives, however due to omputation omplexity, it does not seemsalable.The work [48℄ examines the ase of reselling spetrum from a di�erent angle: the setting ismodeled as a Stakelberg (leader-follower) game among the spetrum owner, the primary, andthe seondary users. The revenue inrease of the broker is provided by the higher frequenyutilization.An other game theoreti tool is exploited in [103℄, where the authors onsider the spetrumalloation as a potential game between ooperative users, and as suh, best response dynamiresults in pure Nash equilibrium.The authors of [78℄ present a study on the available spetrum for seondary devies. Theyshow that seondary devies an utilize very little of partially used spetrum, if onservativeaess poliies are adopted to minimize interferene with primary users. Therefore they pro-pose virtual frequeny bundling, where seondary devies build reliable hannels by ombiningmultiple, randomly seleted, unreliable frequenies.Our framework, that we present in the next hapter, ombines bene�ial aspets of the aboveworks: our goal is to reate a distributed alloation sheme where spetrum bands are assignedbased on the outomes of autions. Our model reates synergy in the sense that frequenybands are e�iently utilized, but there is no need to perform high omplexity priing alulationsentrally, at periodi autions. We avoid to oversimplify interferene issues, and the disadvantagesof applying VCG mehanisms.



Chapter 11System modelWe investigate the possibility of alloating radio spetrum among multiple appliants dynamiallyin a distributed manner. The atual spetrum alloation poliies, i.e., governmental liensesfor frequeny bands sold for long-terms, are not e�ient beause peak tra� planning ausestemporal underutilization in less busy periods, furthermore, the spatial and spetral restritionson frequeny re-usage due to rigid interferene handling poliies exlude many potential frequenyexploitation opportunities.The emergene of novel radio tehnologies enables alloating spetrum bands for lienseeswith various spetral, spatial and temporal parameters, thus possibly improving spetrum uti-lization. The framework that we present allows for potential frequeny leasers to reserve spetrumbands aording to their needs at any time, anywhere. The management of liensees is built tobe as deentralized as possible in our distributed dynami spetrum alloation (DDSA) model.Our most important goal is to distribute and utilize radio spetrum e�iently.11.1 Distributed spetrum alloation modelOur proposed alloation framework builds upon the following riteria: the spetrum utilizationshould be maximal, while sustaining the rule-of-thumb that in ase of �on�it of interest� thefrequeny bands are alloated to those who hold the highest utility. Thus, in our model, thefairness reeives new onnotation, i.e., unlike the max-min fairness presented in [22, 24℄ thatassures a bit of the spetrum for every partiipant, in our model the one who pays more getsthe frequeny band. This approah yields fairness towards the spetrum band itself beausethis latter is going to be used and exploited by the leaser holding the highest utility. Note thatwe assume that the prie that a leaser is willing to pay for a spetrum band, i.e., its utility, isjusti�ed by the extent to whih the leaser plans to utilize the frequeny. One may onsider thepossibility of distributing a part of the spetrum among the frequeny leasers in order to reahthe desired max-min fairness while our framework is only responsible for the alloation of the95



CHAPTER 11. SYSTEM MODEL 96rest of the spetrum.In this setion we introdue our model: �rst, we present a simple way to desribe the eonomipereption of partiipants, related to the spetrum alloation, seond, we argue on applying ageneral interferene model, third, our alloation sheme, then our priing poliy are de�ned anddisussed.11.1.1 Node desriptionOur model onsists of partiipants whih are distinguishable entities exploiting radio spetrumat �xed, and/or on�ned geographi loations, i.e., base stations of wireless servie providers,private radio systems. Multiple partiipants may belong to the same Network Servie Provideror Radio Aess Network, e.g., to a mobile phone servie provider that operates on di�erentgeographi loations, but these partiipants are still onsidered as di�erent nodes. We denotethe set of the nodes by I = {1, 2, . . . , I}.As in [79℄, we haraterize the possible frequeny leasers, i.e., the nodes, with their frequenyband demand and their utility desribing their willingness to pay for aquired frequeny shares.Let qi denote the size of the ontiguous frequeny band required by node i. In order to modelinterferene-tolerane, we also de�ne the �bearable� interferene level for eah partiipant: αf
istands for the maximal interferene level node i an bear from the other nodes j 6= i on frequeny

f . Interferene may our if the same frequeny is used by other nodes than i, and it is de�nedas the maximal measured Signal to Interferene-plus-Noise Ratio (SINR) value on the operatingarea of i and denoted and approximated by ∑j∈I ω
f
ji, ωf

ji being the interferene aused by node
j at node i (by de�nition ωf

ii = 0 ∀i ∈ I). The frequeny-dependent interferene level dependson many aspets: geographi distane, transmission power, applied tehnologies, oding, type ofradio transmitters, et.Our model takes into aount interferene as a soure for spetrum utilization degradation,sine too noisy spetrum, due to other nodes using the same frequeny in nearby regions, annotbe utilized. Kovas et al. [79℄ deompose interferene in three omponents. The �rst dependson the geographi loation and size of the operation regions. That is what the authors all thegeographi oupling. It is zero if there is no overhearing at all, and the maximal value meansthat the radio transmission is heard undamped between any pair of nodes. The seond is themeasure of how muh di�erent radio tehnologies a�et one another: the level of disturbane(or jamming) between nodes is aptured by the tehnology oupling that re�ets the positionsand types of radio transmitters. As an example, a arefully designed miro-ell struture withdireted antennas auses muh limited interferene than a entral unidiretional transmitterplaed in the middle of the region. If two nodes have the same spetrum slie within the sameregion, and the tehnology oupling is zero, they do not ause interferene to eah other at all,while if it is maximal the spetrum is ruined for one of the nodes. The third omponent is the



CHAPTER 11. SYSTEM MODEL 97transmission power of every node. The umulative e�et of the geographi and radio tehnologyoupling between any two nodes, operating on the same spetrum with the given transmissionpowers is simply the produt of the three fators, and these fators an be asymmetri as well.We denote by ui the utility of a frequeny slot for node i ∀i ∈ I; its value is based on theexpeted inome of the node, provided that it gets the neessary quality spetrum band of qislots in order to launh its servie. We assume that the overall utility of a node is homogeneouslydivided over its required frequeny slots.11.1.2 Interferene modelAs the majority of the related works, we assume that the frequeny spetrum, denoted by F , anbe divided into small prede�ned sized, non-overlapping, homogeneous spetrum slots, denotedby f in general. Let Fi denote the frequeny band alloated by node i ∀i ∈ I. We denote thesize of a band Fi by |Fi|, and we denote by Ff the set of nodes that alloate frequeny slot fwithin their bands, i.e., Ff = {i : f ∈ Fi,∀i ∈ I}.Many works in the literature takling DSA state that even this simpli�ed multi-unit goods,multi-buyer alloation is more omplex than a simple ombinatorial problem. One main reasonfor the omplexity, usually asertained as NP-hard, is that a feasible alloation must meet thefrequeny interferene requirements.Two main approahes exist to model the interferene relations among partiipants. Closerto reality, the physial interferene model onsiders signal attenuation formulas to take spatialand transmitting power parameters into aount in order to establish the interferene values.Many prior works on spetrum management simpli�es this problem by assuming that radiointerferene an be modeled by a on�it graph where nodes represent the partiipants, and anedge exists between two given nodes if they an not utilize the same frequeny band withoutfaing serious performane diminution due to high interferene. Although a on�it graph givesthe opportunity to implement graph oloring and graph utting algorithms in order to generatefeasible alloations, it has been shown to have important drawbaks as well. Authors of [146℄argue that the on�it graph is unable to model aggregated (umulative) interferene, moreover[79℄ reasons on the asymmetri nature of interferene, i.e., one of two onneted nodes in theon�it graph may tolerate the interferene generated by the other node, while this is not truefor the opposite diretion of this relation.An interesting work [146℄ attempts to generate optimized on�it graphs from physial inter-ferene models so that one an apply well-developed graph-based spetrum alloation solutionson top of various pratial physial interferene models. Our model, although re�ets several on-epts of [146℄, follows the general interferene model deployed in [79℄. Sine signi�ant omplex-ity is reahed when optimizing spetrum alloation entrally, we make the ase of a distributedsheme that ful�lls the maximal spetrum utilization with the highest utility requisites. Note



CHAPTER 11. SYSTEM MODEL 98that even if the entral authority is relieved from the burden of omputation-intensive alloationand priing algorithms, it is still required in our framework to maintain regulations in terms ofinterferene and for aounting purposes.11.1.3 Distributed alloation � one-way exlusionIn our system the spetrum alloation is arried out by the nodes themselves, thus, there is noneed for entral autioneer to handle bids and node preferenes, and to alulate optimal allo-ation as in aution-based frameworks. The distributed alloation and priing make the system�exible in terms of possible alloation of spetrum at any time without a entrally announed orperiodial aution. We present the alloation rules here, and we evaluate their performane in asel�sh environment in the following setion about priing.The work presented in this paper fouses on sequential arrivals. We assume that nodesativate their operation at arbitrary points in time, and we all these ations as arrivals, moreover,the node that has alloated a frequeny band the most reently as newomer. We make the aseof a distributed alloation that allows for delayed node arrivals and we investigate the e�ets ofsuh a novel approah. Note that we do not onsider any simultaneous arrivals. Nodes initiatespetrum alloation attempts at their arrivals.Four types of outome ould our in our distributed setting when a newomer node i makesan alloation attempt. These are the followings:SeamlessIf node i demands the use of a given frequeny band Fi and after alloating it every ative node
j that is present on any frequeny slot of the band (j ∈ Ff ∀f ∈ Fi, inluding i) pereives lessinterferene than its tolerane level, then the frequeny alloation of the newomer is seamless.Formally, if ∀f ∈ Fi α

f
j ≥

∑

k∈Ff ω
f
kj ∀j ∈ Ff , then the newomer aquires the right to exploit

Fi without further ations.ExlusiveIf the above ondition of seamless arrival is not ful�lled, the exlusion of some nodes is ne-essary due to unbearable interferene onstraints. In our framework, disturbed nodes attemptto exlude other nodes that are ausing unbearable interferene to them. We make the aseof self-maintaining interferene levels, i.e., the nodes themselves need to lower their pereivedinterferene by exluding other nodes from the spei� frequeny slot, if neessary. That is whatwe all the one-way exlusion: if the interferene experiened by the newomer node i is higherthan αf
i , i buys out the node(s) that ause(s) a part of the interferene.



CHAPTER 11. SYSTEM MODEL 99DefensiveIf the interferene that node i pereives is not higher than αf
i , but on the other hand any othernode j of the ative nodes on Fi annot support the inreased interferene due to i, followingthe same one-way exlusion poliy, j may make an attempt on exluding i in order to keep theinterferene under its required level αf

j . In this ase i has to resist buy-out attempts in order toalloate Fi suessfully.Exlusive and defensiveIf i performs an exlusive alloation, and any of the remaining nodes is over-interfered, than thealloation of i is both exlusive and defensive.If the alloation of a newomer involves buy-out attempts, the exluding node(s) pays o� theinterfering node(s) on a frequeny slot, but not interfered ones, i.e., exlusion is one-way. As adiret onsequene, no interferene threshold information needs to be known about other nodes.Note that if a node is exluded from a frequeny slot, it is forbidden by poliy to try to alloateit again until the node that exluded it is still ative.Sine exlusive alloation may happen at any time (unlike in the models in whih entralautions are held on prede�ned dates), servie interruption may easily our. Therefore a delaymight be applied after an exlusive alloation so the ex-leaser ould use the frequeny during ashort time after its exlusion while preparing for the outage or a frequeny band re-alloation.Liensed spetrum an also be �marketed� through advertising selling-willingness in exlusivesituations, allowing voluntary exlusion of ative nodes from their unwanted alloated frequenyband.Our framework supports dynamis in many aspets: a node may deide to buy up frequenybands at interfering nodes in order to improve ωf
i on its own geographi servie loation, so ourmodel supports intentions to inrease quality of servie, moreover spetrum slies an be mergedand divided, over the unit size threshold. Eah node maintains its utility about the spetrumslie it holds, and in the voluntary ase this value starts to drop enabling new nodes to �buy out�the atual leaser; in the exlusive ase the atual leaser gets overbid, but reeives ompensationfor the exlusion based on its advertised utility. The truthful bidding and utilities are diretonsequenes of the system rules; this aspet is evaluated in the next setion.11.2 Priing diretivesIn this setion we present our seond-prie poliy and the management role of the authority.



CHAPTER 11. SYSTEM MODEL 10011.2.1 Seond-prie autionsIf any exlusion is performed at the alloation attempt of a newomer node, we assume that thetwo parties, i.e., the newomer and an atual leaser of the given frequeny band, both issue theirbids, then the higher wins and pays the seond bid. After both nodes have issued their bids, thepossible outomes are the following.Suessful buy-outIf the bid of the newomer node is higher, it pays the lower bid to the authority and the frequenyleaser node is exluded. The exluded node reeives �nanial ompensation from the authority.Suessful defenseIf the bid of the frequeny leaser is higher, the authority does not impose any fee on it, and theattempting node is impliitly exluded without any ompensation.This priing rule provides the e�ieny of resoure alloation, i.e., buyers with higher bidsget the right to use the frequeny spetrum.De�nition 12 Bidding When node i attempts to exlude node j on some frequeny slot f withbid bi, if bi > bj , where bj is the defense bid of j, then j is exluded, and i pays bj ≤ uj − cfjto the authority. Furthermore, the authority pays cfj , the sum of the expenses of j paid forprior exlusions of other interfering nodes on frequeny slot f , to j as a ompensation after itsexlusion. By paying bj to the authority, cfi inreases, i.e., cfi := cfi + bj, whih lowers the budgetof i for further exlusion bids. An exlusion attempt is unsuessful if bi < bj: neither i nor jpays the authority and i is impliitly exluded in this ase.We assume that the authority launhes the distributed alloation framework for a time pe-riod with predetermined and announed length. Furthermore, we onsider that the authoritymaintains a reserve prie (denoted by ca) for all spetrum units at the beginning, and resets itat the end of eah period in order to avoid speulation on initially free spetrum bands. We addthat the authority should �tionally ause interferene (denoted by ωf
a ) to every node on thespetrum at the beginning of eah period so that interferene-tolerant nodes have ompetitiveadvantage, provided by the alloation rules, over those nodes that do not bear this level of inter-ferene. �Pioneer� nodes, those who demand the use of given frequeny slots �rst in the urrentperiod from the authority, pay the prede�ned reserve prie diretly to the authority, if they annot bear the imaginary interferene that the authority reates on the slot in question. Formally,if αf

i < ωf
a , i pays ca prie for eah frequeny unit to the entral authority, and aquires the rightto exploit the frequeny, otherwise i does not have to pay anything in order to use the frequeny.



CHAPTER 11. SYSTEM MODEL 101Frequeny band units are advertised with the utility of the atual leaser, spread over all itsleased units: the frequeny units hold the same unit utility. In this sense there is no synergyof spetrum, sine the sum of the a�ordable bets that a given node an make for two disjointfrequeny bands annot exeed a potential bet for their aggregate, nor it is possible in the otherway.11.2.2 Utility-based priing and rationalityWe now re�ne the de�nition of the utility. Sine, in our assumption, the authority re-launhesthe DDSA framework periodially, the utility of the spetrum is high at the beginning of suha period, and 0 at the end of the period, when it is autioned on the reserve prie again by theauthority. Therefore the de�ned utility also depends on the time remaining until the end of theatual period. The length of the DDSA periods is to be determined by the authority; it maysale from the order of minutes to the order of deades, even to in�nity. Nodes determine theirutility based on their expeted inome provided that they get the neessary quality and quantityspetrum resoure in order to launh their servies. This deision also requires knowledge aboutthe date of the end of the period sine inome needs to be disounted aordingly.De�nition 13 Utility The present value of the future inomes of i at time t is de�ned by
ΘPV

i (t) =

∫ T

t
Θi(τ)e

−ri(τ−t)dτ, (11.1)where Θi(τ) denotes the ontinuous inome of i at time τ due to the servie provided on thefrequeny band whih meets both quantity and quality requirements. Furthermore, T stands forthe end date of the urrent DDSA period, and ri expresses the ontinuously ompounded rate ofnode i sine ri = ln(1 + rai ), rai being the annual interest rate of i.Regarding to De�nition 13 the following parameters and variables have outstanding impor-tane:
• The onept of DSA responds to frequeny utilization e�ieny issues in the presene oftime-varying servie demand. Therefore we onsider evolving eonomi pereption of nodesby introduing Θi(t) as a time-variant parameter for node i ∀i ∈ I. As a diret onsequeneof De�nition 13, the utility introdued above equals to ΘPV

i (t), thus it hanges in time,allowing for frequeny trades even in an invariant node set.
• rai and ri ∀i ∈ I are normally de�ned by risk-free investments in eonomis, however inour ase where nodes might have already deployed investments (introduing amortization),this disount rate is supposed to be di�erent and even time-variant for every node.
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• T represents the time ahead until the end of the atual leasing period. If T → ∞, i.e., theauthority launhes the DDSA framework for only one, ΘPV

i = Θi

ri
by assuming onstant

Θi(t) = Θi and ri.Note that our approah of priing is slightly di�erent to those, who propose time-basedpriing. This latter requires nodes to pay to the authority a leasing fee for every time unit theyutilize the spetrum, and the time-unit payments might be determined by the bidding rules. Inthis ase, bids are determined by instantaneous Θi(t) ∀i ∈ I and ∀t ∈ [0,∞], sine rational nodeswould not overbid their true utilities. On the other hand, in our setting, it is the ombinationof Θi(t) and ri ∀i ∈ I that de�nes the maximal bid, thus not the prompt utilities deide aboutthe resoure alloation, but the inome estimations for longer terms.Beause of this long term evaluation of the spetrum, we assume that exlusive re-alloationswill happen relatively rarely. Cheap resoure, typially a node operating on a frequeny bandwith low αf , is not likely to be bought out, beause possibly highly interfered spetrum doesnot provide high utility for a newomer. On the other hand, if a given radio resoure is highlyvaluable, it is probably alloated on a high prie, whih moderates further intensive buy-outs. Inboth ases a slight over-bidding beyond the utility of the peer ould lead to higher payout on thelong run. At the aquisition the buyer risks a possible overpayment (if other nodes plae bidsbetween the revealed and true utility of the winner), but a possible buy-out from a newomermay raise its inome by the di�erene between the true and revealed value due to the exlusivere-alloation priing. However, the higher the revealed bid is, the less likely it is going to beoverbid: the expeted revenue from reselling leasing rights is disussed in the following setion.We assume that the nodes are autonomous and sel�sh, thus they try to maximize theirpayo�s. The payo� is, by de�nition, the �realized� utility of the spetrum.De�nition 14 Payo� denoted by pfi ∀i ∈ I,∀f ∈ Fi is given as pfi = ui − cfi , where cfi standsfor the di�erene of expenses and inomes paid for frequeny unit f . Note that pfi is the maximaldefense bid of i on f .If a node does not sueed in alloating the required frequeny band with the interfereneonstraints ful�lled, its utility beomes 0. In order to assure that the rationality ondition alwaysholds, i.e., pfi ≥ 0 ∀i ∈ I and ∀f ∈ Fi, prior exluding osts should be paid bak to exludednodes. An expliitly exluded node i reeives cfi altogether, diretly from the exluding nodeand from the authority. An impliitly exluded node, whih annot a�ord the neessary buyouts(on all of its frequeny bands) in order to derease the pereived interferene from the newomernodes, reeives the reimbursement of its prior osts cfi from the authority ∀f ∈ Fi, and the nodeis exluded.We assume therefore that exluded nodes get bak their exluding payments from the au-thority in order to lear their balanes. However, we de�ne utilities and osts with respet



CHAPTER 11. SYSTEM MODEL 103to �amortization� in time and by tuning the amortization fator, a desired time-unit spetrumutilization fee an be deduted from the balanes by the authority.11.2.3 Inentive ompatibilityTruthful bidding, i.e., inentive ompatibility, is a diret onsequene of the priing poliy. Inthe next proposition we state that our priing rules inite truthful bidding at sel�sh nodes.Proposition 10 Nodes bid with their real utility (u) for spetrum in DDSA.Proof: At a possible buyout, the atual owner node i and the interested parti(es) (let jbe the one with the highest utility) are going to play a seond-prie aution. Let cfi denote theprie that i paid for the frequeny unit f , subjet to the aution. While the authority knowsthe utility of i based on its former bids, j does not know it. If j therefore deides to bid beyondits uj with u′j > uj , and if u′j > ui − cfi > uj , then the fee to pay to the authority results in anegative payo�. Therefore, the well-known truthfulness property of seond-prie autions [120℄makes newomers bid their true utilities as dominant strategies at the exlusion attempts.Notie, that the seond-prie aution might be replaed by a type of sequential �rst-prieaution if the interested buyer j does not intend to reveal its utility uj . In this ase j bids onthe given frequeny band by inrementing its bet in eah iteration. This proess results in anoutome similar to that of the seond-prie aution: the node holding the highest utility gets theresoure approximately on the seond highest utility.11.2.4 Fairness and e�ienyWe show that nodes ausing high interferene and/or being sensitive to interferene are pun-ished with high osts. Therefore this approah leads to an e�ient spetrum alloation, wherefrequeny bands are alloated to the most valuable leasers at the highest possible prie. Wehereby present a proposition that is in line with the e�ieny onsequenes of entral alloationmehanisms, applied in other works, e.g., [80℄.De�nition 15 Interferene-friendliness Let us all node i interferene-friendly, if its inter-ferene tolerane is high, moreover if the interferene that is aused by i to every other nodeis low. Formally, i is more interferene-friendly than k, if αf
i > αf

k and ωf
ij < ωf

kj and
ωf
ji < ωf

jk ∀j ∈ I \ i, k.Proposition 11 Less interferene-friendly nodes pay relatively more for the spetrum.Proof: Let us examine how eah one of two nodes i and k holding the same utility wouldalloate a given frequeny unit f at the same time, at the same geographi loation. Let us
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i > αf

k and∑j∈I ω
f
ij <

∑

j∈I ω
f
kj . Our assumption is that k gets f , and we show thatin this ase i an also get f at a lower prie. Based on the assumption k is only disturbed by theinterferene of other nodes up to αf

k , thus the quality of f would be su�ient for i as well. Sine
k paid the possible exlusions of other nodes in order to derease the interferene level below thethreshold from its utility uk, this ould be also done by i, sine ui = uk. Also, the interferenethat k auses to others is higher then i would ause, therefore i ould resist to even less intensivere-alloation attempts of other nodes than k does.The important impliation of our utility-based alloation and priing framework is that itensures fairness despite the fat that exlusions are only unidiretional. Those nodes that ausehigh interferene must hold high defense bids beause interfered nodes try to buy them out. Thealloation mehanism assures that nodes with high utility may get interferene-free frequenywhile they ause high interferene for other nodes. In this sense, the one-way exlusion poliyo�ers results similar to the VCG mehanism applied in [79,80℄: servie providers that ause highinterferene are punished with high payables, and frequeny bands are alloated to the mostvaluable leasers at the highest possible prie.In the model of [80℄, a entral entity performs the spetrum alloation by fousing on di�erentaspets, suh as e�ieny and pro�t, and the same agent determines the priing based on theVCG mehanism. Sine we onsider a distributed mehanism, our framework does not require theostly steps of alulating feasible alloation settings and the implied pries, as implemented in[80℄. Instead, distributed heuristi alloation is arried out through iterations of node interationsin our model. Before delving into the evaluation, we provide the algorithmi steps that everynode exeutes in our framework, furthermore we show related results and issues.11.3 Node exlusion strategies and their onsequenesThe sequene of node �arrivals� has ritial importane. Although if a node is exluded from afrequeny band, it an retry at an other one or even on the same when its exluder vanishes, herewe show that node harateristis predetermine the suess of its spetrum alloation. Seletinga frequeny band to alloate and then the disturbing nodes to exlude is not straightforward, inthis setion we evaluate the e�ets of sequential node arrivals on our proposed model from thenode exlusion perspetive and show its important properties.11.3.1 Node exlusion problemWhen newomer node i arrives, by poliy, at �rst it exludes the nodes that ause interfereneto it, if neessary. These latter must be bought-out one-by-one by bidding over their defensebids for the given frequeny slot. We de�ne two notations, that will be frequently used in thefollowing.



CHAPTER 11. SYSTEM MODEL 105De�nition 16 Node roles On frequeny slot f we de�ne the set of
• disturbing nodes as the group of nodes whose exlusion by newomer node i is neessary inorder to assure that the umulative interferene on f is kept below αf

i : Df
i ⊆ Ff suh that

∑

j∈Ff\Df
i

ωf
ji ≤ αf

i ;
• exluding nodes as a group of nodes from whih exlusion attempts are expeted beausetheir pereived interferene, inreased by newomer node i, is higher than their toleranelevels: Ef

i ⊆ Ff \Df
i suh that for Cf

i = Ff \Df
i \E

f
i (alled as the set of oexistent nodes)

∀k ∈ Cf
i

∑

j∈Cf
i

ωf
jk ≤ αf

k and ∀k ∈ Ef
i

∑

j∈Cf
i

ωf
jk > αf

k.Figure 11.1 desribes the relation of the de�ned sets to one another.

Figure 11.1: Sets Ff , Cf
i , Df

i and Ef
iThe intuition behind the system design whih implies the aforementioned poliy, i.e., at �rst,it is the newomer that needs to exlude interfering nodes then the remaining ative nodes mayperform their attaks against the newomer, is based on the fat that attaking other nodeswith exlusion bids auses high monetary osts for a node. While the sum of exlusion bids aresubtrated from the budget, the defense bid is intat when resisting to an exlusion attempt.Therefore we make the ase of favoring the nodes already present on the spetrum by thisreasonable poliy hoie.The newomer supposedly strives to pik exlusion targets by minimizing exlusion osts,while exluding them alleviates the umulative interferene to a bearable value. We prove thatthe problem of seleting an optimal set of nodes that ause exess interferene for node i on agiven frequeny slot f is hard.Proposition 12 Optimizing the set of disturbing nodes is an NP-omplete problem.Proof: The problem is formulated as follows. For given {ωf

ji, uj} ∀j ∈ I and for αf
i , u,is there any Df

i ⊆ I whih satis�es ∑
j∈Df

i

ωf
ji ≥

∑

j∈I ω
f
ji − αf

i and ∑
j∈Df

i

uj ≤ u? This isequivalent to the knapsak problem, whih is known to be NP-omplete [61℄.



CHAPTER 11. SYSTEM MODEL 106By poliy, after the newomer has exluded the neessary number of adversaries, the re-maining nodes may attempt to exlude the newomer, if it violates their interferene thresholds.Supposing that the newomer ould hoose the set of nodes that may make exlusion attemptson it, the problem of �nding the optimal set would be solvable. Under the notion of �optimal�,we mean the set of nodes, against whih the defensive bid of the newomer is minimal.Proposition 13 Optimizing the set of exluding nodes is solvable in polynomial time.Proof: The problem is formulated as follows: for given {ωf
jk, uj , α

f
j } ∀j, k ∈ I and u, isthere any Ef

i ⊆ I whih satis�es ∑
j∈Ef

i

ωf
jk ≥

∑

j∈I ω
f
jk − αf

k ∀k ∈ I \ Ef
i and max

j∈Ef
i

uj ≤ u?This an be solved simply by adding the nodes for whih uj ≤ u into Ef
i , and heking if the�rst ondition holds.However, the above solution laks the perspetive of the exluding nodes: nodes that might not bedisturbed by the newomer are supposed to be exluded, therefore possibly unneessary impliitexlusions may happen. In reality, only those nodes will attempt to exlude the newomer, thatare members of the set of exluding nodes.Conjeture 1 Finding Ef

i suh that for Cf
i (Cf

i = Ff \ Df
i \ Ef

i ) ∀k ∈ Cf
i

∑

j∈Cf
i

ωf
jk ≤ αf

k and
∀k ∈ Ef

i

∑

j∈Cf
i

ωf
jk > αf

k with the minimum value of max
j∈Ef

i

uj is suspeted to be a hard problem.Hindered by the di�ulty of the exlusion problem, we propose the following poliy hoie.Exlusion of nodes is arried out in the inreasing order of their �interferene pries�, i.e., fornewomer node i: ∀j ∈ Df
i and ∀k /∈ Df

i

uj−cfj

ωf
ji

≤
uk−cf

k

ωf
ki

. Furthermore, we propose that exlusionattempts, targeting the newomer, should arrive from nodes in the inreasing order of theirinterferene thresholds, i.e., ∀j ∈ Ef
i and ∀k /∈ Ef

i αf
j ≤ αf

k . In ase of equality, by poliy, thosenodes are inluded in the sets that ause higher interferene or arrived sooner respetively.11.3.2 Insights about exlusions in a simpli�ed senarioIn this setion we present important onsiderations about node exlusions. First, we refer tothe above �ndings on the e�ient resoure alloation. As a reminder, we all a node i moreinterferene-friendly than j, if i tolerates interferene more than j, moreover the interferenethat is aused by i to every other node is lower than that of j.Building on the interferene-friendliness, and its e�et on the neessary utility, for analytialtratability, we make the following assumption about the redution of parameter spae. Theassumed ase restrits the analysis for nodes that operate at the same geographi loation andhaving the same �tehnology ouplings� [79℄.Assumption 11.3.1 The values of interferene a given node auses to others are the same forall nodes (ωf
ij ≡ ωf

i ∀i, j ∈ I) and we assume inreasing utilities with inreasing level of aused
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i ) and dereasing level of tolerane (ui = onst2 1

αf
i

∀i). We supposethat onst1 = 1 and onst2 = mini∈I α
f
i

2, setting ui = ωf
i =

mini∈I αf
i

2

αf
i

.Given the above assumption, we make the following laim about the nodes that will engagein exlusions with newomers. Let us denote the newomer node as new, and the node with theminimum interferene threshold present on the investigated frequeny slot f before the arrivalof new by min.Proposition 14 When nodes that alloate a given frequeny slot f are desribed by Assumption11.3.1, nodes min and new are always involved if exlusion happens.Proof: We write the following formulas by inluding new into Ff . We distinguish twopossible ases.When αf
new ≥ αf

min, exlusion is needed if∑i∈Ff
onst2
αf
i

> αf
min+

onst2
αf
min

while∑i∈F\{new}
onst2
αf
i

≤

αf
min + onst2

αf
min

. In this ase node min is the only member of Df
new ∪ Ef

new sine αf
min + onst2

αf
min

isstritly inreasing in αf
min (if onst2 = mini∈I α

f
i

2).When αf
new < αf

min the proposition follows from assumption and the previous reasoning,however, min may not be the only member of Df
new ∪ Ef

new.Therefore, the possible outomes of the arrival of new are:
• no exlusion happens;
• old node min exludes new;
• old node min is impliitly exluded, beause umin − cmin is too low to exlude new;
• old node(s) holding the lowest interferene threshold(s) are exluded by new (however newmay be impliitly exluded by an other node than min if the budget of new is exhaustedduring the exlusions).In order to re�et the di�ulty of the underlying problem, here we show that Proposition 12holds even in a simple senario desribed by Assumption 11.3.1 if we do not follow the poliyhoie proposed above about seleting nodes to Df

i .Proposition 15 Optimizing the set of disturbing nodes desribed by Assumption 11.3.1 is anNP-omplete problem.Proof: The problem transforms to the following: for given {ωf
j } ∀j ∈ I and αf

i , u, is thereany Df
i ⊆ I whih satis�es ∑

j∈Df
i

ωf
j ≥

∑

j∈I\{i} ω
f
j − αf

i and ∑
j∈Df

i

ωf
j ≤ u? The problem isin NP beause it an be demonstrated by a good Df

i ; and it is NP-hard beause the subset sumproblem an be redued to it with u =
∑

j∈I\{i} ω
f
j − αf

i [61℄.Seen the omplexity of the node exlusion problems, in the following setion we keep As-sumption 11.3.1.



CHAPTER 11. SYSTEM MODEL 10811.3.3 The saturation of a frequeny slotIn this setion we show that one a frequeny slot is �saturated�, i.e., the sum of the interfereneof ative nodes nearly exeeds the tolerane thresholds of some nodes, the high aumulatedinterferene is unlikely to drop below a ertain level. This level is the minimum interferenethreshold among the nodes that have alloated the given frequeny slot, denoted by αf
min.Proposition 16 After the umulative interferene has reahed αf

min on frequeny slot f , it willnot drop to lower values due solely to exlusions.Proof: We prove the laim in an indiret way. Let the umulative interferene be lowerthan αf
min, after having exeeded it. For the umulative interferene to derease, it follows thatsome node i (without the loss of generality) has left the frequeny slot. But node i is exludedfrom the frequeny slot only if, as a onservative ondition, ∑j∈Ff ω

f
j > αf

min + ωf
min where Ffstill inludes i, and ωf

min is the interferene aused by the node having αf
min. However, we knowthat the umulative interferene after the exlusion is lower than αf

min, so
αf
min >

∑

j∈Ff

ωf
j − ωf

i > αf
min + ωf

min − ωf
i ≥ αf

min,thus arriving at ontradition.The following proposition about a saturated frequeny slot state follows from the previouslaim.Proposition 17 After the frequeny slot gets �saturated� with nodes that are all more frequeny-friendly than a node with αf
min, later on no more than one suh node with αf

min an alloate thefrequeny slot simultaneously.Proof: We give an indiret proof. We make the assumption that there is exatly one nodewith αf
min (the least frequeny-friendly node) present on the saturated frequeny slot f , then another one arrives. For a seamless alloation∑j∈Ff ω

f
j < αf

min+ωf
min must hold with Ff alreadyontaining the seond node with αf

min, where ωf
min is the interferene aused by a node having

αf
min. Before the arrival of this latter, the left side of the inequality was lower by ωf

min, thereforethe inequality ∑j∈Ff ′ ωf
j < αf

min stood for Ff ′ = Ff \ {min}. However, the frequeny slot wassupposedly �saturated�, thus ontraditing with Proposition 16.Building on the observations about saturating frequeny slots, in the next setion we presentour estimations for the expeted lifetime of nodes with di�erent harateristis, under Assumption11.3.1. The expeted lifetime, i.e., the estimated number of new node arrivals that a given nodean �survive� by suessfully alloating its frequeny band, is onsidered to be an importantmetri, sine it gives an estimate on the duration of the frequeny alloation with positivepayo�. While sel�sh nodes are supposed to be interested about the least ostly alloation, theyalso onerned about the duration they an bene�t of an advantageous alloation.



CHAPTER 11. SYSTEM MODEL 10911.3.4 Queuing model of a frequeny slotIn the following, we fous on node arrivals on a partiular frequeny slot f and we determine theexpeted lifetime of the newomers after their suessful alloation.We denote the atual newomer node that suessfully alloates f as new. Based on Proposi-tion 14 and our poliy hoie, new is able to operate as long as the present less frequeny-friendlynodes and the equally frequeny-friendly, but older nodes are not exluded. These latter remainative on f until they are able to exlude interfering newomers. Therefore, new stays ative on
f on average for a duration proportional (assuming steady rate of node arrivals) to

E(D) =
t
∑

j∈F ,αf
j <αf

i

(uj − cj) + minj∈F αf
j −

∑

j∈F ωf
j

ω̄f
,where t is a onstant desribing the average interferene value that an be exluded by investinga monetary unit (t ≈ 1 if Assumption 11.3.1 holds), the multiplied term is the sum of the budgetsof nodes that are equally or less frequeny-friendly than i; minj∈F αf

j −
∑

j∈F ωf
j is the amount offurther umulative interferene that the atual nodes an tolerate on f at the arrival of i; and ω̄fis the average interferene of the ulterior newomers. The �rst term in the nominator desribesthe number of arrivals i survives, the seond and third terms extend it by the atual umulativeinterferene gap, and the denominator transforms the result into the expeted arrivals that i willlast.In order to give estimates on node lifetimes in further details, we de�ne the following queuingmodel:De�nition 17 Queuing model Let Y be the following queuing system:

• nodes arrive in separated queues aording to their types;
• a node arrives to the queuing system if suessfully alloates a frequeny slot;
• a node is served if it has to leave the frequeny slot, beause it is exluded (expliitly orimpliitly).

Y is a First-In-First-Out (FIFO) queuing system if among nodes of the same type the older oneis involved in exlusions with the newomer �rst. Furthermore, Y is a priority queuing system, ifmore interferene-friendly nodes make bids and are exluded sooner than less interferene-friendlynodes.We onsider f as a FIFO priority queuing system. We ategorize nodes, desribed by As-sumption 11.3.1, into types, based on their parameters. We refer as z to a ategory Z and for
z, z′ : z < z′ if ωf

i > ωf
j ∀i ∈ Z and ∀j ∈ Z ′. We also use this referene for the parameters

ωf
z , α

f
z , uz of the nodes of a given type z. Let Sz be the servie time, and let nz be the �rst node



CHAPTER 11. SYSTEM MODEL 110(i.e., the node being in the queue for the longest duration) in the queue of nodes with type z.Based on De�nition 17, if queues lower than z are all empty, then node nz is under servie. Wederive the servie time Sz for nodes of type z.Proposition 18 The servie time of nz without preemption is
Sz = min(min

j<z
(Wz(j) +Rj), S

+
z ),where Wz(j) is the number of newomers of types at least z with whom the umulative interferenereahes the tolerane level of node type j; Rj is the number of node arrivals until the arrival ofnode with type j (not neessarily resulting in suessful alloation); and S+

z is the servie time ifevery newomer is more interferene-friendly than nz. Moreover,
E(Wz(j)) =

αf
j − ωf

ωf
z

,where ωf =
∑

j∈Ff ω
f
j at the beginning of the servie period of nz, and ωf

z is the averageinterferene of newomers with αf
new ≥ αf

z . Rj depends on the distribution of node types in thesystem and the frequeny band seletion strategies.Proof: If newomers, that arrive after the beginning of the servie period of nz, aremore interferene-friendly than nz (αf
new ≥ αf

z ), the newomers seamlessly alloate f as longas ∑j∈Ff ω
f
j ≤ αf

z + ωf
z (new ∈ Ff ). Otherwise nz attempts to exlude new, therefore

E(S+
z ) =

t(uz − cfz ) + αf
z − ωf

ωf
z

,where cfz is the average ost of a node of type z after it alloated f .If a newomer is less interferene-friendly than nz (αf
new < αf

z ), and∑j∈Ff ω
f
j ≤ αf

new+ωf
new,then the servie of nz is preempted. On the other hand, if ∑j∈Ff ω

f
j > αf

new + ωf
new, then the

new exludes nz and the servie of nz is over.Note that if every newomer hooses the frequeny slot f with the highest E(Df ), then fwill see more frequent arrivals, thus dereasing E(Df ), i.e., its attrativeness. Based on the�ndings presented above, with higher αf
new, E(Df

new) is greater. Therefore, statistially, lessinterferene-friendly nodes are exluded sooner than interferene-friendly ones, provided thatthey an suessfully alloate the frequeny slot. In the following setion we disuss the impor-tane of frequeny band seletion, and we present our algorithm with the proposed heurististhat are evaluated numerially in Chapter 12.



CHAPTER 11. SYSTEM MODEL 11111.4 Frequeny band seletion algorithmsIn this setion �rst, we provide the pseudo-ode of the frequeny band seletion algorithm thatthe sel�sh nodes would perform, seond, we give possible heuristis to apply, and third, we outlinethe implemented algorithms.11.4.1 The frequeny band seletion and node-exlusion algorithmNewomer sel�sh nodes strive to alloate the required size frequeny band by spending theminimum on ourring osts for the maximal expeted lifetime. Eah node i may performexlusions up to its budget of ui on eah of its frequeny slots, but one should maintain su�ientdefense bid against exlusion attempts. At exlusion, in the worst ase node i needs to set its bid
bi at the target node j to uj . This is the ase when node j has not exluded other nodes earlier.As the number of nodes that should be exluded in order to ful�ll the interferene requirementsof i grows, its ompetitiveness worsens, as ui − ci falls.In order to �nd the heapest frequeny band, newomer i tries to position its Fi on thespetrum, so that, on the one hand, the ost of exlusion of other nodes (Df

i ) would be minimal;on the other hand the ost of defense against exluding nodes (Ef
i ) would ost the least possibleon the average of all the frequeny slots of Fi. In the following proposition we give a neessaryondition for suessful alloation.Proposition 19 Node i is able to alloate an adequate spetrum band if ∃Fi : |Fi| = qi and

∀f ∈ Fi:
ui ≥

∑

j∈Df∗
i

(

uj − cfj

)

+ max
j∈Ef∗

i

(

uj − cfj

)

,where
Df∗

i = argmin
Df

i

∑

j∈Df
i

(

uj − cfj

) and Ef∗
i = argmin

Ef
i

max
j∈Ef

i

(

uj − cfj

)

,provided that the node exlusion poliy requires the newomer to exlude �rst the interferingnodes, then the old nodes may make attempts to exlude the newomer if needed.Proof: The proposition states that if node i has higher frequeny slot utility than the sumof two terms: the minimal aggregated ost of exluding a set of nodes that interfere with i (�rstterm on the right side of the inequality) and the neessary defense bid to impliitly exlude theset of remaining nodes that are disturbed by i (seond term on the right side of the inequality),then node i an surely aquire a suitable frequeny band. The neessity of the ondition isensured by minimizing the exlusion ost and defense bid through the optimal hoie of sets Df∗
iand Ef∗

i . The ondition also provides su�ieny, in ase the set of exluding nodes an be hosenby i, sine the �rst term assures that node i an exlude others if neessary, and the seond termprevents any node in set Ef∗
i from exluding node i.



CHAPTER 11. SYSTEM MODEL 112If a newomer onsiders only the atual osts of a suessful alloation, then in order to�nd optimality, it performs the frequeny band seletion algorithm desribed by its pseudo-odein Algorithm 6. In Line 2, the newomer omputes the inurred exlusion osts (in Line 5)and expeted exlusion attempts (in Line 8) on eah frequeny slot (Line 3) of every adequatesize frequeny band. After the optimization has found the node sets Df∗
i , Ef∗

i , with whih node imust engage in exlusions, on all frequeny slot units, in Line 12 the algorithm �nds the heapestfrequeny band. Provided that node the utility of i, whih is homogeneously distributed overits frequeny slots, i.e., ufi = uf
′

i ∀f, f ′ ∈ Fi, is su�ient on eah frequeny slot of band F ∗
i , isuessfully alloates F ∗

i (Line 14).If suh a F ∗
i does not exist (Line 16), the newomer node annot alloate the required band,thus it is exluded from the spetrum. However, by design, it attempts to exlude nodes j in theinreasing order of their �interferene pries� (uj−cj

ωf
ji

), if the frequeny slot is over-interfered for
i. Furthermore, if i sueeds to lower its pereived interferene level below its threshold αf

i , i isassumed to resist exlusion attempts in the inreasing order of αf
j of old nodes, thus impliitlyexluding them or raising their osts until i is de�nitely bought out on every frequeny slot.Algorithm 6 Channel-seletion and node-exlusion algorithm1: newomer node i: qi, ui, αf

i2: for all Fi ∈ F suh that |Fi| = qi do3: for all f ∈ Fi do4: for all Df
i do5: Df∗

i = argmin
Df

i

∑

j∈Df
i

(

uj − cfj

)6: end for7: for all Ef
i do8: Ef∗

i = argmin
Ef
i

max
j∈Ef

i

(

uj − cfj

)9: end for10: end for11: end for12: F ∗
i = argminFi

∑

f∈Fi

(

∑

j∈Df∗
i

(

uj − cfj

)

+max
j∈Ef∗

i

(

uj − cfj

))13: if ∀f ∈ F ∗
i ui ≥

∑

j∈Df∗
i

(

uj − cfj

)

+max
j∈Ef∗

i

(

uj − cfj

) then14: suessful alloation: i buys out nodes in Df∗
i , and impliitly exludes nodes in Ef∗

i ∀f ∈ F ∗
i15: else16: unsuessful alloation: i buys out subset of nodes in Df∗

i , and impliitly exludes subsetof nodes in Ef∗
i ∀f ∈ F ∗

i17: end if



CHAPTER 11. SYSTEM MODEL 11311.4.2 Optimization heuristisThe omplexity of �nding the optimal frequeny band alloation drives our attention to potentialheuristis. The di�ulty stems from �rst, the NP-ompleteness of the underlying node exlusionproblem in Line 5 of Algorithm 6; seond, from the suspeted hardness of determining the minimaldefense bid against exluding nodes, third, from the fat that optimality does not neessarilyon�ned to alloating the required frequeny band for the least possible ost, but nodes may bealso onerned about future outomes due to further node arrivals, spei�ally about estimatedfuture osts of exlusions and the expeted lifetime. This latter transforms the frequeny bandseletion to a stohasti optimization problem.In order to overome these issues and to keep the algorithm runtime low, �nding the leastostly frequeny band and exluding other nodes, i.e., minimizing own exluding osts and thedefense bid (by assigning the exluding nodes) in Lines 5 and 8 of Algorithm 6 respetively,are arried out by the aforementioned �greedy� poliies. The greedy method targets interferingnodes in the inreasing order of their �interferene pries�, i.e., uj−cj

ωf
ji

, then the exluding nodes�le their bids in the inreasing order of their thresholds, i.e., αf
j .Given these rules, one an determine the feasibility and the ost of the alloation of a givenfrequeny band. However, the stohasti optimization might still require ounter-intuitive fre-queny band seletion. In the following we disuss our propositions about heuristis for thislatter. We set the results of the ost-minimizing frequeny band seletion strategy as referenefor omparison with the interferene-aware and the deliberate heuristis.De�nition 18 Frequeny band seletion Node i attempts to alloate F ∗

i . We de�ne a fre-queny band seletion strategy ost-minimizing, if
F ∗
i = argmin

Fi

∑

f∈Fi







∑

j∈Df∗
i

(

uj − cfj

)

+ max
j∈Ef∗

i

(

uj − cfj

)






;interferene-aware, if

F ∗
i = argmin

Fi

∑

f∈Fi

∑

j∈Ff

ωf
ji;deliberate, if

F ∗
i = argmin

Fi

∑

f∈Fi

∑

j∈Ff

(ωf
ji − (uj − cj)).The ost-minimizing strategy runs a simple minimum searh with the expeted ost numbersthat the above node seletion heuristis provide. The interferene-aware strategy takes intoaount only the inferred ost of exluding interfering nodes by onsidering the atual aggregateinterferene. This is motivated by the relatively ostly exlusions. On the other hand, thedeliberate strategy alulates both on the aggregate interferene and the remaining budget ofthe other nodes, whih is reasoned by the �ndings in Chapter 12.



CHAPTER 11. SYSTEM MODEL 11411.4.3 Implemented heuristi algorithmsIn this setion we provide the pseudo-ode of the algorithms that we developed, and we showthe feasibility and simpliity of the proposed heuristis.While our framework aims at maximizing the utilization of radio spetrum, the alloationis optimized by the nodes. For a brute-fore exhaustive searh, the frequeny band seletionand node-exlusion algorithm requires node i to evaluate exponential number (in |Di ∪ Ei|)of values, where |Di| (resp. |Ei|) denotes the ardinality of the group onsisting suh node
js for whih ωf

ji > 0 (resp. ωf
ij > 0). However, following the node seletion heuristis andsorting node js based on their interferene pries on eah frequeny slot, i.e., uj−cfj

ωf
ji

(resp.based on their interferene tolerane levels αf
j ), the algorithm omplexity redues signi�antlyto o(|F ||Di||Ei| log (|Di|+ |Ei|)), where |F | stands for the number of frequeny slots on the spe-trum. Furthermore, the proposed band-seletion heuristis (interferene-aware and deliberate)are down to o(|F ||Di|).While the entral authority is relieved from the burden of omputation-intensive alloationand priing algorithms, it is still needed in our framework for monitoring and aounting pur-poses. The ommuniation overhead related to our algorithm onsists of the alloation (Fi), theinterferene (ωf

ij from any node i to any node j) and the atual hannel utilities. This informationrequires maintenane and updates after every hange in the alloation and node set respetively,and should be also losely observed by the authority.Generally, in ases where sel�sh deisions drive the system to a stable outome, this latteris suboptimal ompared to the result of a entral alloation based on full information. Thisdi�erene is alled the prie of anarhy, whih surely appears in the ontext of our distributedsheme as well. Sine the main goal of our framework is to exploit the spetrum with the highestutility, we do not intend to �nd the alloation and priing whih maximizes the aggregate userpayo�. However, the prie of anarhy may appear in the ontext of the authority inome.Hindered by the analytial omplexity of the evaluation of the framework, we provide numerialresults in the following hapter.



Chapter 12EvaluationIn order to evaluate our framework under pratial settings, we built a ustom MATLAB simu-lator and performed ase studies of our model for a senario onform to Assumption 11.3.1 andfor a more realisti one. As evaluation, we ompared the outome of the simulations applyingthe di�erent frequeny band seletion strategies, presented in Setion 11.4. In this setion wedesribe the setting of the numerial evaluations, the metris of our investigation and the results.12.1 Simulation settingIn the simulation we assume that nodes arrives sequentially with their alloation demands andeah of them exeutes Algorithm 7 in the respetive order of their arrivals. Node arrivals areorganized into rounds: only one node arrives in a round and may perform simple buyouts forexlusions. After the newomer node has �nished its required exlusions, the other nodes mayarry out their exlusion attempts on the newomer, if neessary. Sine the sequene of nodearrivals highly a�ets the �nal alloation outome, this latter is presented statistially for multiplerandomly generated arrival sequenes. The algorithm takes the interferene matrix, desribinginterferene relations for every possible node ombination, as input. Eah node i, i.e., a givenservie provider in a given area, is haraterized by: the required frequeny band size qi, its utility
ui per frequeny slot, moreover the assoiated osts cfi it has paid for exlusion of interferingnodes on frequeny slot f . We do not aount for dynamis in node utilities.In the �rst senario, the restritive Assumption 11.3.1 holds: nodes operate on the samegeographi area, and eah node auses the same interferene on the other nodes. Moreover,the interferene threshold parameters are inversely proportional, and node utility values areproportional to the aused interferene for eah node. Here, we suppose that every node ompetesfor only one frequeny slot (qi = 1 ∀i ∈ I), we assume 10 di�erent types of nodes and 10 nodesfrom eah type. The size of the spetrum (|F |) is 5 frequeny slots. The applied node parametersare shown in Table 12.1: Type 1 nodes are the least interferene-friendly nodes, but also holding115
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Algorithm 7 Implemented heuristi algorithm for spetrum alloation1: newomer node i: qi, ui, αf
i2: for all Fi ∈ F suh that |Fi| = qi do3: for all f ∈ Fi do4: Df∗

i = {j :
∑

k/∈Df∗
i

ωf
ki ≤ αf

i ,
uj−cfj

ωf
ji

≤
uk−cf

k

ωf

ki

∀k /∈ Df∗
i }5: Ef∗

i = {j :
∑

k/∈Ef∗
i

ωf
kj > αf

j , α
f
j ≤ αf

k∀k /∈ Ef∗
i }6: end for7: end for8: if ost-minimizing then9: F ∗

i = argminFi

∑

f∈Fi

(

∑

j∈Df∗
i

(

uj − cfj

)

+max
j∈Ef∗

i

(

uj − cfj

))10: else if interferene-aware then11: F ∗
i = argminFi

∑

f∈Fi

∑

j∈Ff ω
f
ji12: else if deliberate then13: F ∗

i = argminFi

∑

f∈Fi

∑

j∈Ff (ω
f
ji − (uj − cj))14: end if15: if ∀f ∈ F ∗

i ui ≥
∑

j∈Df∗
i

(

uj − cfj

)

+max
j∈Ef∗

i

(

uj − cfj

) then16: suessful alloation: i buys out nodes in Df∗
i , and impliitly exludes nodes in Ef∗

i ∀f ∈ F ∗
i17: else18: unsuessful alloation: i buys out subset of nodes in Df∗

i , and impliitly exludes subsetof nodes in Ef∗
i ∀f ∈ F ∗

i19: end if
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α ω uType 1 2 0.50 0.50Type 2 3 0.33 0.33Type 3 4 0.25 0.25Type 4 5 0.20 0.20Type 5 6 0.17 0.17Type 6 7 0.14 0.14Type 7 8 0.13 0.13Type 8 9 0.11 0.11Type 9 10 0.10 0.10Type 10 11 0.09 0.09Table 12.1: Node parameters in the simpli�ed senarioIn the seond senario our simulation setting is inspired by the simplisti example presentedin [79℄. Nodes are loated at the same geographi region, as illustrated on Figure 12.1; the regionhas the diameter of 20 kms, furthermore we suppose that GSM-like, UMTS-like, UWB-like andDVB-T-like servie providers operate in the region. As in the previous example, we strive toanalyze the e�ets of the framework on very interferene-friendly (UWB-like), and extremely notinterferene-friendly (DVB-T-like) nodes.We emphasize that the following settings are hypothetial and only approximately re�etpratial onsiderations. We provide the geographial (ǫ = 640 within the given area) andtehnologial oupling parameters of [79℄ (in Table 12.2, the row tehnologies ause the depiteddisturbane to the olumn tehnologies); interferene parameters are given by these multipliativevalues. We propose dividing the spetrum into 5 MHz unit size bloks, therefore the demand ofthe di�erent servie providers are pratially as follows: GSM-like 2 frequeny slots; UMTS-like3 frequeny slots; UWB-like 4 frequeny slots; DVB-T-like 2 frequeny slots. We determinethe interferene thresholds based on the di�erent radio tehnique harateristis involved in thesimulation, thus establishing the set of α (in Table 12.3). We assume that the size of the spetrumto be alloated is |F | = 20 frequeny slots, and 25 nodes appear from eah type. We do notonsider the frequeny dependene of interferene relations between nodes. Node utilities (inTable 12.4) are deided in favor of the performane representation of our framework.12.2 Evaluation metrisFor eah senario we are interested in the suess of spetrum alloation for eah type of nodeand in the umulative ost that atually ative nodes will bear for suessful alloation. We
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Figure 12.1: Nodes in the seond senario
GSM-like UMTS-like UWB-like DVB-T-likeGSM-like 0.486 0.010 0.001 0.501UMTS-like 0.010 0.050 0.001 0.501UWB-like 0 0 0 0DVB-T-like 0.100 0.005 0.001 0.794Table 12.2: Tehnology oupling between nodes

×10−10 GSM-like UMTS-like UWB-like DVB-T-likepower 3.09 2.06 0.000001 0.0732
α 0.49 41.1 3.71 0.00421Table 12.3: Transmission power and interferene tolerane thresholds [mW

kHz

]

GSM-like UMTS-like UWB-like DVB-T-like
u 10 10 1 100Table 12.4: Node utilities per type



CHAPTER 12. EVALUATION 119diretly derive the following results:
• authority inome: ∑i∈I

∑

f∈F cfi , i.e., the sum of fees that the nodes spend on exlusions(we assume that a time-based liense fee is introdued by the authority, imposed on theliensees proportionally to these osts);
• average lifetime for eah type of node, i.e., the number of arrivals for whih a node, givenits type, an alloate the required frequeny band.We represent the results statistially for 100 simulation runs by plotting the mean and thestandard deviation (as a on�dene interval) of the above metris. The simulation results anddisussion about the aquired plots are shown in the next setion.12.3 Simulation resultsIn the �rst senario, i.e., in the simpli�ed setting, the ost-minimizing, interferene-aware anddeliberate frequeny band seletion strategies perform as re�eted in Figure 12.2.In terms of the authority inome, i.e., aggregate exlusion osts of ative nodes, the deliberatefrequeny band seletion strategy (Figure 12.2(e)) performs better than the two other strategies.From this observation, it diretly follows that sel�sh nodes would not opt for the usage of thisstrategy, beause of the high osts, unless their expeted lifetimes were longer. As it an be seenon Figures 12.2(d) - 12.2(f), this is exatly the ase for nodes of type 1, whih are the mainost-payers due to their relatively large budget. For type-1 nodes, applying the interferene-aware frequeny band seletion results in possibly lower osts, however shorter lifetimes. Onthe other hand, with deliberate frequeny band seletion, they selet bands where they ahievelonger lifetime by ostly exlusion of nodes (most probably nodes of types 2 and 3 based onFigure 12.2(f)).Comparing the ost-minimizing and interferene-aware strategies in the perspetive of theauthority there is not muh di�erene in inome. On the other hand, the pereption of nodesdi�ers a lot: beause of the failure of type-1 node alloation attempts, the other types of nodeshave higher lifetime in ase every node implements the interferene-aware frequeny band se-letion. After the exlusion of type-1 nodes, newomers annot a�ord to exlude the numerousative nodes of other types, thus they do not �t into the �rowded� frequeny slots, explainingthe deaying inome of the authority.The outomes in the seond senario are shown in Figure 12.3. Contrary to the results of the�rst senario, in this setting the authority inome is less and less if nodes swith to interferene-aware and deliberate frequeny band seletion strategies from the ost-minimizing seletion.This is due to the failure of type-4 (DVB-T-like) node alloation attempts. Interestingly, whilewith interferene-aware strategy type-1 nodes (GSM-like) may expet longer lifetime (Figure
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CHAPTER 12. EVALUATION 12112.3(d)), the di�erene is less observable in Figure 12.3(f) despite the fat that type-4 nodes areeven more punished in the latter ase. Sine tpye-2 (UMTS-like) and type-3 (UWB-like) nodesexperiene similar lifetimes irrespetive to the applied frequeny band seletion, the interferene-aware strategy proposes a fair trade-o� among the inome and the alloation suess of type-1and type-3 nodes in this setting.
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Chapter 13Conlusions and perspetivesWe presented our work on dynami spetrum alloation and we proposed a distributed frameworkfor the alloation and priing of radio spetrum among ompeting wireless servie providers. Weapplied a general point-to-point interferene model whih haraterizes interferene dependeniesamong the partiipants realistially. After having emphasized the drawbaks of the implemen-tation of a entral alloation sheme beause of its synhronization onstraints and exessiveomplexity, we proposed a distributed sheme in whih the partiipants follow simple rules inorder to alloate and prie the radio spetrum among themselves.In line with pratial onsiderations, we suppose that di�erent nodes express spetrum allo-ation demands delayed in time. Therefore, in terms of alloation, we introdued the oneptof one-way exlusion, whih allows the nodes to buy out interfering nodes at the beginning oftheir ativation period, in order to assure unperturbed operation. We desribed the potentialre-alloations and emphasized on the asynhronous, self-organizing and self-stabilizing attributesof our distributed dynami spetrum alloation framework. In line with pratial onsiderations,we de�ned the dynami utility of partiipants for spetrum based on disounted future inome es-timations. We ompleted our framework by priing poliies: we onsidered seond-prie autionswith payment division when re-selling spetrum between the authority and the partiipants.We evaluated the proposed framework analytially and numerially. We showed that themodel is inentive-ompatible, thus assures truthfulness of spetrum valuation reporting in thegame theoretial sense. We also proved that our preliminary goals about fairness and e�ienyon spetrum utilization are ful�lled: less interferene-friendly nodes (that ause high interfereneat others and/or do not tolerate interferene from others) pay relatively more for the spetrumthan the rest.We have shown that the one-way exlusions introdue hard optimization problems that nodesfae during alloation, therefore we proposed reasonable poliy hoies for node exlusions. Wealso gave estimates on the suess of spetrum alloation for given types of nodes in terms of ostsand expeted lifetime. We have given neessary and su�ient onditions for suessful alloation123



CHAPTER 13. CONCLUSIONS AND PERSPECTIVES 124and we proposed heuristi band seletion strategies based on our �ndings in the queuing modelthat we built. We designed algorithms for the optimization of node payo�, and we evaluated thedi�erent algorithmi hoies in numeri simulations.The main advantages of our framework and heuristis are temporal �exibility and apa-bility for fast, loal response to any variation in the node set, while respeting the e�ienyrequirements of spetrum alloation. The distributed alloation and priing sheme is thus awell-engineered environment for sel�sh (in a game theoreti sense) partiipants, designed tomaximize the utility at whih the spetrum is exploited at any given point in time.



Chapter 14SummaryWe summarize our ontributions and disuss their pratial appliation possibilities below.14.1 The design and analysis of a P2P bakup systemIn Chapter 4, our ontributions target multiple faets of a P2P bakup system. First, we pre-sented a data redundany sheme that adapts the resoure ontribution of users to a low levelwhile ensuring a fair quality bakup servie. We proposed to determine the data redundanyrate with a method that is based on estimations of data loss probability and neessary timeto retrieve bakup data. The sheme guarantees high servie quality for bakup purposes, andkeeps the storage and bandwidth requirements imposed on users low. Seond, we proposed amethod to group peers based on their availability and bandwidth harateristis and to exhangefragments within the groups in a symmetri way. This peer seletion ensures fairness in termsof quality of servie and resoure ontribution. Third, we proposed a hybrid system arhiteturethat ontains a data enter in order to omplement P2P resoures. The data enter improvesthe quality of servie by assisting to the bakup phases and to the repairs of lost fragments fora reasonable ost.In Chapter 5, we analyzed a model of peer seletion in P2P bakup systems in whih usershave the ability to sel�shly selet remote peers they want to exhange data with in a symmetrisheme. We desribed user �sel�shness� with a game theoreti [105℄ payo� model. Furthermore,we de�ned a non-ooperative game, termed as exhange game, built on the payo� funtion tore�et the sel�sh ontext of user-driven peer seletion. We proposed to redue the exhangegame with �xed grades to a mathing problem. Based on the peer seletion preferenes induedby the payo�, we showed that mathes are reated between peers with similar grades. We provedthe existene of equilibrium in the exhange game, and we gave the best-response user strategiesin respet to grade and remote peer seletion.In Chapter 6, we showed an e�ient algorithm to ompute the optimal data transfer shedul-125



CHAPTER 14. SUMMARY 126ing solution for hypothetial ases where future peer uptimes are known. We used the optimalresults to evaluate the applied sheduling poliy, and we proposed pratial settings in whih theperformane of random deisions is lose to optimal.In Chapter 7, we provided numerial evaluation of the system design hoies that we sug-gested.The appliation possibilities of the researh results are potentially high, even on a short term.The �ndings of the extensive investigation on P2P bakup systems onsists of both theoreti andpratial results. The presented ombination of mathing-, and game theory models may providenew insights on existing problems in distributed systems. The de�ned performane metris andthe novel data redundany alulation approah may a�et other P2P storage system designs,not neessarily only for bakup purposes. In addition, the implemented prototype an provide abasis for developing pratial bakup appliations. These latter an be ommerialized shortlyfor end-users devies, an be deployed on subsriber set-top-boxes of Internet servie providers,or in orporate networks of ompanies.14.2 Distributed dynami spetrum alloationIn Chapter 11, we investigated the possibility of alloating radio spetrum among multiple ap-pliants dynamially in a distributed manner. We de�ned a spetrum alloation framework,and we showed that the priing rules ensure the essential harateristis of resoure distribution:rationality (user payo� annot be negative), inentive ompatibility (users bid with their trueutilities), and less interferene-friendly nodes pay relatively more for the spetrum. We provedthat making an ideal exlusion strategy, e.g., optimizing the set of disturbing nodes, is an NP-omplete problem. We suggested heuristi node exlusion strategies, and we gave a neessaryondition for suessful alloation. We suggested a heuristi algorithm with various frequenyband seletion strategies.In Chapter 12, we evaluated our heuristis in simulations.The analysis of spetrum alloation gives insights about the potential future radio frequenymanagement shemes. We showed a distributed, inentive-ompatible model with goals of en-suring fairness and e�ieny on spetrum utilization, although we highlighted the algorithmiomplexity of exlusions and frequeny band seletion. The alloation and priing sheme is awell-engineered environment for sel�sh partiipants, provides temporal �exibility and apabilityfor fast, loal response to any variation in the frequeny demand. However, its pratial deploy-ment will be probably deferred in the future at a time when the sarity of radio spetrum willsigni�antly worsen the wireless servies.
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Annexe ASynthèse en Français
A.1 IntrodutionMon travail de reherhe vise à onevoir des systèmes distribués ave un aent sur l'inita-tion d'approvisionnement des ressoures. La thèse propose des solutions pour la sauvegarde desdonnées dans un réseau pair-à-pair (P2P, un réseau des éléments fontionnellement égales) etpour la distribution déentralisée du spetre radioéletrique par des modèles de la théorie desjeux. Le omportement inhérent égoïste de partiipants est atténué par les régimes d'initationbien adapté. Des résultats analytiques et numériques re�ètent la performane des oneptions desystème onseillées.A.1.1 Le ontexteAujourd'hui, de plus en plus de servies et d'appliations de tehnologie de l'information uti-lisent le paradigme de répartition a�n de garantir la robustesse à grange éhelle. Des systèmesdistribués et auto-organisé, bien que di�érents dans la plupart des aspets tehniques, re�ètentles questions d'initation similaires. De nombreux servies distribués atuellement omptent surle omportement altruiste de leurs utilisateurs. La présene des individus égoïstes qui se retirentde la ontribution volontaire au bien ommun du groupe a été largement étudiée, et est onnueomme le problème de �free-riding� (resquillage). Il est important de onevoir des méanismesqui enouragent les utilisateurs à ontribuer aux ressoures ommunes et à réduire l'e�et duomportement abusif dans les systèmes distribués.Outre les travaux de reherhe étendus sur les aspets tehniques, les aratéristiques éono-miques des systèmes ont également été abordées dans la littérature réemment. Diverses solutionsd'initation sont proposées pour de nombreux systèmes distribués, tels que le partage d'aès auréseau [96, 97℄, le partage de �hiers à P2P [11, 29℄, le routage [50℄, la transmission de paquetsdans les réseaux ad-ho [10, 23, 152℄, l'attribution des radio fréquenes [79℄, le stokage de don-141



ANNEXE A. SYNTHÈSE EN FRANÇAIS 142nées à P2P [11, 33, 95, 130, 139℄, la mise en ahe du réseau de ontenu [85, 86℄, et la formationde réseau [30, 49, 84℄.A.1.2 MotivationOn attaque des systèmes distribués de multiutilisateurs qui ne peuvent pas être exploités d'unefaçon soialement optimale sans une oneption adéquate. Des méanismes d'initation spéi-�ques doivent être déployés pour améliorer la qualité de servie pour les utilisateurs du système.Selon la nature déentralisée des systèmes, es initations doivent éviter de se �er en grandepartie sur des entités entrales.La première partie de notre travail vise à un domaine de reherhe pertinent : la besoinpour la sauvegarde de données en ligne dans une façon transparente, sûre, �able et failementaessible roît étant donné que des appareils életroniques utilisées quotidiennement sont souventonnetées à l'Internet et les taux de transmission augmentent, rendant les transferts de donnéesvolumineux possible. Comme les utilisateurs du système de sauvegarde à P2P exploitent desressoures de l'un à l'autre au lieu des ressoures publiques ou entrales, l'enouragement dupartage des ressoures privées néessite un système d'initation bien adapté.La deuxième partie de l'÷uvre a omme l'objetif l'étude d'un système de gestion distribuéà base d'enhères pour l'attribution de fréquenes radio. La motivation prinipale de l'enquêteest que la séquene d'enhères entrales qui a le but de réa�eter les ressoures publiques devraitêtre transformée en un adre adapté à un système de grande éhelle. Par onséquent, dans lemodèle présenté les partiipants font le ommere des ressoures aquises entre eux dans uneoneption distribuée sans l'intervention d'un agent entral.A.2 Les butsOn vise à la onstrution des oneptions spéialement adaptées à deux types de système distri-bué : la sauvegarde de données à P2P et l'attribution des fréquenes radio. Dans tous les deuxas le omportement non oopératif, égoïste des partiipants peut mettre en péril l'opération.Sur la base de modèles d'utilisateur, notre objetif est de onevoir des solutions d'initationéonomique qui garantissent la qualité de servie souhaitée, et d'évaluer leur performane à lafois par des études analytiques et numériques.Après la reonnaissane des partiularités de haque domaine d'appliation, nous dé�nissonsdes modèles d'utilisateur qui re�ètent leurs avantages en termes de performanes du système,leurs oûts de partage des ressoures (dans le as éhéant), et leurs aratéristiques importantesdu point de vue du système étudié, par exemple la hétérogénéité des ressoures partagés ou lesrelations d'interférene entre les utilisateurs. Nous nous adressons à l'alloation des ressourespar la onstrution de régime d'initation nouveau pour les systèmes étudiés. A�n de favoriser la



ANNEXE A. SYNTHÈSE EN FRANÇAIS 143oopération entre les utilisateurs soit des éhanges des ressoures, soit des paiements monétairessont appliquées.Pour évaluer les modèles de systèmes et les régimes d'initation proposés, nous utilisons unvaste hoix d'outils d'analyse : la théorie de ouplage ave le modèle du système de sauvegardeà P2P, et la théorie d'enhères pour l'attribution du spetre radioéletrique. Nous déomposonsles problèmes d'optimisation qui apparaissent et nous développons des algorithmes distribuéspour les résoudre. Nous e�etuons des simulations de nos modèles théoriques a�n de prouver lesonepts pour arriver en�n à la mise en ÷uvre des appliations pratiques. Nos régimes d'initationintégrés assurent les résultats favorables dans les systèmes robustes.En Setion A.4.1, nous présentons une oneption de système à P2P qui adapte la ontributiondes ressoures des utilisateurs à un faible niveau tout en assurant une qualité aeptable du serviede sauvegarde. En Setion A.4.2, nous analysons un modèle de séletion de pair dans les systèmesde sauvegarde à P2P où les utilisateurs ont la possibilité de hoisir égoïstement les pairs avequ'ils veulent éhanger des données bilatéralement. En Setion A.4.3, nous étudions la possibilitéd'attribution du spetre radioéletrique parmi les demandeurs dynamiquement dans une manièredistribuée.A.3 MéthodologieNous modelons les systèmes distribués ave l'outil-ensemble de la théorie des jeux [56, 69, 105,122℄, un moyen de la modélisation des préférenes d'utilisateurs, leurs stratégies, leurs oûts etleurs évaluations. Nous investissons analytiquement le omportement des utilisateurs égoïstes,l'existene de meilleures stratégies et d'équilibre. Nous onstruisons des initations [12, 31, 52℄pour aligner la onduite des partiipants égoïste ave les objetifs de la oneption du système.Nous utilisons aussi la théorie des graphes et la théorie de ouplage pour analyser les méa-nismes d'initation proposées. La théorie de ouplage [58,72,73℄ est un domaine de l'optimisationombinatoire, et elle o�re des outils utiles pour étudier, entre plusieurs autres ibles possibles, laséletion des pairs dans un système de partage de �hiers à P2P [57, 88℄.En�n, nous e�etuons des évaluations numériques ave des simulations érits en MATLAB.A.4 RésultatsA.4.1 La oneption d'un système de sauvegarde à P2PPropositions 1: [34,128℄ Nous avons proposé une oneption de système à P2P qui adapte laontribution de ressoures des utilisateurs à un niveau faible tout en assurant la qualité aeptablede servie de sauvegarde.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 144On a étudié les systèmes à P2P qui proposent de servie de sauvegarde de données, où lesutilisateurs enregistrent leurs données sur les périphériques de stokage inexploitées d'autres uti-lisateurs à di�érents endroits sur Internet, gratuitement (Figure A.1). En onséquene prinipale,le système fontionne à grande éhelle (en augmentant du nombre d'utilisateurs l'espae de sto-kage global s'aroit), outre la répartition géographique ainsi que la diversité de la propriété desh�tes de stokage assurent une grande séurité pour les données stokées. Le système doit êtreonçu pour maintenir une grande durabilité de la sauvegarde et pour assurer la réupération des�hiers loaux lors d'un événement de perte de données.
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Figure A.1: L'appliation de sauvegarde, en ours d'exéution sur l'ordinateur de l'utilisateuronneté à l'Internet, stoke les données de l'utilisateur en toute séurité en di�usant des opiessur d'autres ordinateurs partiipants. Après une perte de données loales, le logiiel réupère lesdonnées demandées depuis les partenaires de stokage.Stoker des données sur des pairs temporairement indisponibles entraine la perte temporairesdes données. Pour remédier à e phénomène, les données doivent être onservées en plusieursexemplaires, de manière redondante. Le régime appliqué pour réer la redondane de donnéesest le odage d'e�aement (erasure oding) [141℄, où les données à sauvegarder sont divisées en
k fragments qui sont ensuite transformés pour réer n > k fragments redondants. Ces dernierssont stokés sur les pairs à distane, desquels n'import quels mais au moins de k fragments, sontsu�sants pour restaurer les données originales. La sauvegarde se perd si moins de k fragmentspeuvent être réupérés depuis les pairs à distane en as de besoin.La gestion de la redondane des données, et les opérations du réseau a�etent largement la



ANNEXE A. SYNTHÈSE EN FRANÇAIS 145qualité du servie. L'étude de es aspets a été le premier sujet de nos reherhes. A�n d'évaluerles di�érentes oneptions de système, d'abord on a dé�ni de simples métriques de performanepour dérire la qualité du servie de sauvegarde. La première mesure re�ète la longévité desdonnées par la probabilité de perdre autant de fragments odés parmi les n fragments stokéssur les pairs à distane durant un temps donné T , que les fragments restants sont insu�santspour restaurer les données originales.De�nition 19 La probabilité de perte de données (DLP) est donnée par la valeur de la fontionde répartition de t durant laquelle n− k + 1 fragments sont perdus Fn,k
t (T ) à la durée du temps

T . Fn,k
t dépend de n pairs de stokage à distane, de leur taux d'aidents, et de k.La deuxième série de mesures re�ètent la durée de l'arhivage des données et elle du proessusde réupération.De�nition 20 Le TTB (resp. TTR) d'un utilisateur est le temps éoulé avant que l'utilisateur�nisse le téléhargement d'un nombre de fragments odés vers (resp. depuis) les pairs de stokageà distane qui satisfont la redondane ible (resp. sont su�sants pour rétablir des données origi-nales). TTR est dé�nissable seulement si l'utilisateur a sauvegardé au moins k fragments avantde ommener à réupérer une partie parmi eux.Dans un système de stokage idéal ave une apaité illimitée et sans interruption de temps enligne, le TTB et TTR d'un utilisateur ne dépendent que de la quantité de données de sauvegarde,de la apaité de bande passante et de la disponibilité du propriétaire des données. On a dé�niminTTB et minTTR d'un utilisateur omme des bases de référene pour la sauvegarde et larestauration qui limitent ses TTB et TTR. On a utilisé es valeurs de référene tout au long dela thèse pour omparer la performane relative du système à P2P par rapport à elle d'un telsystème idéal.De�nition 21 Les minTTB et minTTR d'un utilisateur oïnident respetivement ave sesTTB et TTR dans un système idéal. Un utilisateur i ave des bandes passantes montante etdesendante ui et di en ommençant le téléhargement de données ave la taille o au moment tahève sa sauvegarde au temps t′, après avoir passé o

ui
de temps en ligne. De manière analogue,

i restaure un objet de sauvegarde ave la même taille jusqu'au moment t′′ après avoir passé o
ditemps en ligne. On a dé�ni minTTB(i, t) = t′ − t et minTTR(i, t) = t′′ − t.On a évalué les di�érentes options de redondane de données et de sa gestion dans des simu-lations numériques basées sur es mesures. En outre, on a préonisé un système de redondaneadaptative qui est basé sur les estimations de DLP et TTR, et détermine le taux de redondane

n
k en vue de es valeurs. Ce régime n'assure pas la disponibilité permanante des données de sau-vegarde, mais il se onentre sur la réalisation d'un TTR relativement ourt, tout en onservantun bas DLP estimé.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 146Proposition 1.1 [128℄ On a proposé de déterminer le taux de redondane des données n
k aveune méthode qui est basée sur les estimations de DLP et TTR. Ce régime garantit une haute qua-lité de servie de sauvegarde, et ne demande qu'une ontribution faible de ressoures de stokageet de bande passante aux usagers.La méthode fontionne omme suit. Après avoir généré des fragments odés, haque pair entéléharge un sous-ensemble roissant jusqu'à e que ses estimations de DLP et TTR tombentau-dessous des seuils prédé�nis. Sinon, plusieurs fragments sont stokés sur les pairs à distane, etle taux de redondane adaptative est ontinuellement augmenté. Nous proposons une estimationheuristique pour les mesures DLP et TTR, puisque les pertes de fragments stoké et la durée duTTR après un aident loal à un moment donné sont di�iles à prévoir pour des raisons de lanature peu �able des pairs à distane.L'estimation de TTR (eTTR) est alulée omme la période de temps dont un utilisateur abesoin pour téléharger k fragments depuis le pair de stokage qui a le kième plus élevé produitde la moyenne de probabilité d'être trouvé en ligne, appelé la disponibilité (a) et de la moyennebande passante en montante (u). Formellement, a = 1

tc−t0

∫ tc
t0

P
t(en ligne)dt, où t0 désigne lemoment où le pair a ommené d'utiliser le servie, et tc est l'heure atuelle. Notre heuristiqueeTTR s'érit omme (A.1) où j est le kième plus �rapide� pair de stokage. La bande passante dupair peut être saturé ave maximum de pd téléhargements parallèles en réupérant des fragments,et le plus bas TTR (minTTR = o

d) est atteint si auun fragment téléhargé n'est inomplet etla apaité de téléhargement est d. L'eTTR peut être alulé pour les pairs qui déjà stoke aumoins k fragments aux pairs, le nombre de fragments originaux.
eTTR =

o

min (ajujpd, d)
(A.1)Après un aident, un pair qui a plaé n fragments sur des pairs à distane peut perdreses données sauvegardées si plus que n − k d'entre eux s'érasent avant que k fragments soientomplètement réupérés. Considérant un délai qui peut s'éouler entre l'inident du rash et ledébut de la phase de réupération, on estime DLP (eDLP) durant un délai total de t = retard+

eTTR en onsidérant des rashs omme des événements sans mémoire, ayant une probabilitéonstante pour tous les pairs à tout moment. Par onséquent, le temps avant un rash, ommeun variable stohastique, suit une distribution exponentielle ave une moyenne paramétrique t :un pair s'érase avant le temps t ave une probabilité de 1− e−t/t :
eDLP =

n
∑

i=n−k+1

(

n

i

)

(

1− e−t/t
)i (

e−t/t
)n−i

. (A.2)Les résultats de simulation de redondane à taux �xe (le régime qui vise à assurer qu'au moins
k fragments de tous les utilisateurs sont en ligne ave une probabilité de 99%, basé sur la moyenne



ANNEXE A. SYNTHÈSE EN FRANÇAIS 147de disponibilité des pairs) et de notre redondane adaptative sont présentés dans la Figure 7.6.Les valeurs eTTR sont alulées lorsque aidents se produisent, et elles sont omparées auxTTR mesurés à la suite : l'eTTR donne une estimation aeptable (Figure 7.5(b)). Ave des tauxadaptatifs signi�ativement plus bas, les valeurs de TTB diminuent, en revanhe les résultats deTTR sont plus élevés, o�rant un remède à tous les utilisateurs ontre des TTB longs, et punissantave des TTR prolongés uniquement eux qui perdent leur opie loale.A�n de maintenir un système de sauvegarde à P2P, les utilisateurs doivent partager troistypes de ressoures ave d'autres partiipants : l'espae de disque, de la bande passante et dutemps de onnexion au réseau. Lorsque la séletion des pairs est aléatoire, les pairs ave unehaute disponibilité et ave une bonne onnetivité reçoivent une harge exessive de stokage,ar ils sont disponibles en ligne plus souvent, et alors plus de fragments sont téléhargés verseux que vers des pairs à faible aessibilité. Par onséquent, en s'appuyant sur notre régime deredondane de données, nous nous sommes onentrés sur l'équité parmi les pairs : on proposeune éonomie de tro pour enourager le partage des ressoures a�n d'atteindre une haute qualitéde servie.Proposition 1.2 [34, 128℄ On a proposé une méthode qui assure l'équité en termes de qualitéde servie et de la ontribution des ressoures. La méthode regroupe les pairs en fontion de leurdisponibilité et les aratéristiques de leur bande passante et impose des éhanges de fragmentssymétriques à l'intérieur des groupes.Notre plan de redondane adaptative onsidère des estimations basées sur le produit de ladisponibilité (a) et de la bande passante moyenne (u) des pairs à distane. On érit e produitpar gi = aiui, et on l'appel le grade du pair i. Nous avons montré que le regroupage des pairsselon leur grades et l'introdution des éhanges symétriques de fragments au sein des groupesause moins de stokage et moins de harge de tra� hez les pairs qui ontribuent une hautedisponibilité en ligne et de large bande passante que dans un système où la séletion des pairsest au hasard (Figure 7.11).En outre, la qualité du servie e que haque partiipant peut reevoir est limité par saontribution : les pairs de grade bas ne peuvent pas exploiter les abondantes ressoures de eux dehaut grade. En onséquene, le nombre d'événements de perte de données hange en remplaçantle régime aléatoire de séletion des pairs par le plan de regroupage (Figure 7.12(a)), en partiulierpour des raisons de longues phases de sauvegarde dans les grades bas. On atégorise les pertesde données de la manière suivante : si le pair érasé1. n'avait pas passé assez de temps en ligne à téléharger k fragments jusqu'à son rash, alorsson aident de la perte de données est inévitable : pas de système de sauvegarde en lignepourrait avoir sauvegardé les données, ar la perte de données est déterminé par les limitesdes ressoures du propriétaire de données ;



ANNEXE A. SYNTHÈSE EN FRANÇAIS 1482. avait passé su�samment de temps en ligne à téléharger au moins k fragments jusqu'à sonrash, mais il n'y a pas réussi : dans e as, les ressoures limitées des pairs à distane sontla ause de perte de données, étant donné que la sauvegarde sur un �able entre de donnéesave une large bande passante aurait y réussi ;3. avait transféré au moins k fragments, mais sa phase de sauvegarde n'a jamais terminé, laperte de données est à ause d'un TTB allongé et du fait que les pairs à distane peuventtomber en panne ;4. a terminé sa phase de sauvegarde, mais il n'a pas réussi à réupérer au moins k fragmentsaprès son rash, avant que ses pairs de stokage se soient érasés dans un ertain nombrefatal (TTR prolongé).Alors que plus de pertes de données se produisent dans les deux groupes que dans un systèmede séletion aléatoire des pairs, les membres du groupe de haut grade sou�rent d'un nombre depertes de données sensiblement inférieur que les pairs ave des grades bas. En e�et, l'équité misen plae par la séletion regroupée des pairs n'a�ete pas tous les utilisateurs dans la mêmemesure : des transferts rapides de fragments entre le propriétaire des données et les stokeurs,tous de haut grade, résultent à ourtes phases de sauvegarde, alors la probabilité de perte estplus faible que hez les utilisateurs de grade bas.Un système à P2P peut être inapable de garantir la qualité de servie approprié à ause dubas nombre d'utilisateurs et/ou de la quantité des ressoures partagées d'utilisateur, par exemple,de la apaité de stokage insu�sante. Par onséquent, on a examiné les e�ets de l'introdutiond'un serveur entral de stokage pour éviter une telle situation (provisoire) : on a montré les oûtsd'une qualité persistante. Dans un tel système hybride le serveur �able (de haute disponibilité)peut être utilisé pour stoker des données en éhange du remboursement des frais. On a expriméles oûts relativement faibles qui se produisent dans tels systèmes hybrides.Proposition 1.3 [128℄ On a proposé une arhiteture de système hybride dans lequel un serveurentral omplète des ressoures à P2P a�n d'améliorer la qualité du servie en aidant les phasesde sauvegarde et de réparation des fragments perdus pour un oût raisonnable.Le serveur entral peut rapidement réupérer et stoker des fragments dans les as où la sau-vegarde est ompromise quand de nombreux fragments sont perdus pendant que le propriétairedes données est temporairement hors-ligne, exluant la possibilité d'entretien de redondane ef-fetué par lui. Figure 7.8 représente le nombre de pertes de données observées, étiquetés selonles atégories i-dessus. Le premier rang des �gures montre les résultats des simulations où laredondane adaptative est utilisée, les résultats du système à taux �xe dé�ni i-dessus sont dansle deuxième rang. La première olonne représente le as où les pairs s'apparaissent en ligne toute



ANNEXE A. SYNTHÈSE EN FRANÇAIS 149de suite après leurs rashs et les pairs à distane sont informés sans délai ; la deuxième olonnemontre un sénario où les pairs érasés demeurent hors ligne pour une semaine en moyenne, et lesautres n'en sont informés qu'après une semaine ; la troisième olonne représente les simulationsoù l'entretien de redondane est également retardée, mais assisté par un serveur.Comme la troisième olonne de la Figure 7.8 le montre, le nombre de pertes de données estabaissé au niveau du as des réupérations et réparations instantanées, en éhange du tra� (etde la harge de stokage intermittent) du serveur, traé dans la Figure 7.9(a). Le r�le du serveurest plus important quand les bas taux adaptatifs sont appliqués, par onséquent il e�etue deplus intense tra� montant qui génère un oût plus élevé. D'autre part, le tra� de réparationgénérée par des rashs, e�etuée par les pairs, est proportionnel à la quantité globale de donnéesredondantes. Par suite, il est nettement plus faible lors de l'appliation des taux adaptatifs(Figure 7.9(b)), qui onstitue un avantage de notre régime d'adaptation.Ave les sauvegardes assistées, les pairs peuvent téléharger des fragments vers le serveurpendant leur phase de sauvegarde si les pairs à distane ne sont pas disponibles temporairement.Dans notre régime (étiquetés omme �opportuniste�) téléhargements vers le serveur sont réali-sés seulement ave l'exès de bande passante montante. Une alternative donne la priorité auxtéléhargements vers le serveur et la sauvegarde sur des pairs à distane est démarrée seulementaprès avoir transféré tous les fragments originaux au serveur (ainsi appelée le régime �pessi-miste�). Le régime pessimiste garantit que le TTB de tous les pairs est e�etivement réduità leurs minTTB. Dans e plus �sûr� régime les données sont d'abord entièrement transféréesau serveur pour onstruire une sauvegarde �able dès que possible, et puis es données stokéessont onstamment supprimés pour éonomiser sur les frais de stokage tant que le montant desauvegarde transféré ave suès vers les pairs à distane est en roissane.Les sauvegardes assistées atténuent les e�ets négatifs des transferts de données vers les pairsde faible disponibilité et onnetivité (Figure 7.14). Lors d'un téléhargement vers des pairs àdistane leur indisponibilité peut empêher les transferts, dans un régime de sauvegarde assistéeles téléhargements vers le serveur sont seulement limitées par la disponibilité et la apaité debande passante montante du pair, don les objetifs de DLP et TTR sont atteints plus t�t, pourette raison des valeurs de TTB plus petites peuvent être obtenues. En raison de TTB beauoupplus longue, les résultats de perte de données (lassées par la ause de pertes, omme dans laFigure 7.8) au ours de la phase de sauvegarde sont pire sans assistane. Une fois la sauvegardeest onsidérée omplète sur les pairs à distane, les objetifs atteints de DLP et TTR assurentla même qualité de servie dans tous les régimes, les taux de perte de données en raison de longTTR sont similaires.Le stokage entral oûteux (Figure 7.15(b)) agrandit rapidement au début des phases desauvegarde dans le as de sauvegarde assistée en raison des transferts lents vers les pairs ; ensuiteil déroît omme des fragments additionnels sont stokés sur les pairs à distane. Après qu'un



ANNEXE A. SYNTHÈSE EN FRANÇAIS 150pair atteint ses objetifs d'eDLP et d'eTTR, les transferts suivants de fragments vers des pairsà distane sont e�etués pour la minimisation des oûts : stoker plus de fragments sur lespairs gratuitement, et e�aer des fragments du serveur diminuent le oût payé pour le serviede sauvegarde. Dans les systèmes de sauvegarde à l'assistane plus fragments sont stokés surle serveur que dans les systèmes où seulement les réparations sont assistées : outre le stokagetransitoire des réparations, les pairs qui ont des di�ultés à téléharger leurs fragments dans unnombre néessaire vers des pairs à distane maintiennent de l'espae de stokage sur le serveur.Le prix de �l'équité� du régime regroupés de séletion des pairs implique don les oûts plusélevés, mais raisonnables, dans es systèmes.Dans notre oneption du système, les transferts de données sont programmés au hasarden diretion des pairs à distane dans le réseau. On a étudié ette politique de plani�ationpar l'analyse de modèles théoriques, et on a validé nos estimations analytiques sur la durée destransferts de fragments en simulant les paramètres de pratique.Proposition 1.4 On a proposé d'utiliser un algorithme e�ae du problème de �ot maximumpour aluler la plani�ation optimale pour les as hypothétiques où les séanes en ligne despairs sont onnues préalablement. On a utilisé les résultats optimaux pour évaluer la politique deplani�ation aléatoire, et on a proposé des paramètres pratiques dans lesquelles l'exéution desdéisions au hasard est presque optimale.Pendant les phases de sauvegarde et de réupération, un pair plani�e ses téléhargements defragments. L'objetif est de trouver la plani�ation ave la durée minimale de temps pour �nir lestransferts de fragments en satisfaisant les objetifs de la sauvegarde ou de la réupération. A�nde trouver la plani�ation qui minimise le temps néessaire pour le transfert de N fragments(appelé en tant que le problème mintime), on a déterminé le nombre maximal de fragmentstransférables pendant T réneaux horaires (noté omme problème maxfrag). Ensuite, la solutionpour le problème initial est le plus petit T dans lequel N fragments peuvent être transférés.De�nition 22 Les problèmes mintime et maxfrag sont dé�nis omme suit : s est une plani�-ation arbitraire, t(s) donne la durée, et n(s) fournit les fragments transférés de la plani�ation
s,

mintime(N) = min{T | ∃s : t(s) = T ∧ n(s) ≥ N}; (A.3)
maxfrag(T ) = max{N | ∃s : t(s) ≤ T ∧ n(s) = N}. (A.4)Les deux problèmes sont liés étroitement de la manière suivante :Proposition 20 mintime(N) = min{T | maxfrag(T ) ≥ N}.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 151La formulation suivante de programmation linéaire en nombres entiers (ILP) est analogue à
maxfrag(T ) (A.4).De�nition 23 Le problème de plani�ation en pleine onnaissane maximise le nombre de frag-ments transmis dans un délai d'une durée donnée T . xti est une variable qui ode les déisions dela plani�ation : le nombre de fragments à transférer vers le pair à distane i en tranhe de temps
t. La disponibilité des pairs à distane est donnée à titre ontraintes : ati = 1 si le pair à distane
i est disponible en tranhes de temps t, 0 sinon. Une autre ontrainte est le nombre maximal defragments m qui peuvent être plaé sur haque pair à distane. La solution de maxfrag(T ) peutêtre trouvée en résolvant le problème ILP suivant :
max

∑T
t=0

∑I
i=1 x

t
i maximiser le nombre de fragments transmiss.t. xti = [0,min(u, di)] fragments transférables à un pair

xti ≤ mati transfert aux pairs en ligne
∑T

t=0 x
t
i ≤ m pas plus de m fragments sur un pair

∑I
i=1 x

t
i ≤ u pas plus de u transferts dans un réneau horaire.A�n de traduire le problème de plani�ation au-dessus pour le as de réupération, on érit

d au lieu de u et m est remplaé par le veteur des nombres de fragments stokés sur haque pairà distane.Nous avons transformé le problème ILP i-dessus à un problème de �ot maximum. Le mêmeproblème don devient résoluble en temps polynomial. On présente la formulation de �ot maxi-mum du problème maxfrag(T ) en Figure 6.1. Les n÷uds ts i ave i = 1, 2, . . . , T représententles intervalles de temps jusqu'à T ; les n÷uds peer i ave i = 1, 2, . . . , I représentent les pairsà distane. ts i est relié à peer j si et seulement si pair j est en ligne au réneau horaire i. Laapaité u des ars donne la ontrainte sur la bande passante montante du pair, la apaité m desars dérit le nombre maximal de fragments stokés sur haque pair à distane. Le �ot maximalde la soure au target donne le plus grand nombre de fragments qui peuvent être téléhargésdurant temps T . Similairement à la formulation ILP, la formulation du problème de réupérationest obtenue si u est remplaé par d et m est remplaé par le nombre de fragments stokés surhaque pair à distane respetivement.On peut aluler maxfrag(T ) itérativement pour des valeurs de T roissantes ; Proposition20 garantit que la première valeur T qui satisfait maxfrag(T ) ≥ N est le résultat de notreproblème de plani�ation initial. Le problème initial, trouver une plani�ation optimale quiminimise le temps de transfert de N fragments, peut être résolu en e�etuant O(log T ) alulsde �ot maximum. Pour un réseau d'éoulement ave V n÷uds et E ars, le débit maximal peutêtre alulé ave la omplexité du temps O
(

V E log
(

V 2

E

)) [63℄. Dans notre as, lorsque nousavons I n÷uds et une solution optimale de T réneaux horaires, V et E sont O(I + T ) et O(IT )respetivement.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 152On a simulé les plani�ations optimales et aléatoire pour ertains I − n paramètres (enrépétant la simulation 1000 fois, le sénario de plani�ation aléatoire est e�etué 1000 fois danshaque as). On a traé la médiane des solutions optimales et aléatoires pour haque I − n asdans la Figure 6.3. Comme le nombre de fragments à transférer augmente, la solution optimalese rapprohe à la limite inférieure théorique, à minTTB. De plus, ave un plus grand ensemblede pairs à distane, le rendement de la plani�ation aléatoire devient similaire à elui d'optimale,quel que soit le nombre de fragments à transférer. Par exemple, les valeurs de n = 60 et I = 90sont su�santes pour une sauvegarde omplète ave une prolongation tolérable (environ 10%) de
minTTB en utilisant la plani�ation aléatoire.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 153A.4.2 La séletion des pairs par l'utilisateur dans un système de sauvegardeà P2PPropositions 2: [99,131�134℄ On a analysé un modèle de séletion des pairs dans les systèmesde sauvegarde à P2P où les utilisateurs ont la possibilité de hoisir égoïstement leurs pairs àdistane ave lesquels ils veulent éhanger des fragments dans un shéma symétrique.Dans notre modèle symétrique de système les utilisateurs hoisissent �égoïstement� des pairssur lesquelles ils stokent des données. Ces partenaires de stokage sont hoisis en fontion deleurs aratéristiques (la disponibilité en ligne et la bande passante montante dédiée au système)qui sont re�étées par un seul paramètre, appelé le grade des pairs. En as de volonté mutuelle,les deux utilisateurs o�rent la même quantité d'espae de stokage l'un à l'autre.De�nition 24 Le modèle de séletion des pairs est omme suite :
• Soit I l'ensemble des pairs qui partiipent dans le système ; I = |I| > 1.
• Chaque pair i ∈ I divisehaun de ses objets de sauvegarde dans k fragments originaux,dont il rée ĉi fragments redondants de la même taille, pour les stoker sur des pairs àdistane di�érents.
• Ensuite, haque pair établit un ensemble de liens, notée par ni pour le pair i : ni = {j ∈

{I \ i}}, où pair i stoke un fragment sur pair j. On ne permet qu'un fragment d'un objetde sauvegarde d'être stoké sur le même pair à distane.
• La oneption symétrique des éhanges de fragments stipule que i ∈ nj si, et seulement si

j ∈ ni, alors les pairs i et j sont des partenaires de stokage. Par onséquent pair i doitpartager une apaité loale de stokage équivalente à |ni| fragments, |ni| ≤ ĉi.
• Son grade gi = aiui aratérise haque pair i inI. ĝi représente le grade sans-e�ort de pair

i, pare que les attributs qui le omposent ne néessitent pas une pression supplémentairede i autre que son omportement normal.Le modèle de séletion des pairs est en ligne ave la oneption présentée du système desauvegarde à P2P : les éhanges symétriques de fragments sont e�etués ave des pairs à distanehoisis basé sur leurs grades. La qualité du servie est déterminée par les attributs des partenaires :leur nombre et leurs grades. Si l'une de es valeurs augmente, la qualité du servie roît aussi(jusqu'à une ertaine limite). Le oût du servie onsiste à l'amélioration du grade du pair, s'ilhoisit d'augmenter sa ontribution en ressoures.Proposition 2.1 [99,131�134℄ On a proposé un modèle réaliste, mais analytiquement traitablespar la théorie des jeux [105℄ pour dérire les gains (Dé�nition 25) de l'utilisateur égoïste.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 154De�nition 25 Le gain que tous les pairs maximisent lorsqu'ils établissent des liens à des pairsà distane, est omposé de deux termes, la valeur du servie et le oût des e�orts :
pi = min

(

|ni|gi, 1
)

− (gi − ĝi),où |ni| désigne le nombre de partenaires de i et g
i
= minj∈ni

(gj) est le grade le plus bas parmieux.En outre, on a dé�ni un jeu non oopératif, appelé du jeu de l'éhange, fondé sur la fontionde gain pour re�éter le ontexte égoïste de la séletion des pairs onduite par l'utilisateur.De�nition 26 Le jeu de l'éhange est dé�ni par la olletion des stratégies de joueurs {Si ∀i ∈ I},et la fontion de gain p : {pi ∀i ∈ I} dé�ni sur la ombinaison des stratégies (p : S1×· · ·×SI →

R
I). Une stratégie du joueur i ∈ I se ompose d'un grade gi ∈ (0, 1] et d'un ensemble de liens

ni. Le jeu de l'éhange est en équilibre si tous les pairs font des stratégies qui leur donnent le plushaut gain, étant donné les stratégies des autres pairs. Pour déterminer es stratégies (de meilleureréponse), on dissèque le proessus d'optimisation onjointe que les pairs stratégiques envisage :nous analysons les problèmes algorithmiques de séletion des pairs et de grade séparément. Endéomposant le problème d'optimisation de haque joueur dans le jeu pour trouver sa stratégiede meilleure réponse, on suppose que les déisions onernant la séletion de leurs grades et deleurs pairs à distane sont entrelaées. Pour une disussion plus simple d'abord on analyse laséletion des pairs omme un problème de ��xtures� stable [73℄.Proposition 2.2 [99, 131�134℄ On a proposé de simpli�er le jeu de l'éhange ave des grades�xés à un problème de ouplage. Basé sur des préférenes de séletion des pairs générées par lafontion de gain, on a montré que les liens sont réés entre des pairs ave des grades similaires.L'algorithme de ��xtures� stable [73℄ résout tous les problèmes de séletion des pairs quisurviennent au sein de l'optimisation entrelaée qui trouve l'équilibre du jeu de l'éhange. Il s'agit,en fait, une onséquene direte des aratéristiques partiulières des problèmes possibles : lespréférenes des joueurs sont diretement déterminées par leurs gains, indiretement par les gradesdes autres pairs. Pour ette raison, pendant l'algorithme de ��xtures� stable les propositions pouronstruire un lien provenant d'un pair de grade haut sont toujours réiproqué par des pairs degrade bas.Le phénomène de strati�ation où les pairs sont liés selon leur ordre de grade, résulte à unesituation où un pair de grade haut n'a pas de partenaires d'un grade plus bas qu'un pair degrade bas. Par onséquent, des pairs de grade bas trouveraient moins de partenaire que leurapaité. Après avoir formulé le problème algorithmique de la séletion des pairs, on a étudié la



ANNEXE A. SYNTHÈSE EN FRANÇAIS 155séletion de grade dans le jeu de l'éhange. On a prouvé que la strati�ation rée des initationspour les utilisateurs de grade bas a�n d'améliorer leur ontribution au système. Lorsque lesutilisateurs égoïstes sont enouragés à augmenter leur ontribution onsarée au système, entermes de disponibilité en ligne et de bande passante dédiée au système, la qualité globale duservie o�ert par le système améliore sensiblement.Proposition 2.3 On a prouvé l'existene de l'équilibre dans le jeu de l'éhange, et on a donnéles stratégies d'utilisateur (les meilleures réponses) en e qui onerne la séletion de grade et depairs à distane.Proposition 21 Si mini∈I ĝi ≥
1

I−1 , alors la grande lique sans-e�ort est un équilibre possible :tous les pairs sont reliés. En général, la meilleure stratégie de grade est de rejoindre une liqueselon le rang dans l'ordre de grade sans e�ort ; e pourrait néessiter l'amélioration du grade sanse�ort de ertains pairs.Les joueurs se réunissent en groupes, guidés par leurs gains basés sur la taille et le pire gradedans la lique. Si le groupe devient grand, beauoup de pairs se regroupent ensemble, alors lesjoueurs pourraient obtenir meilleurs gains en exluant les pairs des grades pires. Si la variété desgrades d'un groupe devient trop étroite, par exemple si des pairs de faibles grades ne sont pasadmissibles, la qualité de servie diminue en raison du nombre ritique des pairs membres. Cettedualité est produite par la fontion de gain : les membres de bas grades diminuent le gain desmembres de hauts grades dans la lique, par ontre leur exlusion provoque une baisse de gainau joueurs restants en raison de la taille réduite de la lique. Dans l'équilibre des deux e�etsopposés sont équilibrés à l'intérieur des groupes.Contrairement aux paramètres de grade sans e�ort hétérogènes, si haque joueur a le mêmegrade initial, ils ne sont pas inités à l'améliorer : si ĝi = ĝ ∀i ∈ I , la meilleure stratégie deréponse est de gi = ĝ ∀i ∈ I.A.4.3 Alloation dynamique distribuée du spetrePropositions 3: [129,135,136℄ Nous avons étudié la possibilité d'attribution du spetre radio-életrique entre de multiples demandeurs dynamiquement d'une manière distribuée.Les politiques atuelles d'attribution du spetre, 'est-à-dire les lienes gouvernementalespour les bandes de fréquenes vendues à long termes, ne sont pas e�aes pare que la plani�-ation du tra� de pointe entraîne la sous-utilisation temporelle durant les périodes reuses, enoutre, les restritions spatiales et spetrales de la réutilisation des fréquenes sont trop rigides enraison de la politique de traitement des interférenes, exluant de nombreuses possibilités d'ex-ploitation de fréquenes. L'émergene de nouvelles tehnologies permet l'attribution des bandes



ANNEXE A. SYNTHÈSE EN FRANÇAIS 156de spetre pour les titulaires de liene ave di�érents paramètres spetrales, spatiales et tempo-relles, e qui pourrait améliorer l'utilisation du spetre.De�nition 27 • Le spetre radio, notée par F , est divisé en petits réneaux de fréquenehomogènes de taille prédé�nie, désigné par f .
• Les loueurs de fréquene (I), appelés les n÷uds, sont des entités distintes qui exploitentdu spetre radioéletrique au �xe, et/ou aux positions géographiques on�nées, par exemple,des stations de base du servie des fournisseurs sans �l, des systèmes de radio privées.
• Les n÷uds demandent des bandes de fréquene de taille donnée (qi ∀i ∈ I exprimé enréneaux de fréquene) et ils sont prêts à payer une somme d'argent (appelée utilité qiui ∀i ∈
I) pour ela.

• Fi désigne la bande de fréquenes attribuées au n÷ud i ∀i ∈ I, dont la taille est |Fi| et Ffest l'ensemble des n÷uds qui attribuent le réneau de fréquene f au sein de leurs bandes,'est-à-dire Ff = {i : f ∈ Fi,∀i ∈ I}.
• L'interférene peut se produire si le même réneau de fréquene est utilisé par plusieursn÷uds. Elle est dé�nie omme le maximal rapport de signal à l'interférene plus bruit(SINR) mesuré sur la zone d'exploitation d'un n÷ud i et noté et approhé par ∑j∈I ω

f
ji,où soit ωf

ji l'interférene ausée par n÷ud j au n÷ud i sur f .
• Le niveau d'interférene maximal global que n÷ud i peut supporter provenant d'autres n÷uds
j 6= i sur le réneau de fréquene f est désigné par αf

i .Le niveau d'interférene dépend de nombreux aspets : la distane géographique entre lesn÷uds, leurs puissanes de transmission, les tehnologies appliquées, les odages, les type d'émet-teurs radio, et. On modèle l'interférene par les relations ω et les seuils α, tous dépendant de lafréquene. Les n÷uds allouent dynamiquement les bandes de fréquenes en payant des frais l'un àl'autre et à l'autorité si es aspets de fréquene le rendent néessaire, 'est-à-dire la oexistenede n÷uds sur un réneau de fréquene n'est pas possible.De�nition 28 L'attribution de fréquene et les règles de tari�ation assurent que les n÷udsarrivant séquentiellement peuvent exlure d'autres, si néessaire en raison de ontraintes d'inter-férene insupportable. À toute exlusion des deux parties interférentes, 'est-à-dire elui qui vientd'arriver et le loataire de fréquene de la bande de fréquene exéutent une vente aux enhèresau seond prix : les deux n÷uds émettent leurs o�res, le plus élevé gagne et paie la deuxièmepari. Les résultats possibles sont les suivants.
• Le rahat à suès : si l'o�re du n÷ud qui vient d'arriver est plus élevée, il paie l'autre o�reà l'autorité et le n÷ud qui a loué la fréquene est exlu.
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• La défense à suès : si l'o�re du loataire de fréquene est plus élevée, l'autorité n'imposepas de taxe sur lui, et le n÷ud arrivant est exlu impliitement.Lorsque n÷ud i essaie d'exlure n÷ud j sur un ertain réneau de fréquene f ave une o�re bi,si bi > bj, où bj est l'o�re de défense de j, alors j est exlue, et i paie bj à l'autorité. Par ailleurs,

bj ≤ uj − cfj où cfj représente la somme des dépenses de j payés pour les exlusions préédentesdes n÷uds interférents sur le réneau de fréquene f . En payant bj à l'autorité, cfi augmente,'est-à-dire cfi := cfi + bj , e qui réduit le budget de i pour les o�res d'exlusion supplémentaire.Une tentative d'exlusion éhoue si bi < bj : ni i ni j paie l'autorité et i est impliitement exluedans e as.L'attribution et la tari�ation distribuées rendent le système souple en termes d'alloationdu spetre qui devient possible à tout moment sans une vente aux enhères entrales annonéespréalablement ou périodiquement. La règle de tari�ation entraine l'e�aité d'utilisation duspetre, soit les aheteurs ave des o�res plus élevées obtiennent le droit d'utiliser le spetre desfréquenes. De plus, elle assure l'équité malgré le fait que les exlusions sont unidiretionnelles :les n÷uds qui provoquent des interférenes hautes sont la ible de tentatives d'exlusion, mais lesn÷uds ayant une utilité importante peuvent obtenir un réneau de fréquene sans interférenestant qu'ils provoquent de hautes interférenes pour les autres n÷uds.De�nition 29 Convivialité d'interférene signi�e une haute tolérane d'interférene et basseinterférene ausée à d'autres n÷uds. N÷ud i est plus amial d'interférene k, si αf
i > αf

k et
ωf
ij < ωf

kj et ωf
ji < ωf

jk ∀j ∈ I \ i, k, f ∈ F .Proposition 3.1 [135,136℄ On a montré que les règles d'attribution et la tari�ation de la Dé�-nition 28 assurent la rationalité (le gain ne peut pas être négatif), la ompatibilité aux initations(les n÷uds soumettent des o�res de leur véritable utilité u), et en plus les n÷uds moins amialesd'interférene paient relativement plus pour le spetre.Les n÷uds exlus reçoivent une ompensation de l'autorité ou des n÷uds qui les exluent, paronséquent le gain pfi = ufi − cfi (cfi est la somme des prix payés dans les exlusions préédentes)de tous les n÷uds sur n'importe quel réneau de fréquene f est toujours non-négatif. En plus,la propriété de vérité des ventes aux enhères au seond prix fait les partiipants proposer leursutilités réelles.À un rahat, le loataire i et le(s) n÷ud(s) intéressé(s) (soit j ave la plus grande utilité)vont jouer une vente aux enhères au seond prix. Soit cfi le prix que i a payés pour le réneaude fréquene f qui est le sujet de la vente aux enhères. Auune des utilités des n÷uds ne sontonnues, mais l'utilité du loataire atuel a une limite inférieure : son oût umulé cfi . Si j déidedon de soumettre une o�re au-delà de son utilité u′j > uj , et si u′j > ui > uj le prix à payer àl'autorité résulte dans un gain négatif.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 158Supposons que deux n÷uds i et k ayant la même utilité veulent attribuer le même réneau defréquene f au même temps et au même emplaement géographique. Soit αf
i > αf

k et∑j∈I ω
f
ij <

∑

j∈I ω
f
kj . Si k alloue f , alors i pourrait également obtenir f à un prix inférieur : k est perturbépar des interférenes d'autres n÷uds jusqu'à αf

k , don la qualité de f serait su�sant pour i aussi.Si k a exlu d'autres n÷uds a�n de diminuer le niveau d'interférene dessous de son seuil, ipourrait également e�etuer es exlusions, ar ui = uk. En plus, l'interférene provoquée par kpour les autres est plus élevée que elle de i, alors i reevrait de moins intensives tentatives deréa�etation depuis d'autres n÷uds que k.La séquene des �arrivées� des n÷uds a une importane primordiale, mais les aratéristiquesdes n÷uds prédéterminent en partie le suès de leurs attribution du spetre. Toutefois, la séle-tion d'une bande de fréquenes à allouer, puis les n÷uds interférant à exlure n'est pas simple.De�nition 30 Les n÷uds allouant un réneau de fréquene f sont lassés dans les ensemblessuivants par le n÷ud arrivant :
• les n÷uds interférants : le groupe de n÷uds dont l'exlusion par le nouveau n÷ud i estnéessaire a�n d'assurer que l'l'interférene umulative sur f est maintenue en dessous
αf
i : Df

i ⊆ Ff , ∑
j∈Ff\Df

i

ωf
ji ≤ αf

i ;
• les n÷uds exluants : le groupe de n÷uds depuis lesquels des tentatives d'exlusion sontattendus en raison de leur haute interférene perçue, augmenté par le nouveau n÷ud i en-dessus de leurs niveaux de tolérane : Ef

i ⊆ Ff \ Df
i , Cf

i = Ff \ Df
i \ Ef

i (le groupe desn÷uds o-existants) ∀k ∈ Cf
i

∑

j∈Cf
i

ωf
jk ≤ αf

k et ∀k ∈ Ef
i

∑

j∈Cf
i

ωf
jk > αf

k .Proposition 3.2 [129℄ On a montré que l'optimisation du groupe des n÷uds interférants àexlure est un problème NP-omplet. On a suggéré des stratégies heuristiques pour les exlusionsde n÷uds.Le problème est formulé omme suit. Soit {ωf
ji, uj} ∀j ∈ I et αf

i , u. Est-e qu'il y a Df
i ⊆ Iqui satisfait ∑

j∈Df
i

ωf
ji ≥

∑

j∈I ω
f
ji − αf

i et ∑
j∈Df

i

uj ≤ u ? Cei est équivalent au problème desa à dos, e qui est onnu pour être NP-omplet [61℄.Être empêhé par la di�ulté du problème, on propose que l'exlusion des n÷uds soit e�etuéedans l'ordre roissant de leur �prix d'interférene�, 'est-à-dire pour le nouveau n÷ud i : ∀j ∈ Df
iet ∀k /∈ Df

i

uj−cfj

ωf
ji

≤
uk−cf

k

ωf
ki

. En outre, les tentatives d'exlusion iblant le nouveau arrivant,devrait initialiser par des n÷uds dans l'ordre roissant de leurs seuils de tolérane d'interférene,'est-à-dire ∀j ∈ Ef
i et ∀k /∈ Ef

i -re αj ≤ αk.Les nouveaux n÷uds égoïstes herhent à allouer la bande de fréquene ave la taille requisepour des dépenses minimales pendant la durée de vie maximale attendue. Chaque n÷ud i peute�etuer des exlusions de son budget de ui sur haun de ses réneaux de fréquenes, mais



ANNEXE A. SYNTHÈSE EN FRANÇAIS 159entretemps ils doivent maintenir une o�re de défense su�sante ontre les tentatives d'exlusion.À l'exlusion, dans le pire des as n÷ud i doit élever son o�re bi à uj du n÷ud ible j (si len÷ud j n'a pas exlu d'autres n÷uds préalablement). Comme le nombre de n÷uds qui devraientêtre exlus a�n de satisfaire les exigenes d'interférene de i grandit, sa ompétitivité tombe ave
ui − ci.A�n de trouver la bande de fréquene la moins oûteuse, le nouveau arrivant i essaie depositionner sa Fi sur le spetre, de sorte que, d'une part, le oût de l'exlusion d'autres n÷uds(Df

i ) serait minimal ; d'autre part le oût de défense ontre les exlusions d'autres n÷uds (Ef
i )oûterait le moins possible en moyenne sur les réneaux de fréquenes de Fi.Proposition 3.3 [129℄ On a donné une ondition néessaire pour l'attribution réussie. N÷ud iest apable d'allouer une bande de fréquenes adéquates si ∃Fi : |Fi| = qi et ∀f ∈ Fi :

ui ≥
∑

j∈Df∗
i

(

uj − cfj

)

+ max
j∈Ef∗

i

(

uj − cfj

)

, ahol
Df∗

i = argmin
Df

i

∑

j∈Df
i

(

uj − cfj

) et Ef∗
i = argmin

Ef
i

max
j∈Ef

i

(

uj − cfj

)

,à ondition que le nouveau arrivant exluent d'abord les n÷uds interférents, et puis les autresn÷uds font des tentatives d'exlusions de nouveau arrivant en as de besoin.On a proposé un algorithme heuristique (dans l'Algorithme 7) ave des stratégies di�érentesde séletion de bandes de fréquene :
• minimisant des oûts : ette stratégie herhe le plus bas oût attendu basé sur la séletionheuristique de n÷uds ;
• onsiente d'interférene : ne prend en ompte que l'interférene umulée atuelle surhaque bande de fréquene ;
• délibérée : ompte à la fois l'interférene umulée et le reste du budget d'autres n÷uds.Nous avons évalué numériquement le modèle proposé, et nous avons omparé les résultats desstratégies heuristiques dans un exemple simple (Figure 12.3). Le revenu de l'autorité diminue siles n÷uds hangent à la stratégie onsiente d'interférene ou délibérée de la stratégie minimisantdes oûts. Cela est dû à l'éhe des tentatives d'alloation des n÷uds type-4 (DVB-T). Tandis queles n÷uds type-1 (GSM) peuvent obtenir une vie plus longue (Figure 12.3(d)) ave la stratégieonsiente d'interférene, la di�érene est moins observable dans la Figure 12.3(f) malgré lefait que les n÷uds type-4 sont enore plus punis dans e dernier as. Comme les n÷uds tpye-2(UMTS) et type-3 (UWB) expérienent une durée de vie similaire quelle que soit la stratégie deséletion de la bande de fréquene appliquée, la stratégie onsiente d'interférene propose unjuste ompromis entre les revenus et la réussite d'alloation ave es paramètres.



ANNEXE A. SYNTHÈSE EN FRANÇAIS 160Les sénarios des simulations simples nous montrent que le système d'attribution du spetredynamique distribué est une méthode appropriée à l'alloation du spetre e�ae et �exible.A.5 Appliation des résultatsLes résultats de notre reherhe sur les systèmes de sauvegarde à P2P ontiennent à la foisdes résultats théoriques et pratiques. La ombinaison présentée des modèles des théories deouplage et des jeux o�re une nouvelle perspetive dans les problèmes des systèmes distribués. Lesindiateurs de performane dé�nis et la nouvelle approhe de alul de redondanes de donnéespeuvent a�eter d'autres modèles de système de stokage à P2P, pas uniquement des servies desauvegarde. En outre, notre prototype mis en ÷uvre peut servir à la base pour développer desappliations pratiques de sauvegarde. Ces dernières peuvent être ommerialisées et déployéesrapidement sur les appareils des utilisateurs, sur le set-top-boxes d'abonnés des fournisseurs deservie Internet, ou sur des réseaux d'entreprise.L'analyse de l'attribution du spetre donne un aperçu sur les futurs projets potentiels degestion des fréquenes radio. On a montré un modèle de distribution enrihi par des inita-tions ompatibles et ave les objetifs d'assurer l'équité et l'e�aité de l'utilisation du spetre.On a souligné la omplexité algorithmique d'exlusions et de séletion de la bande. Le régimed'attribution et la tari�ation sont onçus pour les partiipants égoïstes, et ils fournissent la�exibilité temporelle et la apaité de réponse rapide et loales à toute variation de la demandede fréquenes.RemeriementsLe travail présenté dans les Setions A.4.1 et A.4.2 a été e�etué à Eureom. Je tiens à remerierPietro Mihiardi et Matteo Dell'Amio pour leur aide. La reherhe démontrée en Setion A.4.3a été réalisée au Laboratoire HSN de l'Université des Tehnologies et Eonomiques de Budapest.Je suis reonnaissant pour les onseils fournis par Attila Vidás.


