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Abstract—Stopping criteria for the iterative decoding of low-
density parity-check codes are considered. For a successful deco-
ding task an inherent stopping criterion is used: the fulfillment of
all parity-check constraints. For an unsuccessful task the decoder
usually completes a preset maximum number of iterations.
Proper iteration control is required to save energy and time
on unnecessary decoder operation when processing undecodable
blocks. In this paper we propose an iteration control policy that
is driven by the combination of two decision metrics. One is the
number of satisfied parity-check constraints and the second one
is provided by a specific message computation kernel: the Self-
Corrected Min-Sum decoding algorithm. Our results show that
this hybrid control policy offers superior performance in terms
of energy efficiency compared to previously proposed techniques.
In addition we show empirically how stopping criteria should be
tuned as a function of false alarm and missed detection rates.

Keywords—LDPC codes; iterative decoding; stopping crite-
rion; early termination

I. INTRODUCTION

Low-density parity-check (LDPC) codes [1] have gained

a lot of interest because of their outstanding error-correction

performance. These codes are currently considered for a

variety of applications, ranging from next generation wireless

communications to magnetic storage. The decoding process

for these codes is typically an iterative one. For a successful

decoding task the fulfillment of all parity-check constraints

is verified, but usually for an unsuccessful task a preset

maximum number of iterations is executed. Early detection of

an undecodable block not only saves energy on unnecessary

decoder operation but may improve the overall latency when

an automatic repeat-request (ARQ) strategy is also in use.

Previously proposed iteration control policies ([2][3][4])

differ on the decision metrics used. These decision metrics

are characterized by their dependence or not upon extraneous

variables that must be estimated. The parameters used within

the decision rule must be tuned to particular scenarios. In the

previous works it has been shown how this tuning essentially

trades off error-correcting performance and the average num-

ber of iterations.

In this work, we identify a decision metric provided by

a specific decoding algorithm, the recently proposed Self-

Corrected Min-Sum algorithm [5]. This algorithm has been

shown to provide quasi-optimal error-correction performance

at very low complexity. We propose to combine two decision

metrics in order to control the iterative decoding task. We

perform comparisons among the previous art and the proposed
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Fig. 1. LDPC code graph example

hybrid control policy in terms of error-correcting performance,

average number of iterations and false alarm rate. The main

advantage our work shows is the energy efficiency of the

proposed policy as it exhibits empirically very low missed

detection rates. Furthermore, we argue that the tuning of

parameters of a stopping rule should be done based upon the

false alarm and missed detection rates performance. The paper

is organized as follows: Section II summarizes LDPC codes

and their iterative decoding. In Section III, we show prior

stopping criteria and the proposed control policy. Section IV

shows simulation results and Section V concludes the paper.

II. LDPC CODES

LDPC codes are linear block codes defined by a sparse

parity-check matrix HM×N . This matrix defines M parity-

check constraints among N code symbols. The code can be

represented by a bipartite graph, where columns of H are

mapped to variable nodes and rows are mapped to check

nodes. The nonzero elements in H define the graph connec-

tivity. Figure 1 shows an example matrix (non-sparse) and the

code graph representation.

LDPC codes can be decoded by an iterative message-

passing algorithm [6] where check nodes and variable nodes

exchange extrinsic reliability values associated with each code

symbol. The decoding task is stopped once all parity-check

constraints are fulfilled:

H · cT = S = 0 (1)

where c is a codeword and S is called the syndrome. If

S 6= 0 then the decoder completes a maximum number of

iterations.

The computational complexity of the decoding task resides

in the operation performed at the check nodes of the code

graph, indeed it is in here where the tradeoff between error-

correcting performance and complexity takes place. Optimal

message computation is performed by the Sum-Product algo-

rithm [6] at the expense of high complexity. The Min-Sum



(MS) algorithm [7] performs a sub-optimal message com-

putation at reduced complexity. Several correction methods

have been proposed to recover the performance loss of the

MS algorithm by downscaling the messages computed using

a normalization or an offset value, [7]. It has been argued

recently in [5] that the sub-optimality of MS decoding is not

due to the overestimation of the check node messages, but

instead to the loss of the symmetric Gaussian distribution of

these messages. This symmetry can be recovered by eliminat-

ing unreliable variable node messages or cleaning the inputs

of the check node operation. By doing so, [5] introduces the

Self-Corrected MS (SCMS) decoding, which exhibits quasi-

optimal error-correcting performance. An input to the check

node operation is identified as unreliable if it has changed its

sign with respect to the previous iteration. Unreliable messages

are erased and are no longer propagated along the code graph.

Because of its outstanding error-correcting performance and

low complexity we looked closely at the behavior of the SCMS

decoding in order to assist the early detection of undecodable

blocks.

III. STOPPING CRITERIA

Iterative decoding algorithms are inherently dynamic since

the number of iterations depends upon several factors. Proper

iteration control policies should identify decodable and un-

decodable blocks in order to improve on energy expendi-

ture and overall task latency. Convergence of a codeword is

detected by verifying equation (1) (syndrome check) while

non-convergence is usually detected by completing a preset

maximum number of iterations.

A. Prior Art

Several works have proposed stopping criteria for the ite-

rative decoding of LDPC codes. The authors in [8] proposed

a termination criterion that detects so-called soft-word cycles,

where the decoder is trapped in a continuous repetition with-

out concluding in a codeword. This is achieved by storing

and comparing the soft-words generated after each decoding

iteration. This is carried out by means of content-addressable

memories. This criterion saves on average iterations but clearly

introduces storage elements.

In [2] a stopping criterion was proposed based upon the

monitoring of the variable node reliability (VNR), defined as

the sum of the magnitudes of the variable node messages.

This decision rule stops the decoding process if the VNR

does not change or decreases within two successive iterations.

This comes from the observation that a monotonic increasing

behavior is expected from the VNR of a block achieving

convergence. The criterion is switched off once the VNR

passes a threshold value that is channel dependent.

The criterion proposed in [9] is similar to the one in

[2], it monitors the convergence of the mean magnitude of

the variable node reliabilities. The decision rule uses two

parameters tuned by simulations that are claimed to be channel

independent.

The authors in [3] proposed a criterion that uses the number

of satisfied parity-check constraints as the decision metric.

Given the syndrome S = [s1, s2, . . . , sM ]T , the number of

satisfied constraints at iteration l is:

N l
spc = M −

M∑

m=1

sm (2)

The decision rule monitors the behavior of this metric,

tracking the increments and their magnitudes as well as the

persistence of such behavior. In this rule three threshold values

are used, all claimed to be channel independent.

A similar scheme was presented in [4] as it monitors the

summation of the checksums of all parity-checks. This is

indeed the complement of the decision metric used in [3].

The decision rule monitors this metric and uses two threshold

values that are dependent upon signal-to-noise ratio (SNR) to

make a decision.

The above control policies have been derived based upon

the observation of the characteristic behavior shown by a par-

ticular decision metric within the decoding task. The decision

metrics used by these control policies are characterized by

their dependence or not upon extraneous variables. Estimating

these variables (e.g., SNR) raises the implementation effort.

In Section IV we show empirically how the tuning of the

parameters used for a decision rule essentially trades off the

false alarm rate and missed detection rate of undecodable

blocks.

B. Proposed Control Policy

SCMS decoding introduces the concept of erased messages,

messages which are deemed useless and are discarded after

each decoding iteration. A formal treatment behind the con-

cept of erased messages can be found in [5], but intuitively

the number of messages erased per iteration provides some

measure on the reliability (convergence) of the decoding task.

For example, the less messages erased the more reliable the

decoding task. Through simulations we observed the total

number of erased messages per iteration to indentify the

possibility to detect earlier an unsuccesful decoding task and

also convergence. In the case of an undecodable block the

number of erased messages fluctuates around a mean value

(dependent upon the SNR), whereas for a decodable block

this metric approaches zero relatively fast. In Figure 2 we

show how the percentage of erased messages evolves with

each decoding iteration for an instance of a decodable and an

undecodable block. This corresponds to the decoding of the

code defined in [10] with codeword length 1944 and coding

rate 1/2 over the AWGN channel with QPSK modulation, with

a maximum of 60 decoding iterations at Eb/N0 = 1dB.

By detecting the characteristic monotonic decreasing beha-

vior of the total number of erased messages when the decoder

enters a convergence state, it is possible to save energy on

potential undecodable blocks. The erased messages metric

follows the cumulative quality of the arguments for the parity-

check constraints, allowing in fact to observe the dynamics and

evolution of the decoding process with fine granularity.
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Fig. 2. Percentage of erased messages
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Fig. 3. Average iterations for stopping rules

In Figure 3 we show the average number of decoding

iterations as a function of SNR for the same simulation

scenario of Figure 2 for several stopping rules:

1) Syndrome check verification.

2) Erased messages metric. Decoding is halted when either

the number of erased messages equals zero or a non-

convergence condition is satisfied. For nonconvergence

detection we allow only a fixed number of increments

of this metric.

3) Genie. An ideal stopping rule with foreknowledge of the

transmitted block, in this case decoding would not even

start on an undecodable block.

The syndrome check and the genie criteria correspond to

the empirical bounds of any valid stopping rule. From Figure

3 it is clear that the number of erased messages may be used

as a decision metric to detect earlier undecodable blocks,

but indeed is not suitable to detect early convergence as

the absence of erased messages within an iteration is not a

necessary condition for convergence.

From these observations we use the erased messages metric

to detect an undecodable block and the syndrome check for

decodable blocks. We propose a stopping rule that follows the

evolution of the total number of erased messages by counting

the increments of this metric and halting the decoding task

once the number of increments exceeds a given threshold T .

This threshold is a static parameter that essentially trades error-

correcting performance and the average number of iterations.

Algorithm 1 outlines the proposed decision rule.

Algorithm 1 Stopping Criterion - SCMS

ǫm: number of erased messages in row m
M : set of check nodes

fs: boolean function for syndrome check, equation (1)

count← 0; Sl
ǫ ← 0

for all iterations 1 < l ≤ iterationsmax do

for all rows m ∈M do

Decode row m
Sl

ǫ ← Sl
ǫ + ǫm

end for

if (fs) then

Halt decoding (convergence)

end if

if (Sl
ǫ > Sl−1

ǫ ) then

count← count + 1
end if

if (count > T ) then

Halt decoding (non-convergence)

end if

end for

Due to space limitations we do not show the comparison

between the rule in Algorithm 1 and the previous art, never-

theless we outline the rationale behind the idea of combining

two decision metrics for a control policy. The objective of

a stopping criterion can be formulated as the detection of

an undecodable block. Thus the possible outcomes of such

criterion may be a hit, a false alarm and a missed detection. A

false alarm corresponds to the halting of the decoding task that

would have been successful in the absence of such stopping

rule. This indeed generates unnecessary retransmissions in

ARQ protocols. On the other hand a missed detection repre-

sents useless energy expenditure and an unnecessary delay to

request a retransmission. Even though any stopping criteria

can be tuned to make arbitrarily small the average number

of iterations this has an impact on the false alarm rate. In

[3] the authors showed empirically how the average number

of iterations and the false alarm rate are complementary. We

investigated further by looking at the missed detection rate, as

this indeed can provide hints into a criterion’s efficiency. Our

results showed that the stopping rule in Algorithm 1 exhibits

a very low missed detection rate in relation to [3] and [2].

For this reason we propose to enhance the performance of the

previous rules by adding the number of erased messages per

iteration as another decision metric on a SCMS-based LDPC

decoder. Figure 4 shows the proposed hybrid iteration control

system.

We selected the number of parity-check constraints metric

([3]) as it offers less computational complexity than the VNR

metric ([2]), Table I compares the cited stopping rules along
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TABLE I
COMPLEXITY OF DECISION RULES

Criterion
Operations Tuning

Data Type
Compare Add Parameters

Shin [3] 3 M+3 3 Integer

Kienle [2] 1 N 1 Real

Algorithm 1 2 M+2 1 Integer

with Algorithm 1. The number of operations is given as a func-

tion of the dimensions of the parity-check matrix. N is usually

much larger than M (e.g., twice for a rate 1/2 code), this

means that on the number of calculations alone the criterion by

Kienle is the most complex one. Furthermore, the type of data

used by this criterion requires full resolution real quantities,

this indeed imposes a more complex datapath (within a VLSI

implementation) when compared to the proposed criterion and

the one by Shin.

Therefore by observing the performance (error-correction,

average iterations, false alarm and missed detection rates) of

the mentioned stopping criteria we propose the hybrid iteration

control policy for SCMS-based LDPC decoders such that two

decision metrics are monitored in order to detect decodable

and undecodable blocks. Even though it is possible to monitor

all previously proposed decision metrics we found out that the

erased messages metric provides the most effective detection

for undecodable blocks (in the sense of exhibiting the lowest

missed detection rate). In the next section, we provide results

when utilizing the hybrid technique by using both Algorithm

1 and the criterion in [3] embodied as in Figure 4.

IV. RESULTS AND CRITERIA COMPARISON

All stopping criteria can reduce the average number of ite-

rations depending upon the tuning of the decision parameters

used within their control policy. This has consequences of

different aspects that are worth investigating. In the following

we tune the stopping criteria by [3] and [2] along with the pro-

posed hybrid control to be used in the SCMS decoding within

the simulation scenario described in the previous section.

Figure 5 shows the simulated error-correcting performance

(bit error rate, BER) for the tested criteria. The stopping

criteria can be tuned to be close in performance, for the

case of the criterion in [3] (Shin) the parameters used were

θd = 6, θmax = 4 and θspc = 825; for the criterion in

[2] (Kienle) MB = 16 was used. The hybrid criterion uses

T = 22 and the same setup just mentioned for [3].

Figure 6 shows the average number of iterations for the

stopping criteria. The syndrome check and the genie are once

again provided to observe the achievable empirical bounds.
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Fig. 5. Error-correcting performance for stopping criteria
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Fig. 6. Average iterations for stopping criteria

Here the tradeoff between average interations and performance

loss is evident. From these figures the criterion by Kienle

shows an advantage for less number of iterations for the

low SNR region with the smallest performance loss, but this

criterion shows the highest false alarm rate (FAR) on the same

SNR region.

In Figure 7 we show the FAR of the simulated stopping

criteria. This is a relevant figure of merit since the stopping

mechanism on its own can be responsible for unnecessary

retransmissions. We can observe how the criterion by Kienle

shows less false alarms on the high SNR region, this is due

to the inherent threshold that is used within this criterion to

disable the stopping rule, but on the other hand this criterion

shows the highest false alarm rate for the low SNR region.

The comparison between the proposed criterion and the one

by Shin is much closer and indeed can be tuned to have a

similar performance.

So far we can observe that the criterion by Kienle in the low

SNR region exhibits the lowest average number of iterations

but leads to the highest number of retransmissions. In general

the FAR of these criteria is relatively close, so we proceed

to investigate their missed detection performance. Indeed the

missed detection rate (MDR) can provide further insights into

which criterion is actually saving energy without incurring into
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Fig. 7. False alarm rate of stopping criteria
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Fig. 8. Miss rate of stopping criteria

any penalty. Figure 8 shows the MDR for the investigated

criteria. The criterion by Kienle performs better than Shin for

the low SNR region, but this no longer holds as the SNR

increases. The most relevant result is that the proposed hybrid

criterion achieved a MDR at least one order of magnitude less

than the best of the other ones.

The performance for each stopping criterion depends upon

the tuning of the decision-making parameters. In Figure 9

we show the FAR and MDR for different choices of tuning

parameters that result in different average number of itera-

tions. These results are from the same simulated scenario

for Eb/N0 = 1dB. From this we can observe the tradeoff

involving FAR and the average number of iterations for all

criteria. In general the criteria can reduce the average number

of iterations but this would result in a higher FAR, this tradeoff

must be selected based upon the particular target application

(required throughput and allowable retransmissions). Further-

more we can observe the relationship between MDR and

average number of iterations. In this respect the proposed

criterion exhibits the best performance. From this figure we

can see how a proper tuning of the parameters for a decision

rule must consider the relationship between FAR and MDR.

FAR refers to the penalty risk introduced by the stopping rule,

whereas MDR refers to how effective the stopping rule is for
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detecting undecodable blocks.

V. CONCLUSION

We have presented a stopping criterion for the iterative

decoding of LDPC codes based upon the combination of

two decision metrics that follow the convergence behavior

of the decoding task. Motivated by the quasi-optimal error-

correcting performance of the SCMS decoding kernel, we

enhanced the performance of the previous art by adding the

number of erased messages per iteration as a second decision

metric for proper iteration control. We achieved a notorious

decrease in the average number of missed detections for the

iteration control policy, making it the best choice in terms of

energy efficiency. Furthermore, we showed empirically how

the proper tuning of stopping criteria should consider both

FAR and MDR in order to accurately assess their performance.
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