
A SPEAKER TRACKING SYSTEM BASED ON SPEAKER TURN DETECTION

FOR NIST EVALUATION

Jean-Fran�cois Bonastre1, Perrine Delacourt2�, Corinne Fredouille1,

Teva Merlin1y, Christian Wellekens2

1 LIA/CERI Universit�e d'Avignon, France

fjean-francois.bonastre,corinne.fredouille,teva.merling@lia.univ-avignon.fr
2 Institut Eur�ecom, Sophia Antipolis, France

fperrine.delacourt,christian.wellekensg@eurecom.fr

ABSTRACT

A speaker tracking system (STS) is built by using suc-
cessively a speaker change detector and a speaker veri-
�cation system. The aim of the STS is to �nd in a con-
versation between several persons (some of them hav-
ing already enrolled and other being totally unknown)
target speakers chosen in a set of enrolled users. In a
�rst step, speech is segmented into homogeneous seg-
ments containing only one speaker, without any use of
a priori knowledge about speakers. Then, the result-
ing segments are checked to belong to one of the target
speakers. The system has been used in a NIST evalu-
ation test with satisfactory results.

1. INTRODUCTION

Speaker tracking is an important issue in multimedia
applications requiring analysis of spoken documents.
An important problem is to detect where a given speaker
is intervening in a discussion. In this paper, we propose
a Speaker Tracking System (STS) which consists in two
main steps. First, a speaker segmentation process de-
tects all speaker changes. This process works with no
use of a priori knowledge about the sought speakers.
Then, after segmentation, a classical speaker veri�ca-
tion system is applied on each segment to determine
whether it has been uttered by the target speaker, for
which a model is available from previous enrollments.
This approach can be seen as a speaker spotting tech-
nique since some speakers in the analyzed documents
could be unknown from the speaker veri�cation because
they had never showed up in previous recorded sessions:
for instance a well known politician can be tracked in
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a discussion with several unidenti�ed persons. Politi-
cian's model has been created earlier from available
discourses while the laymen have never enrolled.

A simple and e�cient Speaker Tracking System is
built from better and better mastered techniques as
speaker segmentation and speaker veri�cation. It has
been tested during the NIST-1999 evaluation campaign
1. The test consisted in detecting in a conversation
between two speakers, one called target speaker being
enrolled, the contributions of the target speaker. In
our system, no use was made of the number of di�erent
speakers (only 2 in the NIST evaluation).

Figure 1 shows our STS. It is divided into three
functional blocks. The �rst one is a front-end pro-
cessing and corresponds to the standard ELISA con-
sortium2 parameterization module ([3]). The second
block consists in segmenting the parameterized signal
in homogeneous portions containing utterances of a sin-
gle speaker. This part will be fully detailed in section
2. Then, the resulting segments are used in the veri�-
cation module which constitutes the third block: ver-
i�cation decision is taken on each segment. This pro-
cess will be described in section 3. Section 4 presents
and comments the experiments. Finally, concluding re-
marks and possible tracks to improve our system are
given in section 5.

2. FRONT-END SEGMENTATION

The use of a front-end segmentation before the veri�-
cation process relies on the assumption that a speaker
veri�cation score is more reliable when it is computed

1http://www.itl.nist.gov/iaui/894.01/test.htm
2The ELISA consortium is composed of European research

laboratories working on a shared reference platform for the eval-

uation of speaker recognition systems. These labs are: ENST

(France), EPFL (Switzerland), IDIAP (Switzerland), IRISA

(France), LIA (France), RIMO | Rice (USA) and Mons (Bel-

gium) |, RMA (Belgium), VUTBR (Czech Republic).
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Figure 1: Our Speaker Tracking System

on a large number of frames (acoustic vectors) than on
a few frames (see for example [8]). Thus, the goal of
the front-end segmentation is to split a parameterized
signal into speaker homogeneous segments: the result-
ing segments should be related to a single speaker and
as long as possible. The speaker-based segmentation
is performed without speaker models. It relies on the
detection of speaker turns in the parameterized signal
(the target speaker model is not used in this step).

2.1. Detection of one speaker turn

Given two adjacent portions of parameterized signal
(sequences of acoustic vectors) X1 = fx1; :::; xig and
X2 = fxi+1; :::; xNX g, we consider the following hy-
pothesis test for a speaker turn at time i:
�H0: both portions are generated by the same speaker.
Then the reunion of both portions is modeled by a
multi-Gaussian process X = X1 [ X2 � N (�X ;�X )
�H1: each portion is pronounced by a di�erent speaker.
Then each portion is modeled by a multi-Gaussian pro-
cess X1 � N (�X1

;�X1
) and X2 � N (�X2

;�X2
)

The Generalized Likelihood Ratio (GLR) between
the hypothesis H0 and H1 is de�ned by:

R =
L(X ;N (�X ;�X )

L(X1;N (�X1
;�X1

):L(X2;N (�X2
;�X2

)

The GLR has been used in [6, 7] for speaker veri�cation
and has proved its e�ciency. The distance dR is com-
puted from the logarithm of the previous expression:
dR = � logR.

A high value of R (i.e. a low value of dR) signi�es
that the one multi-Gaussian modeling (hypothesis H0)
�ts best the data. By contrast, a low value of R (i.e.
a high value of dR) indicates that the hypothesis H1

should be preferred so that a speaker turn is detected
at time i.

2.2. Detection of all speaker turns

The distance dR is computed for a pair of adjacent por-
tions (windows) of the same size (about 2s), and the
windows are then shifted by a �xed step (about 0.1s)
along the whole parameterized speech signal. This pro-
cess (see �gure 2) gives as output the graph of distance
with relation to time which is smoothed by a low-pass
�ltering operation. Since high values of dR correspond
to speaker turns, all the \signi�cant" local maxima are
searched. A local maximum is regarded as \signi�can-
t" when the di�erences between its value and those of
the minima surrounding it are above a certain thresh-
old (calculated as a fraction of the variance of the dis-
tance distribution), and when there is no higher lo-
cal maximum in its vicinity. This detection method
is detailed in [1]. Since a missed detection (an actual
speaker turn has not been detected) is more severe for
the veri�cation process than a false alarm (a speaker
turn has been detected although it does not exist), pa-
rameters involved in the speaker turn detection have
been tuned to avoid missed detection to the detriment
of false alarms. Thus, the parameterized signal is likely
over-segmented (utterances of a given speaker are split
into several segments).
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3. SPEAKER VERIFICATION

Speaker veri�cation has to be carried out on each of the
segments resulting from the speaker turn detection, to
detect which ones belong to the target speaker.

In order to minimize channel-related perturbations,
Cepstral Mean Normalization (CMN) is applied to the
feature vectors before the speaker veri�cation process.
The front-end segmentation allows this to be done on
a segment-per-segment basis during the test phase, to
reect the fact that the various speakers may use dif-
ferent channels.

3.1. Speaker modeling

Speaker model training relies on the EM (Expectation-
Maximization [2]) algorithm to estimate Gaussian Mix-
ture Models (GMM [10]). Let x be a p-dimensional
feature vector of speech signal uttered by speaker Xs,
the mixture density is de�ned as:

p(xjXs) =

MX

i=1

p
i

s
N (x; �i

s
;�si)

where pi
s
and N (x; �i

s
;�si) are the mixture weights

which satisfy constraint
P
M

i=1
p
i

s
= 1 and the i-th uni-

modal gaussian density, summarized by mean vector
�
i

s and covariance matrix �is.
In this paper, the gaussian mixtures are made of 16
components, for which full covariancematrices are used.

3.2. Similarity measure computation

This speaker veri�cation system is based on a \block-
segmental" approach ([5]). The speech signal is �rst
split into short temporal blocks of �xed length (0.3 sec-
ond) on which a similarity measure is computed (blocks
located on segment boundaries are taken into account
within the segment to which they belong most).

Normalization is applied on the similarity measures
in order to cope with variability problems such as mes-
sage content, noise and degradation due to signal record-
ings and transmission channels, and mismatch across
training and testing conditions.

The normalization method combines two techniques
classically used for speaker veri�cation [4][5]:
� First, a classical world model-based likelihood ratio
is computed for each block.
� Then, a Maximum A Posteriori (MAP) normalization
is applied to the similarity ratios. Therefore, the nor-
malized similarity measure for a block refers to the a
posteriori probability of recognizing the target speaker.

Combination of the two techniques allows to learn a
normalization function on a separate data set (of small

size, thanks to the world model-based normalization),
with no use of the target speaker model during the test
phase.

3.3. Decision strategy

The �nal step of the speaker veri�cation process con-
sists in merging the block scores for each segment, to
yield a segment score upon which to take a decision. A
simple arithmetical mean is used here. Finally, in order
to decide whether to attribute the segment to the target
speaker, the merged score is compared to a threshold
| which has been learned using a separate data set,
and optimized for segment durations of 3 seconds.

4. EXPERIMENTS

4.1. Databases and parameterization

The data we used to assess our system consists in a sub-
set of Switchboard II corpus used for the NIST/NSA 99
speaker veri�cation campaign. This data set is made
up of 230 male and 309 female speakers. The train-
ing material consists of two minutes of speech recorded
over two sessions.

The various data sets used for system tuning are
de�ned by the ELISA consortium [3]. The one used
for the gender-dependent world model training is ex-
tracted from data of the NIST/NSA 98 speaker veri-
�cation campaign. It is composed of recordings of 30
second long speech signal uttered by 100 male and 100
female speakers. Besides, a separate development data
set made up of 100 male and 100 female speakers is
used for the normalization function learning (see sec-
tion 3.2).

Our STS has been experimented through 4000 trials
of about one minute of speech signal each.

The speech signal has been represented, every 10ms,
by 16 cepstrum coe�cients derived from �lter bank
analysis (see [3]).

4.2. Assessment protocols

To assess our system in the framework of the NIST
evaluations, two rates are computed: the false accep-
tance rate, which is the percentage of 10ms-blocks im-
properly attributed to the target speaker, and the false
reject rate, which is the percentage of 10ms-blocks ut-
tered by the target speaker and rejected by the system.
These 10ms-blocks correspond to our acoustic vectors.

4.3. Results and comments

Figure 3 shows, in the form of DET curves, the results
obtained by the various speaker tracking systems par-
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Figure 3: DET curves of the various STS participating
to the NIST/NSA 99 evaluation campaign.

ticipating to the NIST/NSA 99 evaluation campaign.

The results obtained by our STS may be consid-
ered as correct, in view of the high complexity of the
speaker tracking task and the low complexity of our
architecture.

All the systems appear to have comparable perfor-
mance. However, it has to be noticed that the assess-
ment method does not favor the STS based on segment
detection. Indeed, a shift of a segment boundary as mi-
nor as 10ms is considered as a false detection.

5. CONCLUSION

The proposed system makes use of two standard tools
for speech signal analysis (speaker change detector and
speaker veri�cator) and demonstrates good results at
least equivalent to other more sophisticated systems
at the NIST evaluation campaign. These encouraging
results demonstrate the quality of both parts of the
system which can also be used separately for building
other applications. Several improvements are contem-
plated; �rst, the knowledge of a target speaker model
can be taken into account at the segmentation level.
Second, an improvement could be to turn local deci-
sion (on isolated segments) to a global decision on a
set of segments that have been clustered at the end of
the segmentation step.

Experiments should be conducted on multi-speaker

tracking, where this system should perform quite well.
A better adaptation to the speci�c conditions of the
NIST campaign may also be realized by integrating the
knowledge of the number of intervening speakers into
the segmentation process.

This application, less traditional than simple speaker
veri�cation, contributes to the toolbox required to pro-
cess speech signal as well as text or any other medium
for multimedia document processing (indexing, editor-
ing, semantic analysis,. . . ).
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