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Abstract. This paper describes an identification and authentication protocol for
RFID tags with two contributions aiming at enhancing the security and privacy of
RFID based systems. First, we assume that some of the serversstoring the infor-
mation related to the tags can be compromised. In order to protect the tags from
potentially malicious servers, we devise a technique that makes RFID identifi-
cation server-dependent, providing a different unique secret key shared by each
pair of tag and server. The proposed solution requires the tag to store only a sin-
gle secret key, regardless of the number of servers, thus fitting the constraints on
tag’s memory. Second, we provide a probabilistic tag identification scheme that
requires the server to perform simple bitwise operations, thus speeding up the
identification process. The proposed tag identification protocol assures privacy,
mutual authentication and resilience to both DoS and replayattacks. Finally, each
of the two schemes described in this paper can be independently implemented to
enhance the security of existing RFID protocols.

1 Introduction

Radio Frequency IDentification (RFID) is a technology for automated identification of
objects and people. An RFID device, also known astag, is a small microchip designed
for wireless data transmission. It is generally attached toan antenna in a package that
resembles an ordinary adhesive sticker. The applications of RFID ranges from cattle
monitoring to e-passport [1].

The other components of an RFID system are readers and servers. A reader is a
device querying tags for identification information, whileall information about tags
(ID, assigned keys, etc.) are maintained on servers. A server can be assigned multiple
readers; in this case it only engages in communication with its constituent readers. It is
generally assumed to have a single logical server that mightresolve to multiple physi-
cally replicated servers. All communications between server and readers is assumed to
be over private and authentic channels. Both readers and server do not suffer of con-
straints on power, processing, memory, and bandwidth.



Furthermore, based on a widely agreed assumption, servers,readers and the link
between them are assumed to be trusted in that only the tags and the communication
channel between the tag and the readers are assumed to be potentially vulnerable to
malicious attacks [1,2]. In this paper we relax this hypothesis by assuming a more gen-
eral setting whereby tags, servers and readers can be subject to malicious attacks. In
that context, we focus on the problem of tag identification bymultiple servers that are
either replicas of the same logical server or different servers governed by independent
authorities like in the case of electronic passports. As a result of the relaxed security hy-
pothesis, the new requirement in this setting is to cope withthe compromise of servers.
Apart from the obvious need to perform mutual authentication, as opposed to one-way
authentication of the tag by the server, server compromise calls for new measures to pre-
vent possible attacks originating from the leakage of secrets stored in the compromised
server’s authentication database. For instance, based on most existing tag authentica-
tion protocols, using the entries of a compromised server’sauthentication database, the
attacker can fabricate duplicate tags (i.e. e-passports).The first contribution of this pa-
per is an information confinement technique aiming at keeping the impact of server
compromise limited. Thanks to this technique, the compromise of a server does not af-
fect the authentication of any tag by other servers, be they replicas of the same logical
server or different servers. A simple solution for confinement could consist of having
each tag and server pair share a unique set of secrets. However, this solution would
not be suitable with the memory constraints of RFID tags since with m servers, each
RFID tag would have to storem pieces of information. The solution proposed in this
paper requires the RFID tag to store a single secret key for all servers yet assuring the
confinement property in case of server compromise.

Another challenging issue that affects the RFID systems is the responsiveness of
the server during tag identification. It is usually the case that the server needs to search
its DB of locally stored keys and to perform a cryptographic operation on each of these
keys in order to identify the tag. In some scenarios the cost and the time required to
identify a tag can be prohibitive due to the total number of tags that can potentially
interact with the same server. Existing proposals for RFID identification try to reduce
the complexity of the search operation performed by the server without requiring the
tag to perform costly operations. Along the same lines, the second contribution of this
paper is an efficient identification technique based on a probabilistic mechanism for the
server to identify the tag that requires both the tag and the server to perform only bitwise
operations. Through a three-way handshake protocol this identification technique also
achieves mutual authentication, as well as resilience against DoS and replay attacks.
Moreover, the proposed identification technique is shown topreserve the privacy of the
tag. Finally, note that either of the two contributions can be independently incorporated
into existing protocols.

The sequel of the paper is structured as follows: next section introduces the re-
lated work; Section 3 outlines the system assumptions and Section 4 presents a mutual
authentication protocol incorporating the confinement andprobabilistic identification
techniques, while Section 5 is devoted to the security evaluation and overhead analysis
of this protocol. Finally, in Section 6 we expose some concluding remarks.
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2 Related work

A standard approach to provide security in RFID protocols [3,4] consists of using a
unique key for each tag such that only the verifier (server) knows all the keys. This
approach suffers from an expensive time complexity on the server side. Indeed, because
only symmetric cryptographic functions can be used, the server needs to explore its
entire database in order to retrieve the identity of the tag it is interacting with. Ifn is
the number of tags managed by the server,O(n) cryptographic operations are required
in order to identify one tag. The advantage of the server overan adversary is that the
server knows in which subset of identifiers it needs to searchwhile the adversary has to
explore the full range of identifiers.

In [3] a proposal that requires justlogδ n interactions between the server and a tag
for the server to identify the tag is proposed. However, thisapproach requireslogδ keys
to be stored on each tag and in [5] it has been proved that this technique weakens the
privacy when an adversary is able to tamper with at least one tag. Further, the more tags
an adversary tampers with, the more privacy is exposed.

A general solution, also adopted in [2,4] is to employ hash chains to allow tag
identification and mutual authentication between the tag and the server. However, note
that the hash chain length corresponds to the lifetime of thetag, which must be therefore
stated in advance, leading to a waste of memory on the server side. Moreover, as the
same author of [2] recognizes, this solution is prone to DoS attack, in that an adversary
can easily exhaust the hash chain via reading attempts.

In [5,6] the authors optimizes a technique originally proposed in [7]. This technique
allows to trade-off between time and the memory required on the reader. In particular,
the timeT required to invert any given value in a set ofN outputs of a one-way func-
tion h(◦) with the help ofM units of memory isT = N2γ/M2, whereγ is a factor
(usually a small one:< 10) to account for success probability. However, note that the
technique is still prone to DoS attack and requires more computations on the server
side. Leveraging this idea, in [8] the authors propose a new RFID identification proto-
col —RIPP-FS— that enforces privacy and forward secrecy, aswell as resilience to a
specific DoS attack, where the goal of the adversary is to force the tag to overuse the
hash chain that has a finite length originally set to last for the tag’s expected lifetime.

Aforementioned solutions assume that servers are trusted and cannot be compro-
mised. The first requirement raised by relaxing this hypothesis is for mutual authentica-
tion. An interesting solution to mutual authentication is exposed in [9]: the authors are
inspired by the work in [10] to introduce theHB+ protocol, a novel, symmetric au-
thentication protocol with a simple, low-cost implementation. The security of the HB+
protocol against active adversaries is proved and based on the hardness of the Learning
Parity with Noise (LPN) problem. The protocol is based onr rounds, wherer is the
security parameter, and each round requires: the tag and theserver to send a message
of |ℓ| bits to each other, where|ℓ| is the key length; to perform two inner product over
terms of |ℓ| bits. A further work [11] showed the vulnerability of the HB+protocol
against a man in the middle (MIM) attack. A fix to the MIM attackHB+ was subject to
was proposed in [12], through the HB++ protocol. Furthermore, HB++ was proven in
[13] to be subject to a particular attack in which the adversary could gain knowledge of
the private key of the tag, hence jeopardizing the authentication mechanism.
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3 System assumptions/model

The components of the system are: tags, readers and key distribution centers (KDCs).
KDCs represent the authorities ruling over a set of tags. Each KDC generates a unique
key ki for every tagtagi that is under its jurisdiction and securely stores it in the tag.
The KDC also provides each readerreaderj that is authorized to identify a tagtagi

that is under its jurisdiction with a derived tag identification key ki,j along with the
identifierIDi of the tag. Each tag can thus be identified by one or several readers based
on the derived tag identification keys distributed by the KDC. Each reader keeps in a
secure key database (KDB) the set of derived tag identification keys and identifiers of
the tags it is authorized to identify. It should be noted thatin this model a reader can
be associated with more than one KDC or be able to identify tags issued by several
authorities.

Each tag has the capability to run a pseudo random number generator (PRNG)
and a secure hash functionh(◦), as assumed in literature [2,3,5]. The KDC assigns
a unique keyki to tagi. The derived tag identification keyki,j will be generated by
the KDC during the initialization ofreaderj ’s KDB, based on the expressionki,j =
h(ki||readerj ||ki), where′′||′′ denotes concatenation. In the following we will assume
the KDB to hostn entries andKDB[g] to return the keykg,j .

4 The protocol

This section presents first the protocol through which the confinement and probabilistic
identification techniques are implemented. Further details are then provided on the mu-
tual authentication and the lookup process that is the underpinning of the probabilistic
identification technique.

4.1 Overview of the solution

Our proposal for tag identification and mutual authentication is based on a simple three-
way handshake, as depicted in Figure 1. In the first flow, the reader sends a challenge
and its identity to the tag. The tag replies with a response message computed based on
its secret key, the identity of the reader, the challenge anda set of locally generated
pseudo random numbers. The reader retrieves the identity ofthe tag through a lookup
in its local database. If the lookup succeeds, the reader hasauthenticated the tag. The
last flow of the protocol allows the tag to authenticate the reader. The main idea of our
solution for information confinement is a reader-dependentidentification mechanism
that allows each reader (or the server to which the reader is connected to) to identify
and authenticate a tag based on some long-term secret (ki,j) that is different on each
server whereas each tag keeps a unique secret identificationkey (ki) for all readers.
During the identification process each tag generates a temporary reader-dependent se-
cret based on the identifierIDj of the reader it is communicating with and its unique
secret identification keyki, computingki,j = h(ki||IDj ||ki). The advantages of the
reader-dependent mechanism are twofold:
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– confinement of exposure: compromise of the long term secretsat a reader does not
threaten the integrity of the identification by other readers.

– selective reader access or non-transferable tag identification capability: the set of
readers authorized to perform tag identification can be controlled based on each
reader’s identity. Since the long-term identification secret for a tag is tightly bound
with each reader’s id, the identification capability cannotbe transferred among
readers with different identities and the set of tags each reader is authorized to
identify can be determined based on the set-up of long-term identification keys.

Another innovative feature of our proposal is the efficiencyof the lookup process.
Based on the response message transmitted by the tag, the reader searches the matching
entry of its database (if any) by iterative elimination of the entries that cannot match
with the entry it is looking for. The response message includes a series of verification
values (α1, . . . , αq) computed under the keyki,j associated with the tag and the reader.
Each verification value allows the reader to eliminate aboutone half of theactiveen-
tries in the KDB — where an active entry is an entry that has notbeen eliminated yet.
By subsequently eliminating active entries at each step, the reader achieves the iden-
tification of the tag. Unlike other solutions whereby each step of the lookup process
requires encryption or hashing, the lookup process we provide is efficient in that it re-
quiresO(n log n) bit-wise operations (wheren is the number of tags) and only uses
simple comparison of memory cells.

α1, . . . αq, V, ω

IDj , nj

ReaderjTagi

h(ki,j||r1||ki,j)

Fig. 1. The proposed protocol

4.2 Lookup Process

The lookup process allows the reader to identify the tag based on the following mes-
sages sent by the tag in the second flow of the protocol:< α1, . . . , αq, V, w >, where
ω = h(ki,j ||nj ||r1||ki,j), V is a bit vector of lengthq and, forp ∈ [1 . . . q], it holds:

αp = ki,j ⊕ rp (1)

V [p] = DPM(rp) (2)
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where the valuerp is the result of the invocation of the PRNG. Note that the bit length
of rp andki,j is the same, that is|ki,j | = |rp| = ℓ, andrp[i] denotes theith bit of the bit
vectorrp. In the following we assume, without losing of generality, thatℓ is a multiple
of 3. The functionDPM : {0, 1}ℓ → {0, 1} is defined as follows:

DPM(rp) = P (M(S1), . . . , M(Sℓ/3))

where eachSi accounts for a triplet of bits ofrp as follows:

Si =< rp[3i − 2], rp[3i − 1], rp[3i] >, i = 1, . . . , ℓ/3

the functionM : {0, 1}3 → {0, 1} is the simplemajority function, indicating whether
its input has more 1s than 0s or viceversa:

M(b1, b2, b3) = (b1 ∧ b2) ∨ (b1 ∧ b3) ∨ (b2 ∧ b3)

andP : {0, 1}ℓ/3 → {0, 1} is the standard parity function; that is, givenT ∈ {0, 1}ℓ/3,
it holds:

P (T ) =

ℓ/3
⊕

i=1

T [i].

For each valueαp (p ∈ [1, . . . q]) transmitted by the tag, the reader will perform a
check for each of its active entries. Let us focus on thegth entry of the KDB and assume
it is active; the following check will be performed:

1. computer′ = KDB[g]⊕ αp;
2. check ifDPM(r′) = V [p].

If the check fails, thegth entry is discarded and the next entry of the KDB, if
any, is examined. However, if the check succeeds, the current entry of KDB cannot
be discarded. Indeed, ifKDB[g] is the actual entry associated with the tag, that is, if
KDB[g] = ki,j , the check will succeed by construction. On the other hand, if the check
fails, the current entry definitely cannot be the one associated with the tag. Finally, note
that for eachαp on the average one half of the active entries are eliminated.A thorough
analysis of the lookup process can be found in Section 4.4.

4.3 Mutual authentication and session freshness

Assume that the look up process completes, returning a single entry of the KDB to
the reader (KDB[i]). On one hand, as shown by the analysis of the lookup process in
the next section, for an appropriate choice of the valueq this will happen with high
probability if the tag is a legitimate one, i.e. belonging tothe set of tags recorded in the
KDB. On the other hand, if the tag it is not a legitimate one, with high probability no
entry will be returned. Hence, when the lookup procedure returns a single entry, we will
assume in this subsection that the returned entry identifiesthe tag. Once the reader has
identified the tag —letki,j be the key in the KDB returned by the identification protocol
—, the reader first recoversr1 (r1 = α1 ⊕ ki,j) and then proceeds to authenticate the
tag and to verify the freshness of the session just computingz = h(ki,j ||nj ||r1||ki,j)
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Global variables: n ; q ; KDB

Input : < α1, . . . , αq , V, w >

Output : The active entries of the KDB.

for i=1 to n do1.1

Active[u] = True1.2

end1.3

count = 0; a = 01.4

while a < q do1.5

u = 01.6

while u < n do1.7

if Active[u] then1.8

r′ = αa ⊕ KDB[u]1.9

if DPM(r′) 6= V [a] then1.10

Active[u] = False1.11

count + +1.12

end1.13

end1.14

u + +1.15

end1.16

a + +1.17

end1.18

if count = n then1.19

fail1.20

else1.21

return KDB[j] s.t.Active[j] = True1.22

end1.23

Algorithm 1 : Lookup

and verifying whetherz = ω. If the latter match succeeds, the reader has successfully
authenticated the tag and verified the freshness of the session.

In the following we show how the tag authenticates the reader. We start by observing
that once the reader has successfully identified the tag, thereader can easily retrieve
each of theq valuesrp (p ∈ [1, . . . , q]) generated by the tag. Indeed, from Equation 1,rp

can be computed by the reader as:rp = αp ⊕KDB[i]. Hence, the reader authenticates
itself to the tag and assures the freshness of the session by sending to the tag the value
h(ki,j ||r1||ki,j). If this value matches with the one locally stored on the tag -computed
by the tag whenr1 was generated - then the tag authenticates the reader and it is also
assured about the freshness of the session.

4.4 Analysis

Server compromise:in casereaderj is compromised the attacker can only accesski,j ,
i = 1..n. Under the assumption that the hash function is one-way, it is impossible to de-
riveki fromki,j ; hence the attacker cannot impersonate any of then tags within any run

7



of the protocol with any other reader. Further, note that thereader cannot impersonate
any reader other thanreaderj either.

Identification protocol: in the sequel we show that the lookup protocol completes and
we prove its correctness.

Protocol termination:from Table 1 it can be verified that the protocol terminates
after a finite number of iterations in the two inner loops; further, its completion takes
at mostO(nq) steps, where each step consists of simple xor operations anda compari-
son. In the following it is shown thatq = O(log n), yielding an overall complexity of
O(n log n) bitwise comparisons.

Protocol correctness:the following lemma show that the proposed protocol will
never reject a valid tag, while it could accept a bogus tag or return the wrong entry of
the KDB for a valid tag, with a probabilityǫ, whereǫ can be decided at design phase.

Lemma 1. For each valid input to the the Lookup Process provided by a valid tag tagi,
Active[i] will take on valueTrue on all iterations of the Lookup Process.

Proof. By construction, the keyki,j corresponding to a valid input will never fail any
of the tests in the inner loop starting at line 1.7 of Algorithm 1; hence,Active[i] will
never be assigned with the valueFalse. ⊓⊔

Lemma 2. A randomly chosen input will be accepted by the Lookup Process with prob-
ability less thanǫ, whereǫ is chosen at design phase.

Proof. Let I =< α1, . . . , αq, V, w > be a randomly chosen input for the Lookup Pro-
cess. LetXi[u] be the random variable that takes on the value 1 if the valueαi will
not set an entry of the Active vector toFalse in Algorithm 1 — that is if V [i] =
P (M(αi ⊕ ku,j))— and 0 otherwise. In order forI to be considered a valid input with
respect to a single entry (KDB[u]) of theKDB, all q tests have to succeed. This hap-
pens with probability:Pr[Eu] = Pr[X1[u] = 1∧X2[u] = 1∧ . . .∧Xq[u] = 1]. Since
theXi are i.i.d, we have thatPr[Eu] = Pr[X1[u] = 1]q where, as it will be shown in
Lemma 3:

Pr[X1[u] = 1] =
1

2
.

Since there aren entries in theKDB, the probability that at least one of them survives
afterq steps isPr[E1 ∨ . . . ∨ En] ≤ nPr[E1] < n(1/2)q = (1/2)−q+log n. Now letr
be the highest integer such thatǫ ≤ 2−r. If we setq = r + log n, the lemma holds. ⊓⊔

In Figure 2 we report an experiment to support the previous result. We implemented
a simulator for Algorithm 1. We generated a KDB of 65,536 entries, and tested the
number of active entries that were left in the KDB for an increasing size of the valueq,
that is the number ofαi sent by the tag to the reader. In particular, we variedq in the
range[(log n)/2, . . . , 10 + log n], that is in the range[8, . . . , 26], using an incremental
step of 1. On the x-axis we report the valueq, while on the y-axis the number of active
entries left in the KDB. To amortize statistical fluctuation, for each value ofq, we per-
formed 256 identification attempts, and we reported on the y-axis the number of active
entries left in the KDB, averaged over these 256 protocol runs. As it can be seen from
Figure 2, the number of active entries left in the KDB that result from the simulation is
in accordance with the theoretical result of Lemma 2.
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Fig. 2. Reader false acceptance rate: comparison of analytical andexperimental results.

Theorem 1. On a valid inputI generated by a legitimate tag(tagi) the Lookup Process
will return only the entryKDB[i] with probability at least1 − ǫ, whereǫ is chosen at
design phase.

Proof. This theorem can be reworded as: on a valid input, when the Lookup Process
ends, the probability that only one entry of theActive vector is still set toTrue and that
this entry is the one matching the input is1− ǫ. The proof of this theorem follows from
Lemma 1 and Lemma2. Based on Lemma 1 the probability that the entry of theActive
vector matching the input is set toTrue after the last iteration of the Lookup Process
is 1. The probability that at least one more entry has the valueTrue when the Lookup
Process ends is the same as the probability that a randomly chosen input is accepted,
that is less thanǫ by Lemma 2.

5 Security analysis and overhead

Due to space limitations, a formal proof of the security properties as well as a thorough
comparison with [9] will appear in the extended version of this paper. Nevertheless, in
the sequel of this paper we will provide an intuition on the soundness of the security
properties.

5.1 Key secrecy and Privacy

A run of the identification protocols sendsq times over the communication channel
between the tag and the reader the key of the tag, each time xored with a random value
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(rp). Hence, so far the security and privacy provided is that of the One Time Pad (OTP),
that is perfect security and privacy. However, it should be noted that the protocol leaks
one bit of information for each of the valuesri; this bit is conveyed inV [i].

Key secrecy To provide an intuition of how the secrecy of the proposed scheme is
affected by the leakage ofV [i] = DPM(ri), let us compute what is the probability
that a random valuesr′ ∈ {0, 1}ℓ verifiesDPM(r′) = DPM(ri). Indeed, for an
adversary to mount a successful attack, it is required to discriminate among the set of
possible keys; the bigger the set of possible keys, the harder the task, and the bigger this
set, the higher the above probability.

Lemma 3. Given a valuep ∈ {0, 1}, for r′ ∈R {0, 1}ℓ it holds that:

Pr[DPM(r′) = p] =
1

2

Proof. Given a vector ofd i.i.d binary random variableX =< X1, . . . , Xd > and
p ∈ {0, 1}, there exist2d−1 different assignment of values to< X1, . . . , Xd > such
that⊕d

j=1Xj = p. For instance, note that in our identification protocol, fora given
Si (e.g.Si =< 1, 1, 1 >), it is possible to generate three otherSij

(Si1 =< 1, 1, 0 >,
Si2 < 1, 0, 1 >, Si2 =< 0, 1, 1 >) such that:M(Si) = M(Sij

).
Let Xi = M(Si) and note that theSi (i = 1, . . . , ℓ/3) are independent. It follows

that it is possible to have(4ℓ/3)(2ℓ/3−1) = 2ℓ−1 differentr′i such thatDPM(ri) =
DPM(r′i). Hence,

Pr[DPM(r′) = p] =
2ℓ−1

2ℓ
=

1

2
. ⊓⊔

Privacy To study the impact of one bit leakage on privacy, we considera hypothetical
protocol based on the original identification protocol defined in Section 4.2 with a slight
modification that consists of the substitution of theDPM(◦) function by the parity
function. Thus in the hypothetical protocol,V [i] = P (ri) = ˆDPM(ri). It can be
shown that the modified version of the protocol is similar to the original one with respect
to the number of messages required to identify the appropriate key in the KDB, that is
O(log n) messages. Moreover, as for the confidentiality of the key, iteasily follows
from Lemma 3 that the leakage of the parity bit just halves thekey space. However,
when it comes to privacy, the hypothetical protocol is basically flawed.

Indeed, assume the attacker can observe two different runs of the identification pro-
tocol: < α1,1, . . . , α1,q, V1, ω1 > and< α2,1, . . . , α2,q, V2, ω2 >. Its task is to distin-
guish, with a non negligible probability, if the two flows intercepted were originated by
the same tag or not.

Note that for two random bit vectorsr1, r2, it can be shown that ˆDPM(r1 ⊕ r2) =
ˆDPM(r1)⊕ ˆDPM(r2) — that is, the parity computed over the xor of vectorsr1, r2 is

equal to xoring the result of the parity computed over each single vector; this introduces
an imbalance in the probability distribution that could be leveraged by an adversary
tampering with privacy. In particular, letδ be the event ” ˆDPM(α1,i ⊕ α2,i) = V1[i]⊕
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V2[i]”. We can expressPr[k1 6= k2|δ] asPr[k1 6= k2|δ] = 1/2 − |adv|. In a perfect
privacy preserving solution, we would have|adv| = 0. When trading off privacy with
identification capabilities, as it is the case when leaking one bit of information, we
would like to have|adv| as small as possible, and possibly such thatlimℓ→∞ |adv| = 0;
the faster the convergence to zero, the less is the advantagegained by the adversary.
However, in this modified protocol, we have thatadv = 1/6, as formalized with the
following lemma:

Lemma 4. Given the eventδ=” ˆDPM(α1,i ⊕ α2,i) = V1[i] ⊕ V2[i]”. Then Pr[k1 6=
k2|δ] = 1/2 − 1/6.

Proof.

Pr[k1 6= k2|δ] =1 − Pr[k1 = k2|δ] = 1 − Pr[(k1 = k2) ∧ δ]/Pr[δ] =

1 −
Pr[δ|(k1 = k2)]Pr[k1 = k2]

Pr[δ]
=

1 −
Pr[δ|(k1 = k2)]Pr[k1 = k2]

Pr[δ|k1 = k2]Pr[k1 = k2] + Pr[δ|k1 6= k2]Pr[k1 6= k2]
.

Now, as noticed above, we have that:Pr[δ|(k1 = k2)] = 1 andPr[δ|(k1 6= k2)] = 1/2.
Plugging these equalities in the above equation, we obtain:

Pr[k1 6= k2|δ] = 1 −
1 × 1/2

(1 × 1/2) + 1/2 × 1/2
= 1 −

2

3
=

1

2
−

1

6

⊓⊔

We believe that capitalizing on the imbalance of the distribution probability a thor-
ough attack targeting the privacy of the hypothetical protocol could be mounted. How-
ever, this is out the scope of the paper; the discussion so farwas meant to give the
reader the intuition behind the main rationale for the privacy evaluation of the origi-
nal protocol. In particular, the main threat against privacy can be expressed as thead-
vantage—adv— that was given to the adversary when computing:Pr[δ|k1 = k2] =
Pr[ ˆDPM(α1,i ⊕ α2,i) = V1[i] ⊕ V2[i]|k1 = k2] = 1

2 + |adv|. Turning to the original
protocol proposed in this paper, we notice that the following theorem holds.

Theorem 2. Let δ be the event”DPM(α1,i ⊕ α2,i) = V1[i] ⊕ V2[i]”. ThenPr[k1 6=

k2|δ] = 1
2 − ǫ

2(2+ǫ) , whereǫ =
(

1
2

)
2

3
ℓ
.

Proof. Following the demonstration flow of Lemma 4 we can rewritePr[k1 6= k2|δ]
as:

Pr[k1 6= k2|δ] = 1 −
Pr[δ|(k1 = k2)]Pr[k1 = k2]

Pr[δ|k1 = k2]Pr[k1 = k2] + Pr[δ|k1 6= k2]Pr[k1 6= k2]
.
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It can be proved (seeconditionedin Appendix) thatPr[δ|k1 = k2] = 1/2+(1/2)
2

3
ℓ+1.

Hence:

Pr[k1 6= k2|δ] = 1 −
(1/2 + (1/2)

2

3
ℓ+1)(1/2)

(1/2 + (1/2)ℓ+1)(1/2) + (1/2)(1/2)
=

1 −
1/2 + (1/2)

2

3
ℓ+1

1/2 + (1/2)
2

3
ℓ+1 + 1/2

=
1/2

1 + (1/2)
2

3
ℓ+1

=
1

2 + (1/2)
2

3
ℓ

=
1

2
−

ǫ

2(2 + ǫ)
,

whereǫ =
(

1
2

)
2

3
ℓ
. ⊓⊔

Therefore, using the attack that originally targeted the hypothetical protocol, the ad-
vantage of the attacker on our protocol decreases exponentially fast with the length of
the key. In particular, this also provides a method for determining the appropriate key
length. Indeed, by setting the maximum advantage for the adversary to2−τ , a key length
that provides to the adversary an advantage less than2−τ is given byℓ = ⌈(3/2)(τ−2)⌉.
The previous equation was based on the following consideration: τ

2(2+τ) ≤ τ
4 . As an

illustration, to provide the adversary with an advantage less than2−80, the key length
could be set toℓ = ⌈(3/2)(τ − 2)⌉ = ⌈(3/2)(80 − 2)⌉ = 117.

5.2 Mutual authentication

By Lemma 2 a bogus reply message generated by an attacker can be accepted with
probability less thanǫ only. Further, such a scenario can be made practically impossible
by setting appropriate values forq in order to keepǫ below a negligible value. Besides,
even a successful attempt that achieves acceptance of the random input by the Lookup
Process cannot compromise authentication, since the attacker would not be able to com-
plete the remainder of the protocol flows without the knowledge of the legitimate tag’s
secret key. The choice of the particular expressionh(ki,j ||nj ||r1||ki,j) combining the
key and the nonces as part of the authentication scheme is justified in [14].

As for reply attacks, the freshness of a session is granted bybinding the messages
exchanged to the random values generated by both the tag (r1), and the reader (nj), as
in Figure 1.

5.3 DoS resilience

Opposed to other approaches [2,5,6], our protocol is stateless in that there is no need to
store any state information such as timestamps or counter values beyond the execution
of each protocol instance. The only piece of information that the tag has to persistently
keep in memory is the keyki. Hence, even if a tag is triggeredt consecutive times by
an attacker attempting to impersonate a legitimate reader,if the next reading is per-
formed by a legitimate reader, the tag will be correctly identified since the state has not
been modified. Statelessness thus bestows our protocol withan inherent countermea-
sure against denial of service attacks.

Furthermore, as a side advantage of statelessness, our protocol allows a tag to be
read a practically unbounded number of times by a legitimatereader.
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5.4 Overhead

The main computational overhead on the tag is due to the generation of theq values
rp. These values could be computed via a PRNG. Similarly to whatproposed in [2], in
practice it can be resolved as an iterated keyed hash (e.g., HMAC) computed on some
cheap, weak pseudo random source (for instance circuitry noise) and keyed onki,j . The
solutions in [15,16], matching the tight hardware constraints of RFID, could be adopted
to serve as hash function. Further, the tag requires to computeqℓ ”and” (∧), qℓ ”or” (∨)
—due to the recurrent invocation of the functionM(◦)— andqℓ/3 more ”xor” (⊕) due
to the invocation of the functionP (◦). Note that the sum of the cost of all these ”xor”,
”or” and ”and” operations can be considered negligible.

As for the communications overhead, the tag is required to send q messages of|ℓ|
bits (αp), plusq bits (the bit vectorV ), and the result of the hash function, that can be
considered of 160 bits. We focus on the main source of overhead, that is theq messages.
From Lemma 2, a practical value forq could be2 log n; in this way the reader lookup
protocol will return, when triggered by a legitimate query,more than one entry only
with probability1/n on the average. As discussed before note that, in case the lookup
protocol returns a bogus entry, the authentication protocol will reject that entry. Note
that a new round of the protocol could be invoked in case of such a failure. What is
more important, in case of a protocol re-run due to the fact that in the KDB there are
too many active entries left, is that the new valuesαi can be matched against the active
entries left in the KDB. In other words, the computations performed by the reader in
the previous run will be leveraged to pursue identification.

The main computational overhead sustained by the reader is the tag identification;
this operation requires in the worst case no more than justO(n log n) bitwise operations
andO(n log n) bit comparison. As for the number of messages, the reader just sends
three values for a total of(h + m + no) bits whereh is the size in bit of the output of
the hash function,m is the number of bits required to identify a reader, andno is the
size in bit of the nonce.

Last, one should note one caveat: the proposed protocol is particularly sensitive to
the valuen, as shown in Lemma 2, wheren is the total number of tags the system
is composed of. Hence, the protocol requires to devise at design time an upper bound
n′ on the number of tags. We believe this is not a critical limitation, since this upper
bound will impact on the protocol requiring justc log n′ messages, wherec is a small
constant as seen before and computing the logarithm overn′ will attenuate the overhead
of considering an upper bound. Furthermore, the valuen′ does not affect the storage
requirements of the reader since the reader is only requiredto store the keys of then
tags that are actually deployed.

5.5 Protocol comparison

A concise comparison of the properties provided by our protocol with regard to a few
reference protocols is given in Table 1. Note that our protocol is the only one that fulfils
all the properties. Due to page limitation, a detailed discussion enriched with few more
properties will be provided in the extended version of this paper.
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Table 1.Comparison of our proposal with some protocols in Section 2.

Protocol Properties
PrivacyMutual DoS reply

auth. resilienceattack res.

Our [this paper] Yes Yes Yes Yes
OSK/OA [5] Yes Yes No Yes
CR/MW [3] weak Yes Yes Yes
Ya-Trap[2] Yes No No Yes

6 Concluding remarks

As a first contribution of this paper we have relaxed the assumption that servers cannot
be compromised and have provided a solution that limits the impact of server compro-
mise. In particular, thanks to the confinement technique we provide, the compromise of
a server has no impact on other servers, such as rekeying or update of critical data, or on
the privacy of tags since the secret database of each server is made server-dependent.
Second, we have proposed a probabilistic mechanism that preserves privacy and al-
lows mutual authentication between server and tag. This mechanism is also resilient
to DoS and replay attacks. Further, it only requiresO(n log n) bitwise operations and
comparisons on the data base of keys stored in a server, hencespeeding up the search
process. Moreover, the tag just requires to store a single key and the capability to run a
PRNG and a hash function. Finally, the information confinement technique and the tag
identification protocol could be independently incorporated into existing solutions.

Current work is aimed at devising a possibly general formal framework to evaluate
the security and privacy of the proposed solution.

References

1. Juels, A.: Rfid security and privacy: A research survey. IEEE Journal on Selected Areas in
Communications24(2) (2006) 381–394

2. Tsudik, G.: Ya-trap: Yet another trivial rfid authentication protocol. In: IEEE PerCom Work-
shops. (2006) 640–643

3. Molnar, D., Wagner, D.: Privacy and security in library rfid: issues, practices, and architec-
tures. In: CCS ’04: Proceedings of the 11th ACM conference onComputer and communica-
tions security, New York, NY, USA, ACM Press (2004) 210–219

4. Rhee, K., Kwak, J., Kim, S., Won, D.: Challenge-response based RFID authentication pro-
tocol for distributed database environment. In Hutter, D.,Ullmann, M., eds.: International
Conference on Security in Pervasive Computing – SPC 2005. Volume 3450 of LNCS., Bop-
pard, Germany, Springer-Verlag (April 2005) 70–84

5. Avoine, G., Dysli, E., Oechslin, P.: Reducing time complexity in RFID systems. In Preneel,
B., Tavares, S., eds.: Selected Areas in Cryptography – SAC 2005. Volume 3897 of LNCS.,
Kingston, Canada, Springer-Verlag (August 2005) 291–306

6. Avoine, G., Oechslin, P.: A scalable and provably secure hash based RFID protocol. In: In-
ternational Workshop on Pervasive Computing and Communication Security – PerSec 2005,
Kauai Island, Hawaii, USA, IEEE, IEEE Computer Society Press (March 2005) 110–114

14



7. Hellman, M.: A cryptanalytic time-memory tradeoff. IEEETransactions on Information
Theory26 (1980) 401–406

8. Conti, M., Di Pietro, R., Mancini, L.V., Spognardi, A.: RIPP-FS: an rfid identification, pri-
vacy preserving protocol with forward secrecy. In: Proceedings of the3rd IEEE International
Workshop on Pervasive Computing and Communication Security, IEEE Press, to appear
(2007)

9. Juels, A., Weis, S.: Authenticating pervasive devices with human protocols. In Shoup, V., ed.:
Advances in Cryptology – CRYPTO’05. Volume 3126 of LNCS., Santa Barbara, California,
USA, IACR, Springer-Verlag (August 2005) 293–308

10. Hopper, N.J., Blum, M.: Secure human identification protocols. In: ASIACRYPT. (2001)
52–66

11. Gilbert, H., Robshaw, M., Sibert, H.: An active attack against HB+ - a provably secure
lightweight authentication protocol. Cryptology ePrint Archive, Report 2005/237 (2005)

12. Bringer, J., Chabanne, H., Emmanuelle, D.: HB++: a lightweight authentication protocol se-
cure against some attacks. In: IEEE International Conference on Pervasive Services, Work-
shop on Security, Privacy and Trust in Pervasive and Ubiquitous Computing – SecPerU 2006,
Lyon, France, IEEE, IEEE Computer Society Press (June 2006)

13. Piramuthu, S.: HB and related lightweight authentication protocols for secure RFID
tag/reader authentication. In: Collaborative ElectronicCommerce Technology and Research
– CollECTeR 2006, Basel, Switzerland (June 2006)

14. Menezes, A.J., van Oorschot, P.C., Vanstone, S.A.: Chapter 9 - Hash Functions and Data
Integrity. In: Handbook of applied cryptography. CRC Press(1996)

15. Feldhofer, M., Wolkerstorfer, J., Rijmen, V.: Aes implementation on a grain of sand. IEE
Proceedings - Information Security152(1) (October 2005) 13–20

16. Pramstaller, N., Rechberger, C., Rijmen, V.: A compact fpga implementation of the hash
function whirlpool. In: FPGA ’06: Proceedings of the 2006 ACM/SIGDA 14th international
symposium on Field programmable gate arrays, New York, NY, USA, ACM Press (2006)
159–166

17. Matsui, M.: Linear cryptanalysis method for des cipher.In Springer, ed.: Advances in
Cryptology-Eurocrypt ’93, Lecture Notes in Computer Science n. 765 (1993) 386–397

Appendix

conditioned In the sequel, we want to evaluate theadvantage—adv— that is given to
the adversary in Equation 3:

Pr[DPM(α1,i ⊕ α2,i) = V1[i] ⊕ V2[i]|k1 = k2] =
1

2
+ adv. (3)

Note that the lower|adv|, the harder would be for the adversary to perform an
educated guess in distinguishing between the two tags.

Pr[DPM(α1,i ⊕ α2,i) = V1[i] ⊕ V2[i]|k1 = k2] =

Pr[DPM(r1,i ⊕ r2,i) = V1[i] ⊕ V2[i]] =

Pr[M(S1,1 ⊕ S2,1) ⊕ . . . ⊕ M(S1,ℓ/3 ⊕ S2,ℓ/3) =

M(S1,1) ⊕ . . . ⊕ M(S1,ℓ/3) ⊕ M(S2,1) ⊕ . . . ⊕ M(S2,ℓ/3)] =

Pr[(M(S1,1 ⊕ S2,1) ⊕ M(S1,1) ⊕ M(S2,1)) ⊕ . . .⊕

(M(S1,ℓ/3 ⊕ S2,ℓ/3) ⊕ M(S1,ℓ/3) ⊕ M(S2,ℓ/3)) = 0]
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Now, letZi = (M(S1,i ⊕ S2,i) ⊕ M(S1,i) ⊕ M(S2,i). We can rewrite Equation 3
as:

Pr[DPM(α1 ⊕ α2) = V [1] ⊕ V [2]|k1 = k2] = Pr[Z1 ⊕ . . . ⊕ Zℓ/3 = 0].

Note that theZi are independent, hence we can apply the piling-up-lemma [17], obtain-
ing:

Pr[DPM(α1 ⊕ α2) = V [1] ⊕ V [2]|k1 = k2] =

Pr[Z1 ⊕ . . . ⊕ Zℓ/3 = 0] =
1

2
+ 2

ℓ
3
−1

ℓ/3
∏

i=1

(

Pr[Zi = 0] −
1

2

)

It can be shown (seeProb. here below) thatPr[Zi = 0] = 10/16, hence we have
that:

Pr[DPM(α1 ⊕ α2) = V [1] ⊕ V [2]|k1 = k2] =
1

2
+

(

1

2

)
ℓ
3
−1 ℓ/3

∏

i=1

1

8

=
1

2
+

(

1

2

)
2

3
ℓ+1

Prob. Let Zi = (M(S1,i ⊕ S2,i) ⊕ M(S1,i) ⊕ M(S2,i)). We have that:

Pr[Zi = 0] = Pr[(M(S1,i ⊕ S2,i) ⊕ M(S1,i) ⊕ M(S2,i) = 0] =

Pr[M(S1,i ⊕ S2,i) = 0 ∧ M(S1,i) = 0 ∧ M(S2,i) = 0]+

Pr[M(S1,i ⊕ S2,i) = 0 ∧ M(S1,i) = 1 ∧ M(S2,i) = 1]+

Pr[M(S1,i ⊕ S2,i) = 1 ∧ M(S1,i) = 0 ∧ M(S2,i) = 1]+

Pr[M(S1,i ⊕ S2,i) = 1 ∧ M(S1,i) = 1 ∧ M(S2,i) = 0] =

10

64
+

10

64
+

10

64
+

10

64
=

5

8
.

Indeed, let:
[M(S1,i ⊕ S2,i) = 0 ∧ M(S1,i) = 0 ∧ M(S2,i) = 0] = C1;
[M(S1,i ⊕ S2,i) = 0 ∧ M(S1,i) = 1 ∧ M(S2,i) = 1] = C2;
[M(S1,i ⊕ S2,i) = 1 ∧ M(S1,i) = 0 ∧ M(S2,i) = 1] = C3;
[M(S1,i ⊕ S2,i) = 1 ∧ M(S1,i) = 1 ∧ M(S2,i) = 0] = C4,
it is possible to build the truth table for the above variables that confirm our numerical
results (the truth table is omitted due to space limitation).
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