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Abstract. This paper describes an identification and authenticatiotopol for
RFID tags with two contributions aiming at enhancing theusiég and privacy of
RFID based systems. First, we assume that some of the sstwerg the infor-
mation related to the tags can be compromised. In order tegrthe tags from
potentially malicious servers, we devise a technique thaite® RFID identifi-
cation server-dependent, providing a different uniqgueetdey shared by each
pair of tag and server. The proposed solution requires théotatore only a sin-
gle secret key, regardless of the number of servers, thingfttie constraints on
tag’s memory. Second, we provide a probabilistic tag idieation scheme that
requires the server to perform simple bitwise operationss tspeeding up the
identification process. The proposed tag identificationqua assures privacy,
mutual authentication and resilience to both DoS and regiagks. Finally, each
of the two schemes described in this paper can be indepépd®plemented to
enhance the security of existing RFID protocols.

1 Introduction

Radio Frequency IDentification (RFID) is a technology fotamated identification of
objects and people. An RFID device, also knowrias is a small microchip designed
for wireless data transmission. It is generally attacheant@ntenna in a package that
resembles an ordinary adhesive sticker. The applicatibi®¥-tD ranges from cattle
monitoring to e-passport [1].

The other components of an RFID system are readers and seAveeader is a
device querying tags for identification information, wh## information about tags
(ID, assigned keys, etc.) are maintained on servers. A searebe assigned multiple
readers; in this case it only engages in communication wstbhanstituent readers. It is
generally assumed to have a single logical server that méglafve to multiple physi-
cally replicated servers. All communications between seand readers is assumed to
be over private and authentic channels. Both readers amdrsgm not suffer of con-
straints on power, processing, memory, and bandwidth.



Furthermore, based on a widely agreed assumption, sereaders and the link
between them are assumed to be trusted in that only the tagdharrommunication
channel between the tag and the readers are assumed to bégtlgteulnerable to
malicious attacks [1,2]. In this paper we relax this hypsthéy assuming a more gen-
eral setting whereby tags, servers and readers can be stdhj@alicious attacks. In
that context, we focus on the problem of tag identificationmyltiple servers that are
either replicas of the same logical server or differentsegoverned by independent
authorities like in the case of electronic passports. Asaltef the relaxed security hy-
pothesis, the new requirement in this setting is to cope thitrcompromise of servers.
Apart from the obvious need to perform mutual authenticatés opposed to one-way
authentication of the tag by the server, server compronaibefor new measures to pre-
vent possible attacks originating from the leakage of ¢satered in the compromised
server’s authentication database. For instance, basedshenisting tag authentica-
tion protocols, using the entries of a compromised seraartkentication database, the
attacker can fabricate duplicate tags (i.e. e-passpditg)first contribution of this pa-
per is an information confinement technique aiming at kegfie impact of server
compromise limited. Thanks to this technique, the compserof a server does not af-
fect the authentication of any tag by other servers, be teploas of the same logical
server or different servers. A simple solution for confinatm@uld consist of having
each tag and server pair share a unique set of secrets. Howgesolution would
not be suitable with the memory constraints of RFID tagsesinith m servers, each
RFID tag would have to store: pieces of information. The solution proposed in this
paper requires the RFID tag to store a single secret key lfgealers yet assuring the
confinement property in case of server compromise.

Another challenging issue that affects the RFID systembésrésponsiveness of
the server during tag identification. It is usually the cdm the server needs to search
its DB of locally stored keys and to perform a cryptograptpei@tion on each of these
keys in order to identify the tag. In some scenarios the codtthe time required to
identify a tag can be prohibitive due to the total number gitéhat can potentially
interact with the same server. Existing proposals for REléntification try to reduce
the complexity of the search operation performed by theesemithout requiring the
tag to perform costly operations. Along the same lines, gu®id contribution of this
paper is an efficient identification technique based on agiritibtic mechanism for the
server to identify the tag that requires both the tag andehees to perform only bitwise
operations. Through a three-way handshake protocol teigtiitcation technique also
achieves mutual authentication, as well as resiliencenag@oS and replay attacks.
Moreover, the proposed identification technique is showpréserve the privacy of the
tag. Finally, note that either of the two contributions carifdependently incorporated
into existing protocols.

The sequel of the paper is structured as follows: next sedtitoduces the re-
lated work; Section 3 outlines the system assumptions actioBel presents a mutual
authentication protocol incorporating the confinement prababilistic identification
techniques, while Section 5 is devoted to the security etedn and overhead analysis
of this protocol. Finally, in Section 6 we expose some codiclg remarks.



2 Related work

A standard approach to provide security in RFID protocold][8onsists of using a
unique key for each tag such that only the verifier (serveowsall the keys. This
approach suffers from an expensive time complexity on theesside. Indeed, because
only symmetric cryptographic functions can be used, theesemeeds to explore its
entire database in order to retrieve the identity of the tag interacting with. Ifn is
the number of tags managed by the ser@kr,) cryptographic operations are required
in order to identify one tag. The advantage of the server amesidversary is that the
server knows in which subset of identifiers it needs to seattle the adversary has to
explore the full range of identifiers.

In [3] a proposal that requires jukigs n interactions between the server and a tag
for the server to identify the tag is proposed. However, dipisroach requirdsg; keys
to be stored on each tag and in [5] it has been proved thatdblisique weakens the
privacy when an adversary is able to tamper with at leastameRurther, the more tags
an adversary tampers with, the more privacy is exposed.

A general solution, also adopted in [2,4] is to employ hasairthto allow tag
identification and mutual authentication between the tabtha server. However, note
that the hash chain length corresponds to the lifetime afpevhich must be therefore
stated in advance, leading to a waste of memory on the sederMoreover, as the
same author of [2] recognizes, this solution is prone to Dite®lg, in that an adversary
can easily exhaust the hash chain via reading attempts.

In [5,6] the authors optimizes a technique originally pregain [7]. This technique
allows to trade-off between time and the memory requirecherréader. In particular,
the timeT required to invert any given value in a setdfoutputs of a one-way func-
tion h(o) with the help of M units of memory isl" = N2v/M?, wherer is a factor
(usually a small onex 10) to account for success probability. However, note that the
technique is still prone to DoS attack and requires more catipns on the server
side. Leveraging this idea, in [8] the authors propose a nEWDRdentification proto-
col —RIPP-FS— that enforces privacy and forward secrecyelbas resilience to a
specific DoS attack, where the goal of the adversary is tceftre tag to overuse the
hash chain that has a finite length originally set to lastliertag's expected lifetime.

Aforementioned solutions assume that servers are trusteéd¢@nnot be compro-
mised. The first requirement raised by relaxing this hypsithis for mutual authentica-
tion. An interesting solution to mutual authenticationxpesed in [9]: the authors are
inspired by the work in [10] to introduce th€ B+ protocol, a novel, symmetric au-
thentication protocol with a simple, low-cost implemeidat The security of the HB+
protocol against active adversaries is proved and basdudmetrdness of the Learning
Parity with Noise (LPN) problem. The protocol is basedrorounds, where- is the
security parameter, and each round requires: the tag argkther to send a message
of |¢] bits to each other, whelé| is the key length; to perform two inner product over
terms of|¢| bits. A further work [11] showed the vulnerability of the HBarotocol
against a man in the middle (MIM) attack. A fix to the MIM attadB+ was subject to
was proposed in [12], through the HB++ protocol. FurthemnétB++ was proven in
[13] to be subject to a particular attack in which the advgrsauld gain knowledge of
the private key of the tag, hence jeopardizing the authatidic mechanism.



3 System assumptions/model

The components of the system are: tags, readers and keiputistn centers (KDCs).
KDCs represent the authorities ruling over a set of tagshEd2C generates a unique
key k; for every tagtag; that is under its jurisdiction and securely stores it in thg. t
The KDC also provides each readewuder; that is authorized to identify a tagg;
that is under its jurisdiction with a derived tag identificat key k; ; along with the
identifier I D; of the tag. Each tag can thus be identified by one or sevemd¢redased
on the derived tag identification keys distributed by the KI[Each reader keeps in a
secure key database (KDB) the set of derived tag identifindteys and identifiers of
the tags it is authorized to identify. It should be noted thahis model a reader can
be associated with more than one KDC or be able to identifg tsgued by several
authorities.

Each tag has the capability to run a pseudo random numberajenéPRNG)
and a secure hash functidrio), as assumed in literature [2,3,5]. The KDC assigns
a unique keyk; to tag;. The derived tag identification kek; ; will be generated by
the KDC during the initialization of-eader;’s KDB, based on the expressiéf; =
h(ki||reader;||k;), where”||” denotes concatenation. In the following we will assume
the KDB to hostr entries and< D B[g] to return the key:, ;.

4  The protocol

This section presents first the protocol through which thdinement and probabilistic
identification techniques are implemented. Further detai then provided on the mu-
tual authentication and the lookup process that is the ynuiging of the probabilistic
identification technique.

4.1 Overview of the solution

Our proposal for tag identification and mutual authentarats based on a simple three-
way handshake, as depicted in Figure 1. In the first flow, thdeesends a challenge
and its identity to the tag. The tag replies with a responsssage computed based on
its secret key, the identity of the reader, the challengeasdt of locally generated
pseudo random numbers. The reader retrieves the identibedfg through a lookup
in its local database. If the lookup succeeds, the readeatitaenticated the tag. The
last flow of the protocol allows the tag to authenticate tteelez. The main idea of our
solution for information confinement is a reader-dependsantification mechanism
that allows each reader (or the server to which the readerisected to) to identify
and authenticate a tag based on some long-term ségrgtthat is different on each
server whereas each tag keeps a unique secret identifidayo(k;) for all readers.
During the identification process each tag generates a tempeader-dependent se-
cret based on the identifiéD; of the reader it is communicating with and its unique
secret identification key;, computingk; ; = h(k;||ID,||k;). The advantages of the
reader-dependent mechanism are twofold:



— confinement of exposure: compromise of the long term seatetseader does not
threaten the integrity of the identification by other reader

— selective reader access or non-transferable tag idetitificeapability: the set of
readers authorized to perform tag identification can berotetl based on each
reader’s identity. Since the long-term identification s¢for a tag is tightly bound
with each reader’s id, the identification capability canbettransferred among
readers with different identities and the set of tags eaeldeeis authorized to
identify can be determined based on the set-up of long-téemtification keys.

Another innovative feature of our proposal is the efficien€yhe lookup process.
Based on the response message transmitted by the tag, dee searches the matching
entry of its database (if any) by iterative elimination oéténtries that cannot match
with the entry it is looking for. The response message inetua series of verification
values (v, . . ., og) computed under the kel ; associated with the tag and the reader.
Each verification value allows the reader to eliminate alomet half of theactiveen-
tries in the KDB — where an active entry is an entry that hashean eliminated yet.
By subsequently eliminating active entries at each steprehder achieves the iden-
tification of the tag. Unlike other solutions whereby eadpsdf the lookup process
requires encryption or hashing, the lookup process we geoigi efficient in that it re-
quiresO(nlogn) bit-wise operations (where is the number of tags) and only uses
simple comparison of memory cells.
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Fig. 1. The proposed protocol

4.2 Lookup Process

The lookup process allows the reader to identify the tagdasethe following mes-
sages sent by the tag in the second flow of the protecal, ..., a4, V,w >, where
w = h(k; ;||n;llr1||ki,;), V is a bit vector of lengtly and, forp € [1...¢], it holds:

Qp = k‘@j Drp (1)

Vip) = DPM(r,) @)



where the value, is the result of the invocation of the PRNG. Note that thedigith
of r, andk; ; is the same, thati&; ;| = |r,| = ¢, andr, [i] denotes thé'" bit of the bit
vectorr,. In the following we assume, without losing of generalibatl is a multiple
of 3. The functionDPM : {0,1}¢ — {0, 1} is defined as follows:

DPM(rp) = P(M(S1),..., M(Si3))

where eacltb; accounts for a triplet of bits of, as follows:
Si =< rp[3i —2],rp[3i — 1],7,[3i] >,i=1,...,£/3

the functionM : {0,1}3 — {0,1} is the simplemajority function, indicating whether
its input has more 1s than Os or viceversa:

M (by,ba,b3) = (by Abz) V (by Abs) V (ba A bs)

andP : {0,1}*/% — {0, 1} is the standard parity function; that is, givénc {0, 1}¢/3,

it holds:
¢/3

P(T) = @T[i].

For each valuey, (p € [1,...¢]) transmitted by the tag, the reader will perform a
check for each of its active entries. Let us focus ongtfieentry of the KDB and assume
it is active; the following check will be performed:

1. compute’ = KDB[g] & a;
2. checkifDPM(r") = Vp].

If the check fails, they' entry is discarded and the next entry of the KDB, if
any, is examined. However, if the check succeeds, the duergny of KDB cannot
be discarded. Indeed, K DBJg] is the actual entry associated with the tag, that is, if
K DBJg| = k; ;, the check will succeed by construction. On the other hdiigeicheck
fails, the current entry definitely cannot be the one assegiaith the tag. Finally, note
that for eachy, on the average one half of the active entries are eliminét¢idorough
analysis of the lookup process can be found in Section 4.4.

4.3 Mutual authentication and session freshness

Assume that the look up process completes, returning aesirgry of the KDB to
the reader L D B[i]). On one hand, as shown by the analysis of the lookup proness i
the next section, for an appropriate choice of the valubis will happen with high
probability if the tag is a legitimate one, i.e. belonginghe set of tags recorded in the
KDB. On the other hand, if the tag it is not a legitimate onethviiigh probability no
entry will be returned. Hence, when the lookup procedurgnsta single entry, we will
assume in this subsection that the returned entry identifeetag. Once the reader has
identified the tag —lek; ; be the key in the KDB returned by the identification protocol
—, the reader first recovers (1 = a1 @ k; ;) and then proceeds to authenticate the
tag and to verify the freshness of the session just computiagh(k; ;||n;||r| ki, ;)



Global variables: n ;q; KDB

Input <o, 00, Vow >

Output : The active entries of the KDB.
1.1 for i=1 ton do
12 | Active[u] = True
1.3 end

1.4 count = 0;a =0

1.5 while a < g do

1.6 u=0

1.7 while v < n do

1.8 if Active[u] then

1.9 r' = a, ® KDB[u]
1.10 if DPM') # V[a] then
1.11 Active[u] = False
1.12 count + +

1.13 end

1.14 end

1.15 u+ +

1.16 end

1.17 a++

1.18 end

1.19 if count = n then

120 | fail

1.21 else

122 | return KDBIj| s.t. Active[j] = True
1.23 end

Algorithm 1: Lookup

and verifying whether = w. If the latter match succeeds, the reader has successfully
authenticated the tag and verified the freshness of theosessi

In the following we show how the tag authenticates the redtleistart by observing
that once the reader has successfully identified the tageter can easily retrieve
each of they valuesr, (p € [1,. .., ¢]) generated by the tag. Indeed, from Equatior,1,
can be computed by the readergs= «, ® K DB[i]. Hence, the reader authenticates
itself to the tag and assures the freshness of the sessi@nding to the tag the value
h(ki jl|r1||ki ;). If this value matches with the one locally stored on the tegmputed
by the tag when; was generated - then the tag authenticates the reader analsoi
assured about the freshness of the session.

4.4 Analysis

Server compromisein casereader; is compromised the attacker can only acdgss
1 = 1..n. Under the assumption that the hash function is one-wagjintpossible to de-
rive k; fromk; ;; hence the attacker cannot impersonate any of tlags within any run



of the protocol with any other reader. Further, note thatréaeler cannot impersonate
any reader other thareader; either.

Identification protocol:in the sequel we show that the lookup protocol completes and
we prove its correctness.

Protocol termination:from Table 1 it can be verified that the protocol terminates
after a finite number of iterations in the two inner loopstifer, its completion takes
at mostO(ngq) steps, where each step consists of simple xor operationa eochpari-
son. In the following it is shown that = O(logn), yielding an overall complexity of
O(nlogn) bitwise comparisons.

Protocol correctnessthe following lemma show that the proposed protocol will
never reject a valid tag, while it could accept a bogus tagturn the wrong entry of
the KDB for a valid tag, with a probability, wheree can be decided at design phase.

Lemma 1. For each valid input to the the Lookup Process provided byl@lvag tag;,
Active[i] will take on valuel'rue on all iterations of the Lookup Process.

Proof. By construction, the key; ; corresponding to a valid input will never fail any
of the tests in the inner loop starting at line 1.7 of Alganiti; hence Active[i] will
never be assigned with the valé&lse. O

Lemma 2. Arandomly chosen input will be accepted by the Lookup Psoasth prob-
ability less thare, wheree is chosen at design phase.

Proof. Let I =< a;,..., a4, V,w > be arandomly chosen input for the Lookup Pro-
cess. LetX;[u] be the random variable that takes on the value 1 if the valueill

not set an entry of the Active vector talse in Algorithm 1 — that is if V[i] =
P(M(c; @ ky,;))— and 0 otherwise. In order fdrto be considered a valid input with
respect to a single entryx(D Bu]) of the K D B, all ¢ tests have to succeed. This hap-
pens with probabilityPr[E,] = Pr[Xi[u] = 1A Xau] = 1A ... A X,[u] = 1]. Since
the X; are i.i.d, we have thaPr|[E,| = Pr[X;[u] = 1]7 where, as it will be shown in

Lemma 3: .
PriXifu] =1] = 5.

Since there are entries in thel D B, the probability that at least one of them survives

afterq stepsisPr[Ey V ...V E,] < nPr[Ei] < n(1/2)? = (1/2)~9°e"_ Now letr

be the highest integer such that 2= ". If we setq = r + log n, the lemma holds. O

In Figure 2 we report an experiment to support the previosislteNe implemented
a simulator for Algorithm 1. We generated a KDB of 65,536 iestrand tested the
number of active entries that were left in the KDB for an iragiag size of the valug
that is the number of;; sent by the tag to the reader. In particular, we varjiea the
rangef(logn)/2,...,10 + logn], thatis in the rang&s, . . ., 26], using an incremental
step of 1. On the x-axis we report the valyevhile on the y-axis the number of active
entries left in the KDB. To amortize statistical fluctuatiéor each value of;, we per-
formed 256 identification attempts, and we reported on thgigthe number of active
entries left in the KDB, averaged over these 256 protocosriks it can be seen from
Figure 2, the number of active entries left in the KDB thautefom the simulation is
in accordance with the theoretical result of Lemma 2.
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Fig. 2. Reader false acceptance rate: comparison of analyticabgretimental results.

Theorem 1. On avalid input/ generated by a legitimate tdgug; ) the Lookup Process
will return only the entryK D B[i] with probability at leastl — €, wheree is chosen at
design phase.

Proof. This theorem can be reworded as: on a valid input, when th&lp®&rocess
ends, the probability that only one entry of thetive vector is still set td'rue and that
this entry is the one matching the inputlis- €. The proof of this theorem follows from
Lemma 1 and Lemmaz2. Based on Lemma 1 the probability thatttng ef the Active
vector matching the input is set #orue after the last iteration of the Lookup Process
is 1. The probability that at least one more entry has the véluee when the Lookup
Process ends is the same as the probability that a randombechnput is accepted,
that is less thaa by Lemma 2.

5 Security analysis and overhead

Due to space limitations, a formal proof of the security enties as well as a thorough
comparison with [9] will appear in the extended version @$ fraper. Nevertheless, in
the sequel of this paper we will provide an intuition on thersiness of the security
properties.

5.1 Key secrecy and Privacy

A run of the identification protocols sengstimes over the communication channel
between the tag and the reader the key of the tag, each tired woth a random value



(rp). Hence, so far the security and privacy provided is thalhef@ne Time Pad (OTP),
that is perfect security and privacy. However, it should b&ed that the protocol leaks
one bit of information for each of the values this bit is conveyed i/ [i].

Key secrecy To provide an intuition of how the secrecy of the proposecestd is
affected by the leakage 6f[i] = DPM(r;), let us compute what is the probability
that a random values < {0, 1}* verifies DPM(r') = DPM/(r;). Indeed, for an
adversary to mount a successful attack, it is required teridisnate among the set of
possible keys; the bigger the set of possible keys, the hdrdeéask, and the bigger this
set, the higher the above probability.

Lemma 3. Given a value € {0, 1}, forr’ € {0,1}¢ it holds that:

1

Pr[DPM(r") = p] = 3
Proof. Given a vector ofd i.i.d binary random variable&X =< Xi,..., Xy > and
p € {0,1}, there exis?~! different assignment of values to X;,..., X; > such

that @;LlXj = p. For instance, note that in our identification protocol, &given
S; (e.9.5; =< 1,1,1 >), itis possible to generate three ott&r (S;, =< 1,1,0 >,
Si, <1,0,1>,85;, =<0,1,1>) such thatM (S;) = M(S; ).
Let X; = M(S;) and note thatthé; (i = 1,...,¢/3) are independent. It follows
that it is possible to havét/?)(2¢/3-1) = 2¢=1 differentr, such thatDPM (r;) =
DPM(r}). Hence,
, 2471 1
Pr[DPM(r") = p] = 5=
0

Privacy To study the impact of one bit leakage on privacy, we consdgypothetical
protocol based on the original identification protocol defiin Section 4.2 with a slight
modification that consists of the substitution of thd”>M (o) function by the parity
function. Thus in the hypothetical protocdl[i] = P(r;) = DPM(r;). It can be
shown that the modified version of the protocol is similaht® original one with respect
to the number of messages required to identify the appriepkiy in the KDB, that is
O(logn) messages. Moreover, as for the confidentiality of the kegagily follows
from Lemma 3 that the leakage of the parity bit just halveskitye space. However,
when it comes to privacy, the hypothetical protocol is balbidlawed.

Indeed, assume the attacker can observe two different fuhe @entification pro-
tocol: < g 1,..., 01,4, Vi, w1 >and< asg 1, ..., 04, Vo, ws >. Its task is to distin-
guish, with a non negligible probability, if the two flows @ntepted were originated by
the same tag or not.

Note that for two random bit vectors, r-, it can be shown thaZDPM(rl Droy) =
DPM (ry)® DPM{(ry) —that s, the parity computed over the xor of vectors:, is
equal to xoring the result of the parity computed over eacglsivector; this introduces
an imbalance in the probability distribution that could bedraged by an adversary
tampering with privacy. In particular, létbe the eventDPM(aM D ag;) =Vi[i] @

10



V5[i]". We can expres®r[k, # ks|d] asPrlky # ko|d] = 1/2 — |adv|. In a perfect
privacy preserving solution, we would hakelv| = 0. When trading off privacy with
identification capabilities, as it is the case when leaking bit of information, we
would like to haveadv| as small as possible, and possibly suchthat . ., |adv| = 0;
the faster the convergence to zero, the less is the advagéaged by the adversary.
However, in this modified protocol, we have thatv = 1/6, as formalized with the
following lemma:

Lemma 4. Given the eveni=" DPM (a1 ; @ as;) = Vi[i] @ Va[i]”. Then Prlk; #
ka|d] = 1/2 — 1/6.

Proof.

Prlky # ko|d6] =1 — Prlk1 = k2|0] =1 — Pr[(k1 = ko) A 6]/ Pr[d] =
1 Prid|(ky = ko)|Priky = ko] _
Prié]
Pr(é|(k1 = k)] Pr(ki = k2]
Pridlky = ko Priky = ko) + Pr(olky # ko] Priky # ko]’

1

Now, as noticed above, we have thBE[§|(k; = k2)] = 1 andPr[d|(k1 # ko)] = 1/2.
Plugging these equalities in the above equation, we obtain:

1x1/2 B
(Ix1/2)+1/2x1/2

Priky # kal0] =1 — 1_§: _

N —
| =

O

We believe that capitalizing on the imbalance of the distidn probability a thor-
ough attack targeting the privacy of the hypothetical prot@ould be mounted. How-
ever, this is out the scope of the paper; the discussion swdarmeant to give the
reader the intuition behind the main rationale for the pyvavaluation of the origi-
nal protocol. In particular, the main threat against pryvean be expressed as tad-
vantage—adv— that was given to the adversary when computiRgié|k; = ko] =
Pr[DPM(ay; @ as;) = Vili] @ Vali]|k1 = ko] = & + |adv]. Turning to the original
protocol proposed in this paper, we notice that the follgiimeorem holds.

Theorem 2. Let§ be the evemt DPM (a1 ; @ ae;) = Vali] @ Va[i]”. ThenPr(ky #

2y
kol0] = & — 3@Te Wheree = (3)%.
Proof. Following the demonstration flow of Lemma 4 we can rewite[k; # k2 |0]

as:

PT‘[5|(1€1 = kg)]PT‘[kl = kg]
[(5“{?1 = kQ]PT‘[/ﬁ = kg] + P?"[(S“i?l 75 kQ]PT‘[kl 75 kg]

P =1-
T[kl 75 k2|(5] Pr

11



It can be proved (seeonditionedin Appendix) thatPr[§|k;, = ko] = 1/2+(1/2)3¢+1,
Hence:
(1/2+(1/2)571)(1/2)

Priky # ko] =1 — 172+ (1/2)540)(1/2) + (1/2)(1/2)

1/2 4+ (1/2)3¢40 1/2 1

€

1
21 (123 112 14 (1/2)350 24 (1/2)3¢ 2 2(2+e€)

wheree = (%)%[ O
Therefore, using the attack that originally targeted thpdtlgetical protocol, the ad-
vantage of the attacker on our protocol decreases expafigriéist with the length of

the key. In particular, this also provides a method for deieing the appropriate key
length. Indeed, by setting the maximum advantage for thersdvy t2~7, a key length

that provides to the adversary an advantage lessxthais given byl = [(3/2)(7—2)].

The previous equation was based on the following consiberai"— < 7. As an

illustration, to provide the adversary with an advantags kaar2—%°, the key length
could be settd = [(3/2)(7 — 2)] = [(3/2)(80 — 2)] = 117.

5.2 Mutual authentication

By Lemma 2 a bogus reply message generated by an attackerecaccbpted with
probability less tham only. Further, such a scenario can be made practically isibles
by setting appropriate values fgin order to keeg below a negligible value. Besides,
even a successful attempt that achieves acceptance oftthemnanput by the Lookup
Process cannot compromise authentication, since théattaould not be able to com-
plete the remainder of the protocol flows without the knowledf the legitimate tag’s
secret key. The choice of the particular expressiohy ;||n;||r1||k: ;) combining the
key and the nonces as part of the authentication schemeifgedisn [14].

As for reply attacks, the freshness of a session is grantdanolyng the messages
exchanged to the random values generated by both thefag(d the readery), as
in Figure 1.

5.3 DoS resilience

Opposed to other approaches [2,5,6], our protocol is stsdeh that there is no need to
store any state information such as timestamps or counligevaeyond the execution
of each protocol instance. The only piece of informatiort tha tag has to persistently
keep in memory is the ke¥;. Hence, even if a tag is triggeredonsecutive times by
an attacker attempting to impersonate a legitimate redfdére next reading is per-
formed by a legitimate reader, the tag will be correctly iifesd since the state has not
been modified. Statelessness thus bestows our protocobwithherent countermea-
sure against denial of service attacks.

Furthermore, as a side advantage of statelessness, oacgratiows a tag to be
read a practically unbounded number of times by a legitimedder.
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5.4 Overhead

The main computational overhead on the tag is due to the georerof theq values
rp. These values could be computed via a PRNG. Similarly to whaosed in [2], in
practice it can be resolved as an iterated keyed hash (MA@l computed on some
cheap, weak pseudo random source (for instance circuitsghand keyed oR; ;. The
solutions in [15,16], matching the tight hardware constiaof RFID, could be adopted
to serve as hash function. Further, the tag requires to cemptand” (A), gf "or” (V)
—due to the recurrentinvocation of the functidf(o)— andg?/3 more "xor” (®) due

to the invocation of the functio® (o). Note that the sum of the cost of all these "xor”,
"or” and "and” operations can be considered negligible.

As for the communications overhead, the tag is requiredrid genessages df |
bits (o), plusq bits (the bit vecto”), and the result of the hash function, that can be
considered of 160 bits. We focus on the main source of ovelttleat is they messages.
From Lemma 2, a practical value forcould be2 log n; in this way the reader lookup
protocol will return, when triggered by a legitimate quempre than one entry only
with probability 1/n on the average. As discussed before note that, in case thegoo
protocol returns a bogus entry, the authentication protaidbreject that entry. Note
that a new round of the protocol could be invoked in case ohsuailure. What is
more important, in case of a protocol re-run due to the faat iththe KDB there are
too many active entries left, is that the new valuggan be matched against the active
entries left in the KDB. In other words, the computationsfpened by the reader in
the previous run will be leveraged to pursue identification.

The main computational overhead sustained by the readee igg identification;
this operation requires in the worst case no more thar(jsfog n) bitwise operations
andO(nlogn) bit comparison. As for the number of messages, the readeséusls
three values for a total i + m + n,) bits whereh is the size in bit of the output of
the hash functiony is the number of bits required to identify a reader, ands the
size in bit of the nonce.

Last, one should note one caveat: the proposed protocottisydarly sensitive to
the valuen, as shown in Lemma 2, whereis the total number of tags the system
is composed of. Hence, the protocol requires to devise agmiése an upper bound
n' on the number of tags. We believe this is not a critical litiota, since this upper
bound will impact on the protocol requiring justog n’ messages, whereis a small
constant as seen before and computing the logarithmodweitl attenuate the overhead
of considering an upper bound. Furthermore, the valudoes not affect the storage
requirements of the reader since the reader is only reqtorstbre the keys of the
tags that are actually deployed.

5.5 Protocol comparison

A concise comparison of the properties provided by our paitwith regard to a few
reference protocols is given in Table 1. Note that our proitscthe only one that fulfils
all the properties. Due to page limitation, a detailed dss@an enriched with few more
properties will be provided in the extended version of ttaper.
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Table 1. Comparison of our proposal with some protocols in Section 2.

Protocol Properties
PrivacyMutuall DoS reply
auth. |resilienceattack reg.
Our [this paper] Yes | Yes Yes Yes
OSK/OA[5] Yes | Yes No Yes
CR/MW [3] weak | Yes Yes Yes
Ya-Trap[2] Yes No No Yes

6 Concluding remarks

As a first contribution of this paper we have relaxed the agpsiom that servers cannot
be compromised and have provided a solution that limitsriygact of server compro-
mise. In particular, thanks to the confinement techniquenoeige, the compromise of
a server has no impact on other servers, such as rekeyinglateupf critical data, or on
the privacy of tags since the secret database of each seru@de server-dependent.
Second, we have proposed a probabilistic mechanism thaemwes privacy and al-
lows mutual authentication between server and tag. Thishar@sm is also resilient
to DoS and replay attacks. Further, it only requi¢gs: log n) bitwise operations and
comparisons on the data base of keys stored in a server, bpaeding up the search
process. Moreover, the tag just requires to store a singlake the capability to run a
PRNG and a hash function. Finally, the information confinettechnique and the tag
identification protocol could be independently incorpethinto existing solutions.

Current work is aimed at devising a possibly general formeahiework to evaluate
the security and privacy of the proposed solution.
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Appendix

conditioned In the sequel, we want to evaluate #tvantage—adv— that is given to
the adversary in Equation 3:

1
PT‘[DPM(O(L@‘ &, OQ’Z‘) = V1 [Z] D Vé[l”kl = kQ] = 5 + adv. (3)

Note that the lowetadv|, the harder would be for the adversary to perform an
educated guess in distinguishing between the two tags.

Pr[DPM (ay; @ ag;) = Vi[i] @ Vali]lky = ko] =
Pr[DPM (ry; ® re,) = VAli] ® Vali]] =
[

Pr[M(S1,1 @ S2,1) © ... ® M(S1,0/3® Sa,0/3) =

M(S1,1) ®...® M(S13) ® M(S21) @ ... M(Ss,/3)] =
Pr{(M(S11 @ S21) ® M(S1,1) @ M(S2,1))® ... &
(M(S1,6/3 D Sa2,0/3) © M(S1,0/3) © M(S2,0/3)) = 0]
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Now, letZ; = (M (S1,; @ Sa,;) & M(S1,) ® M(S2,;). We can rewrite Equation 3
as:

P’I”[DPM(OQ @O&Q) = V[l] D V[2]|k‘1 = kQ] = P?"[Zl D...D Zg/3 = O]
Note that theZ; are independent, hence we can apply the piling-up-lemnja¢bzain-
ing:

P’I“[DPM(Oq D Oég) = V[l] D V[2]|k‘1 = kQ] =
¢/3 1
-1
PriZi&...® Zy3=0]= —+2s H(Pr 2)

It can be shown (seBrob. here below) thaPr[Z; = 0] = 10/16, hence we have
that:

11\ G
PrDPM (o1 @ az) = VI © VI2l by = k] = 5 + <_> !

Prob. LetZ; = (M (S1,; ® S2,;) @ M(S1,:) ® M(S2,)). We have that
P?”[Zi = O] = P?”[(M(SLZ &, SQJ‘) D M(Slyi) o M SQ’Z) = O] =
PriM(S1,; ®S2:) =0AM(S1,;) =0AM(S2,;) = 0]+
PriM(S1,; ®S2:) =0AM(S1,;) =1ANM(S2;) =1+
P?”[M(SLZ ® SQ’Z‘) =1A M(Sl,i) =0A M(SQ Z) = 1]+
PrM(S1; @ Ss1) = LA M(S1:) = LA M(Ss.) = 0] =
1_0+9+10+10_§.

64 64 64 64 8
Indeed, let:

[M(S1,i ® Sa,1) = 0AM(S1,;) =0AM(Sz,) = 0] =

[M(SLi@SQq) (517)21/\M(527):1]:

[M(SLi@SQq)—1/\M(517)—0/\M(527) 1] =

[M(S1,i @ S2:) =1AM(S1;) =1ANM(S2;)=0]= C4

it is possible to build the truth table for the above varialilgat confirm our numerical
results (the truth table is omitted due to space limitation)
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