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Abstract. In this paper we compare a number of classifier fusion approaches
within a complete and efficient framework for video shot indexing and retrieval1.
The aim of the fusion stage of our sytem is to detect the semantic content of video
shots based on classifiers output obtained from low level features. An overview
of current research in classifier fusion is provided along with a comparative study
of four combination methods. A novel training technique called Weighted Ten
Folding based on Ten Folding principle is proposed for combining classifier. The
experimental results conducted in the framework of the TrecVid’05 features ex-
traction task report the efficiency of different combination methods and show the
improvement provided by our proposed scheme.

1 Introduction

Multimedia digital documents are readily available, either through the Internet, private
archives or digital video broadcast. Tools are required to efficiently index this huge
amount of information and to allow effective retrieval operations. Unfortunately, most
existing systems rely on the automatic description of the visual content through color,
texture and shape features whereas users are more interested in the semantic multime-
dia content. In practice an important gap remains between the visual descriptors and the
semantic content. New tools for automatic semantic video content indexing are highly
awaited and an important effort is now conducted by the research community to auto-
matically bridge the existing gap [1,2].

The retrieval of complex semantic concepts requires the analysis of many features
per modalities. The task consisting of combining all these different parameters is far
from trivial. The fusion mechanism can take place at different levels of the classification
process. Generally, it is either applied on signatures (feature fusion) or on classifier
outputs (classifier fusion). Unfortunately, complex signatures obtained from fusion of
features are difficult to analyze and it results in classifiers that are not well trained
despite of the recent advances in machine learning. Therefore, the fusion of classifier
outputs remains an important step of the classification task.

1 This work is funded by France Télécom R&D under CRE 46134752.
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This paper starts with an overview of our semantic video content indexing and re-
trieval system. It is followed by a brief description of state of the art combination meth-
ods and classifiers, including Gaussian Mixture Model, Neural Network and Decision
Template. In an effort to evaluate their classification and fusion ability, the previously
mentioned approaches have been implemented within our system along with a number
of training schemes. Among the training scheme evaluated here, we propose an alter-
native to the Ten Folding approach; the Weighted Ten Folding. This study reports the
efficiency of different combination methods and shows the improvement provided by
our proposed scheme on the TrecVid’05 dataset. Finally, we conclude with a summary
of the most important results provided by this study.

2 System Architecture

This section describes the workflow of the semantic feature extraction process that aims
to detect the presence of semantic classes in video shots, such as building, car, U.S. flag,
water, map, etc . . .

First, key-frames of video shots, provided by TrecVid’05, are segmented into homo-
geneous regions thanks to the algorithm described in [3]. Secondly, color and texture are
extracted for each region obtained from the segmentation. Thirdly, the obtained vectors
over the complete database are clustered to find the N most representative elements. The
clustering algorithm used in our experiments is the well-known k-means. Representa-
tive elements are then used as visual keywords to describe video shot content. To do so,
computed features on a single video shot are matched to their closest visual keyword
with respect to the Euclidean distance.

Then, the occurrence vector of the visual keywords in the shot is build and this vec-
tor is called the Image Vector Space Model (IVSM) signature of the shot. Image latent
semantic analysis (ILSA) is applied on these features to obtain an efficient and com-
pact representation of video shot content. Finally, support vector machines (SVM) are
used to obtain the first level classification which output will then be used by the fusion
mechanism [4]. The overall chain is presented in figure 1.
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2.1 Visual Features Extraction

For the study presented in this paper we distinguish two types of visual modalities: HSV
Histogram and Gabor filters features.Two visual features are selected for this purpose:
Hue-Saturation-Value color histograms and energies of Gabor’s filters [5]. In order to
capture the local information in a way that reflects the human perception of the content,
visual features are extracted on regions of segmented key-frames [6]. For the sake of
computation complexity and storage requirements, region features are quantized and
key-frames are represented by a count vector of quantization vectors.

2.2 ILSA

In [7], Latent Semantic Analysis was efficiently adapted from text document indexing
to image content. The singular value decomposition of the occurrence matrix of visual
keywords in some training shots provides a new representation of video shot content
where latent relationships can be emphasized.

2.3 Classification

Classification consists in assigning classes to video shots given some description of its
content. The visual content is extremely rich in semantic classes, but limited data is
available to build classification models. Classification is therefore conducted on indi-
vidual features in order to have enough training data with respect to input vector sizes.
Allwein and al [8] showed that it was possible to transform a multi-classes classifica-
tion problem into several binary classification problems. They propose a one-against-
all method, which consists in building a system of binary classification by class. In our
work, this method is adopted using the SVM classification.

Support Vector Machines are one of the most popular machine learning techniques,
since they have shown very good generalization performance on many pattern classifi-
cation problems. They have the property to allow a non linear separation of classes with
very good generalization capacities. The main idea is similar to the concept of a neuron:
separate classes with a hyperplane. However, samples are indirectly mapped into a high
dimensional space thanks to a kernel function that respects the Mercer’s condition [9].
This leads the classification in a new space where samples are assumed to be linearly
separable. The selected kernel denoted K(.) is a radial basis function for which normal-
ization parameter σ is chosen depending on the performance obtained on a validation
set. The radial basis kernel is chosen for its good classification results comparing to
Polynomial and Sigmoidal kernels [4].

3 Classifier Fusion

Combining classifier is an active research field [10,11]. There are generally two types
of classifier combination: classifier selection and classifier fusion [10]. The classifier
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selection considers that each classifier is an expert in some local area of the feature
space. The final decision is taken only by one classifier, as in [12], or more than one
”local expert”, as in [13]. Classifier fusion [14] assumes that all classifiers are trained
over the whole feature space, and are considered as competitive as well as comple-
mentary. Duin and Tax [11] have distinguished the combination methods of different
classifiers and the combination methods of weak classifiers.

The objective of the following section is to present an overview of classifier fusion
methods and attempt to identify new trends that can be used in this area of research.

3.1 Non Trainable Combiners

Here, we detail the combiners that are ready to operate as soon as the classifiers are
trained, i.e., they do not require any further training. The only methods to be applied to
combine these results without learning are based on the principle of vote. They are com-
monly used in the context of handwritten text recognition [15]. All vote based methods
can be derived from the majority rule E with threshold expressed by:

E =
{

Ci if max (
∑K

i ei) ≥ αK
Rejection else

(1)

where Ci is the ith class, K is the number of classifiers to be combined and ei ∈ [0, 1]
is the classifier output.

For α = 1, the final class is assigned to the class label most represented among
the classifier outputs else the final decision is rejected, this method is called Majority
Voting. For α = 0.5, it means that the final class is decided if more half of the classifiers
proposed it, we are in Absolute Majority. For α = 0, it is a Simple Majority, where
the final decision is the class of the most proposed among K classifiers. In Weighted
Majority Voting, the answer of every classifiers is weighted by a coefficient indicating
their importance in the combination [16].

Soft label type classifiers combine measures which represent the confidence degree
on the membership. In that case, the decision rule is given by the Linear Methods
which consist in a linear combination of classifier outputs [17]:

E =
K∑

k=1

βkmk
i (2)

where βk is the coefficient which determines the attributed importance to kth classifier
in the combination and mk

i is the answer for the class i.

3.2 Trainable Combiners

Contrary to the vote methods, many methods use a learning step to combine results. The
training set can be used to adapt the combining classifiers to the classification problem.
Now, we present four of the most effective methods of combination.
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Neural Network (NN): Multilayer perceptron (MLP) networks trained by back prop-
agation are among the most popular and versatile forms of neural network classifiers.
In the work presented here, a multilayer perceptron networks with a single hidden layer
and sigmoid activation function [18] is employed. The number of neurons contained in
the hidden layer is calculated by heuristic.

Gaussian Mixture Models (GMM): The question with Gaussian Mixture Models is
how to estimate the model parameter M . For a mixture of N components and a D
dimensional random variable. In literature there exists two principal approaches for
estimating the parameters: Maximum Likelihood Estimation and Bayesian Estimation.
While there are strong theoretical and methodological arguments supporting Bayesian
estimation, in this study the maximum likelihood estimation is selected for practical
reasons. For each class, we trained a GMM with N components, using Expectation-
Maximization (EM) algorithm.The number of components N corresponds to the model
that best matches the training data. During the test, the class corresponding to the GMM
that best fit the test data (according to the maximum likelihood criterion) is selected.

Decision Template (DT): The concepts of decision templates as a trainable aggrega-
tion rule was introduced by [10]. Decision Template DTk for each class k ∈ Ω (where
Ω is the number of classes) can be calculated by the average of the local classifier
outputs Pn

m(x).

DTk(m, n) =

∑
x∈Tk

Pn
m(x)

Card(Tk)
(3)

where Tk is a validation set different from the classifier training set. Decision Template
is a matrix of size [S, K] with S classifiers and K classes. To make the information fu-
sion by arranging of K Decision Profiles (DP), it remains to determine which Decision
Template is the most similar to the profile of the individual classification. Finally, the
decision is taken by the maximum of the similarity difference.

Genetic Algorithm (GA): Genetic algorithms have been widely applied in many fields
involving optimization problems. It is built on the principles of evolution via natural se-
lection: an initial population (chromosomes encoding possible solutions) is created and
by iterative application of genetic operators (selection, crossover, mutation) an optimal
solution is reached, according to the defined fitness function [7].

3.3 Alternative Training Approaches

In the case of large sets of simple classifiers, the training is performed modified versions
of the original dataset. Three heavily studied training alternatives are Adaboost (also
known as boosting), Bagging (Bootstrapping), Random Subspaces and Ten Folding. In
addition to the known methods, we propose an alternative to Ten Folding, which we
call Weighted Ten Folding and is detailed at the end of this section.
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Adaboost: The intuitive idea behind Adaboost is to train a series of classifiers and to
iteratively focus on the hard training examples. The algorithm relies on continuously
changing the weights of its training examples so that those that are frequently misclas-
sified get higher and higher weights: this way, new classifiers that are added to the set
are more likely to classify those hard examples correctly. In the end, Adaboost predicts
one of the classes based on the sign of a linear combination of the weak classifiers
trained at each step. The algorithm generates the coefficients that need to be used in this
linear combination. The iteration number can be increased if we have time and with the
overfitting risk [19].

Bagging: Bagging builds upon bootstrapping and adds the idea of aggregating
concepts [20]. Bootstrapping is based on random sampling with replacement. Conse-
quently, a classifier constructed on such a training set may have a better performance.
Aggregating actually means combining classifiers. Often a combined classifier gives
better results than individual base classifiers in the set, combining the advantages of the
individual classifiers in the final classifier.

Ten Folding (TF): In front of the limitation (number of samples) of TrecVid’05 test
set, N-Fold Cross Validation can be used to solve this problem. The principle of Ten
Folding is to divide the data in N = 10 sets, where N − 1 sets are used for training
data and the remaining to test data. Then, the next single set is chosen for test data and
the remaining sets as training data, this selection process is repeated until all possible
combination have been computed as shown in figure 2. The final decision is given by
averaging the output of each model.
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Fig. 2. The standard Ten Folding and Weighted Ten Folding combination classifier

Weighted Ten Folding (WTF): With TrecVid’05 test set limitation in mind, the well-
known Bagging instability [20] (i.e. a small change in the training data produces a big
change in the behavior of classifier) and the overfitting risk for Adaboost (i.e. when the
iteration number is big [19]), we propose a new training method based on Ten Folding
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Fig. 3. Comparison of Genetic Algorithm, Decision Template method, GMM fusion method and
Neural Network fusion method

that we call Weighted Ten Folding. We use the Ten Folding principle to train and obtain
N models weighted by a coefficient indicating the importance in the combination. The
weight αi of each model is computed using the single set to obtain the training error
εi. In this way, we obtain models with weak weight if the training error εi is high and
models with high weight when εi is low.

{
εi =

∑N
j=1(y(xj) − f(xj))2

αi = 1
2 log(1−εi

εi
)

(4)

The final decision combines measures which represent the confidence degree of each
model. The weighted average decision in WTF improves the precision of Ten Folding
by giving more importance for models with weak training error, contrary to the Ten
Folding who takes the output average of each model with the same weight.

4 Experiments

Experiments are conducted on the TrecVid’05 databases [2]. It represents a total of
over 85 hours of broadcast news videos from US, Chinese, and Arabic sources. About
60 hours are used to train the feature extraction system and the remaining for the eval-
uation purpose. The training set is divided into two subsets in order to train classifiers
and subsequently the fusion parameters. The evaluation is realized in the context of
TrecVid’05 and we use the common evaluation measure from the information retrieval
community: the Average Precision.

The feature extraction task consists in retrieving shots expressing one of the fol-
lowing semantic concepts: 1:Building, 2:Car, 3:Explosion or Fire, 4:US flag, 5:Map,
6:Mountain, 7:Prisoner, 8:Sports, 9:People walking/running, 10:Waterscape.

Figure 3 shows Mean Precision results for the trainable combiners. Of the four fusion
scheme compared in this work, the Genetic Algorithm performs worst. This is clearly
visible on the semantic concept (5, 10 and 11: Mean Average Precision), where the GA
approach suffered from overfitting. The Decision Template and the Gaussian Mixture
Model provide only marginally weaker performance than the Neural Network which
performed best.
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In the next experiment, Adaboost and Bagging principles are employed to increase
the performances of GMM and Neural Network methods, considering them as weak
classifier. As seen in figure 4, on average for all semantic concept the Weighted Ten
Folding approach outperforms in turn boosting, bagging and Ten Folding technique in
spite of the lack of datum. Significant improvement have been noticed for the following
semantic concepts (4, 5, 6, 8 and 11:Mean Average Precision). This can be explained
by the weight computation, which is computed on a validation set independently to
training set. This allows to have more representative weights in the test for the whole
classifier. So, we have best level-handedness of whole classifier contrary to boosting,
where the weights computation is made by the training set.

Figure 5 consists in group of plots that represent the evolution of precision and recall
values for 3 semantic concepts (Building, Car, Sports), using GMM and NN methods.
We observe that the NN-based system has higher precision values for the ”Car” and
”Sports” concepts. These concepts present a rich motion information compared with
”Building” which have no motion. Similar poor results are obtained using ”Map” and
”Mountain” concepts. Therefore, the choice and the selection of features is very im-
portant and must be made by taking into account the behavior semantic concepts. In
the same way, use audio features for ”Building, Map, US flag and Mountain” concepts
will give no positive improvement, but it will be more beneficial for ”Explosion” and
”Sports” concept for example. A careful selection of the features is therefore necessary
to improve our system such that it becomes more selective and less tolerant to changes.
This question of features selection will be the object of our future works.

The table 1 presents the TrecVid’05 results submissions for [21], [22], [23] and our
system. For this comparison task, we compute the Mean Average Precision (MAP) on
the first 1000 retrieved shots as a measure of retrieval effectiveness. Our system presents
very promising results, using SVMs classification and Weighted Ten Folding for NN
Fusion. Models are trained per raw features and per concept. Looking at those results in
some details, shows that the proposed system outperforms the top three systems for 6 of
the 10 semantic concepts featured in TrecVid’05. Overall, the mean average precision
is the best but only by a small (3%) improvement. We can explain this results by the
system scheme classification, when we built a system of binary classification by class
for each feature, it protects the correlation between the features. After, we fuse here
response using neural network.

Fig. 4. Comparison of performance using Adaboost, Bagging, Ten Folding and Weighted Ten
Folding for GMM and NN
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Fig. 5. Mean precision vs recall curves for three different objects (building, car, sports) using NN
and GMM methods

Table 1. Mean Average Precision scores for TrecVid’05

Concepts (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) MAP

System 39% 23.7% 2.8% 7.1% 15.1 % 18.4% 0% 31.2% 15.4 % 23.9% 17.66 %
A

System 45% 27.9% 10.7% 24.6% 37.4% 37.8 % 2% 44.6% 27.5% 41.1% 29.86%
B

System 47.6% 36.% 9.7% 18.7% 52.4% 45.4% 3% 40.1% 31.9% 47.6% 33.29%
C

Our 45.61% 48.49% 5.23% 38.49% 58.19% 50.43% 0% 38.08% 17.67% 58.89% 36.10%
System

5 Conclusion

In this paper, we have presented an automatic semantic video content indexing and
retrieval system where four different methods for combining classifiers are investigated
in details. The Neural network based fusion approach managed all the features most
effectively and appears therefore to be particularly well suited for the task of classifier
fusion. Our newly proposed training scheme for combining weak classifiers, Weighted
Ten Folding, achieved the best retrieval results. Adaboost and Bagging as they were
originally proposed did not show a significant improvement, despite their special base
model requirements for dynamic loss and prohibitive time complexity. It is due to the
TrecVid’05 test set limitation and overfitting risk as the number of iteration increases.
The later is solved by our proposed WTF which explains the performance improvement.
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