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1 Introduction 

Fraud is a growing problem experienced by 
most organisations [1] as well as affecting the 
general public. Impersonation of an individual, using 
identity information stolen from them, is the fastest 
growing crime in the UK [2]. There are also other, 
very different, kinds of fraud. Some forms of fraud 
that are often omitted from consideration are research 
misconduct and plagiarisms, but these are also 
frauds, despite the fact they normally do not lead to 
prosecution [3]. 

Over the past decade the use of global 
communications and the Internet as a means of 
conducting business has increased in popularity. A 
study of fraud is needed in light of this new context. 
The contribution of this paper is to highlight that 
fraud is likely to be just as prevalent, if not more so, 
in this new online environment as in the conventional 
scenario. Furthermore, additional research effort is 
needed to treat fraud in this environment. It presents 
significant new challenges, which means that the 
techniques used to treat conventional cases of fraud 
cannot easily be applied to it. 

In order to study the general phenomena of 
fraud, it is necessary to consider what the subject 
consists of. This is explored in Section 2. In Section 
2.1 a comparison is made of fraud definitions already 
in use, and a one-fits-all definition is proposed. 
Following this, the potential for a fraud taxonomy is 
discussed, by presenting requirements for taxonomies 
in Section 2.2 which are then applied to existing 
taxonomies of fraud in Section 2.3. Section 2.4 
proposes a first step towards a general fraud 
taxonomy. The decision tree presented is over-
simplified, but is used to identify general classes of 
conventional fraud sharing similar properties. Section 
2.5 gives examples of these classes. To determine 
how fraud could be treated in the online context, 
Section 3 reviews the existing research in fraud 
prevention and detection. This highlights that 
although a lot of work has been done, in most cases 
only one industry sector at a time was considered, 
without studying the entire domain of fraud as a 
single phenomenon. The paper then considers how 
fraud in the online world compares to the 
conventional cases. Section 4.1 gives examples of 
online fraud for each of the fraud classes identified 
by the tree. Section 4.2 shows the benefits of using 
electronic systems rather than humans to handle 
fraud. Following this, Section 4.3 presents challenges 
of using existing fraud techniques in the online 

scenario. Finally, Section 5 gives a summary and the 
conclusion of the paper.  

2 What is Fraud? 

As mentioned above, confusion exists over 
which acts are covered by the term ‘fraud’. Before a 
detailed study can begin, the subject must be clearly 
defined. 

2.1)  Definitions of Fraud 

There is no single definition of fraud that is 
used universally. Many authors define fraud only 
within the domain in which they are working: 
telecoms fraud [4, 5, 6]; academic and research fraud 
[3, 7]; phishing frauds [8, 9], computer fraud [10]. 

Telecoms fraud has been categorised into two 
classes [4, 5]. These are “swindling” or “subscription 
fraud” – obtaining and using an account without the 
intent to pay; and “impersonation” or “superimposed 
fraud” – taking over a legitimate user account, so 
fraudulent activity becomes superimposed over 
normal user transactions. These two definitions have 
also been combined to yield one that covers other 
cases of fraud as well: “A deliberate act of obtaining 
access to services and resources by false pretenses 
with no intention of paying.” [6] 

Academic misconduct is often not considered 
in fraud studies. Researchers may be pressured to 
publish regularly and produce results, in order to 
secure funding for future work, thus they sometimes 
misrepresent or totally fabricate research [3]. There 
are many forms of research misconduct: plagiarism; 
fabrication; falsification; ghost authoring; 
undisclosed conflicts of interest; with-holding 
research; misrepresentation about originality [3].  

‘Phishing’ definitions are often similar [8, 9], 
referring to impersonation of legitimate company 
communications using faked websites, emails and 
phone calls. The impersonation is used to steal 
identity information (account numbers, passwords, 
usernames, etc), which enable fraud for financial 
gain to be committed with the victim’s identity, for 
example, to access their online bank account [8, 9]. 

 So-called ‘computer frauds’ have similar 
properties to other frauds, but the act itself is carried 
out either by “input, alteration, deletion or 
suppression of computer data” or by “interference 
with the functioning of a computer system” [11]. 



 

Some general definitions of fraud state that it 
leads to an “economic benefit” [10, 11], but this is 
not the case for some of the examples above. In place 
of a general definition, one source gives definitions 
of what it considers to be the main classes of fraud 
[12]. These classes are covered by the dictionary-
style definitions used [10, 13, 14, 15, 16, 17], which 
vary in length and complexity, but all contain the 
notion that there was an intentional act of deception, 
used to gain a benefit (for some party). The most 
succinct definition is adopted here: “A deception 
deliberately practiced to secure unfair or unlawful 
gain” [13, 14]. In order to apply this definition, some 
key terms require clarification. 

Here, deception refers to: 

• The act of deceiving: to be false; to fail to 
fulfil; to cheat; to ensnare; to cause to accept 
as true what is false or invalid [15]. 

Whilst this paper defines unfair or unlawful gain as: 

• Any benefit of the deception which the 
guilty party should not normally have: 
money or promises of money; unethical gifts 
or preferential treatment; increased 
reputation; academic award; services; 
material goods; etc… In contrast, 
information which could enable them to 
gain a benefit is insufficient to demonstrate 
the party intended to gain. 

Under these semantics, it is the belief of this 
paper that the adopted definition covers the smaller 
classes of fraud discussed above, along with each of 
the alternative dictionary definitions. The adopted 
definition also accounts for “occupational fraud” 
(sometimes called insider fraud) which is defined to 
be: “The use of one’s occupation for personal 
enrichment through the deliberate misuse or 
misapplication of the employing organization’s 
resources or assets” [1]. Since this definition of 
occupational fraud does not mention deception, one 
might ask whether deceit covers misuse of company 
resources. This paper concludes that it does, since 
deception, as defined above, includes failing to fulfil, 
and an employee misusing resources fails to fulfil the 
expectations their employer has of them.  

2.2) Properties of Taxonomies 

Since fraud covers such a broad scope, a 
taxonomy or classification system may be useful to 
generalise similar properties of existing frauds. Such 
a system may suggest where cases could be treated 
similarly, as in the animal kingdom, where 
hierarchies of species and genera show animals 
sharing similar genealogy or physiological 
characteristics. In order to be both useful and correct, 
taxonomies need certain properties. 

Several complimentary studies of 
requirements for taxonomies have been made [10, 18, 

19]. This paper adopts the work of Krsul [18], as it is 
clear, concise, non-specific to computer security, 
covers much of what is said by the other authors and 
gives examples of taxonomies which fail to satisfy 
the required properties.  

Taxonomic characteristics “… are the 
properties or characteristics of the objects to be 
classified.” The required properties for each 
taxonomic characteristic used are:  

“Objectivity: The features must be identified 
from the object known and not from the subject 
knowing. The attribute being measured should be 
clearly observable.”  

“Determinism: There must be a clear 
procedure that can be followed to extract the 
feature.”  

“Repeatability: Several people independently 
extracting the same feature for the object must agree 
on the value observed.”  

“Specificity: The value for the feature must be 
unique and unambiguous.”  

Finally, two requirements exist for the 
usefulness of the taxonomy. It must have explanatory 
value: through separation or ordering specimens of 
the domain, generalizations can be made. It must also 
have predictive value: one can predict the existence 
of unseen specimens by extrapolating from the 
known specimens. Specifically, this last property is 
particularly interesting for fraud, as new schemes 
regularly appear which were never considered 
before.  

2.3) Taxonomies of Fraud 

Having considered what one desires from a 
taxonomy, existing attempts at fraud taxonomies can 
be evaluated. Two sources considered a broad 
enough field of frauds to be candidates for a general 
fraud taxonomy [10, 12]. One approaches fraud from 
the criminal investigation viewpoint [12]. Some 
classes presented there come from a description of 
the victim: Financial Institution Fraud; Gaming 
Fraud; Communications Fraud; Utility Fraud; 
Insurance Fraud; Government Fraud. On the other 
hand, the class Business Frauds describes who the 
fraudster is. The remaining classes, Confidence 
Fraud and Investment Fraud, describe perpetration 
methods: breaching a relationship of trust; receiving 
investments under false pretences or stock market 
manipulation. Such a mixture of classification criteria 
makes new specimens harder to classify. In addition, 
the system provides no clear way to classify cases of 
academic fraud, research misconduct, and misuses of 
resources. Finally, the method to classify a specimen 
is not made explicit, so the system lacks determinism.  



 

Another paper creates a taxonomy for 
computer fraud [10]. It classifies cases using two 
criteria: perpetration platform (whether the fraudsters 
acted without authorization or exceeding an 
authorization they had); and perpetration method 
(whether the attack involves data manipulation or 
program manipulation). The taxonomy diagrams 
given by that paper are presented in Tables 1 and 2. 
These can be read as classification trees, where the 
root node is omitted, and moving left-to-right 
indicates movement towards the leaves. This system 
satisfies many of the required properties of 
taxonomies (Section 2.2), but is too specific to 
electronic methods. For example, in many real-world 
fraud cases it is problematic to classify even a single 
step as “without authorisation (WOA)” or merely 
“exceeding authorisation”. Often one can argue 
either way. An example would be sending a letter 
that promises money when some advance fees are 
sent by the victim: sending a letter is allowed, but the 
sender may or may not be authorised to promise the 
monies specified, and they are certainly not 
authorised to defraud. Another difficulty is how to 
classify a fraud when the steps mix perpetration 
platforms, as in the example just given. Due to these 
difficulties the authors of this paper do not believe a 
good starting point for a general fraud taxonomy was 
found.  
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Table 1: Taxonomy of Computer Fraud – 
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Table 2: Taxonomy of Computer Fraud – 

Perpetration Method [10] 

2.4) Classifying types of fraud 

The goal of this paper is just to identify frauds 
sharing similar properties. It does not therefore create 
its own fraud taxonomy, as this would be a major 
amount of work in itself. Instead, a first step towards 
the goal is taken by creating a decision tree to 
classify fraud examples (Figure 1). This has the form 
the authors expect a taxonomy satisfying the 
requirements (Section 2.2) to take, but lacks some 
formal definitions. The tree would need further 
elaboration of the criteria encapsulated in the 
decision boxes to become a fully deterministic 
taxonomy. However, the tree does identify major 
classes of conventional fraud, by considering criteria 
which could be useful for fraud prevention. The tree 
shows that some frauds which do not belong to a 
single industry sector have similar properties, 
indicating that frauds previously thought of as 
different, could be treated in similar ways.  

The decision tree (Figure 1) classifies the 
relationship between victim and fraudster with 
respect to organisational boundaries. For prevention 
purposes this is useful, since the form of this 
relationship indicates how much control the victim 
can have over the actions of the fraudsters. 

Identification of who is a fraudster (F) and 
who is a victim (V) can sometimes be difficult: 
several possible role assignments may exist. This 
paper considers a fraudster to be a party who 
deceives and gains some benefit, conversely a victim 
is any party who is deceived; benefit and deception 
being defined as above. For the sake of simplicity, 
the tree does not consider whether a fraud is 
committed by a single party or multiple parties who 
collaborate. Instead, all parties involved in 
committing the act are considered together as the 
fraudster. 

The fraudster-victim relationship is hard to 
define in frauds where multiple victim parties exist. 
This paper handles these frauds by splitting them to 
consider only one victim’s viewpoint at a time: what 
they lose, what relation the fraudster has to them, etc. 
The decision tree can then be applied for each victim 
independently.  

Some of the terms used by internal nodes of 
the tree require further explanation. An organisation 
can be: government; business or company; group of 
related companies; group of companies working in 
collaboration; public-sector organisation (e.g. health 
service; benefits agency); charitable organisation. If 
the victim could be considered to be several of these, 
for example, a company within a larger group, the 
smallest organisation covering the greatest number of 
victims and fraudsters in the fraud is considered to be 
the victim organisation. 
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Figure 1: Decision tree to classify fraudster-victim relationship

When someone ‘acts as an academic’ during a fraud, 
they either: publish their work; study at an 
educational institution; lecture at an educational 
institution.  

In the decision nodes, a ‘linked organisation’ 
refers to a client or supplier of some other 
organisation, i.e. there is a contract between them. 
Someone ‘acts as a customer of’ a business, if they 
behave like an individual member of the public 
purchasing something or using a service as a normal 
customer would. Academic organisations are those 
that: publish; organise research conferences; award 
academic qualifications. Someone ‘acts as a citizen 

of’ a government, if they interact with a publicly-
funded entity in the collection of duties (taxes and 
excise duties) or the distribution of welfare benefits 
(healthcare, unemployment benefits and so on).  

The leaves give names to the fraud classes. The terms 
not discussed previously, or immediately obvious 
from the tree description, are as follows. ‘Consumer 
fraud’ involves a member of the public being 
deceived. ‘Plagiarism’ is an academic using someone 
else’s work without crediting them. ‘Outsider 
attacks’ refer to frauds suffered by an organisation, 
perpetrated by a party with whom they have no 
explicit relationship. They may be attacked by 



 

 

someone working on behalf of a competitor who 
wants to damage reputation or steal intellectual 
property. It could also be an individual who wants to 
damage reputation, or who gains access to company 
resources to commit fraud as though they were 
internal to the organisation.  

2.5)  Fraud examples 

In order to further illustrate the meanings of 
the tree leaves, the following gives an example of a 
conventional fraud for each of the classes presented. 

Consumer fraud: Art forgery. A New York 
gallery “bought authentic paintings, then hired 
artists to carefully copy them, down to markings on 
the backs and frames of the canvases”, they then sold 
the copies as genuine, keeping the originals to sell on 
at a later date [20]. 

Plagiarism: A medical researcher copied text 
from a research application he had reviewed as part 
of a confidential application review process he was 
involved in. He used the text without citation to 
apply for a grant for his own work [21]. 

Occupational fraud: Skimming. A supermarket 
branch was installed with six checkout tills. The store 
manager set up a seventh till, and collected all the 
proceeds from the till for himself without showing 
the sales records [22]. 

Client-supplier fraud: A chip distributor 
receives an order from a newly set-up computer retail 
company which has established a line of credit at a 
known bank. The company, which is phoney, sells 
the chips on the black market for a fraction of the 
retail price, closes down and disappears, leaving the 
distributor out of pocket [23]. 

C-2-B fraud: Claims fraud. A survey by Direct 
Line Insurance in the UK showed that 1 in 20 
participants had “falsely claimed that a personal 
technology item, such as a mobile phone, camera or 
walkman, was lost or stolen in order to upgrade it 
with a newer version” [24]. 

Public duties evasion: A Nanny, who earned 
£600 per week, claimed that she was unemployed for 
a period of 3 years. As a result, she avoided tax, and 
received Income Support and Housing Benefit (to 
pay for the rent of her home) in addition to her wage. 
The loss caused to the UK government was £26,000 
[25]. 

Academic misconduct: In August 1996, 
London doctors claimed they had re-implanted an 
ectopic pregnancy, and a baby had been born as a 
result. The first author was a world famous expert on 
Ultrasonography in Obstetrics and assistant editor to 
the journal that published the article. The second 
author was editor of the same journal and president 
of the Royal College of Obstetricians and 

Gynaecologists. Following accusations of fraud, an 
investigation showed: the patient did not exist; the 
second author claimed he had never read the article, 
despite putting his name to it (he said this was 
common practice); other papers by the first author 
also contained falsified data [3]. 

Outsider attack: Intellectual property theft. 
Time Group, a UK PC company was judged to have 
“deliberately and disgracefully” copied and marketed 
a design for i-desks (from a separate smaller 
company) – slim PCs built into desks – having 
believed that “[the designer of the i-desk] would 
[not] have the ability seriously to contest any 
infringement” [26]. 

3 Existing Fraud Prevention and Detection 
Methods 

For the conventional fraud world, much work 
has researched methods for prevention and detection. 
To judge if these are applicable to the new online 
scenario, a full understanding of their contributions is 
necessary. Fraud recovery is not considered within 
the scope of this paper, as preventing frauds before 
they happen and recognising when they occur are the 
first steps in limiting the damage caused. 

3.1)  Fraud Prevention 

In the initial implementation of bank ATMs 
(Automatic Teller Machines), the C-2-B and 
occupational fraud that occurred was often not the 
result of technical attacks, such as cryptanalysis, but 
were due to bugs in implementation or incorrect use 
of the system [27]. For example, ATM keys were 
split in half, with a different manager to enter each 
half. Unfortunately, the halves were sometimes given 
to an engineer to type in, defeating the intended dual 
control [27, 28]. Bank accounting and general book-
keeping systems further protect against fraud with 
duplicated record-keeping and duty separations: dual 
control and functional control. One problem is that 
even when dual control is enforced on system users, 
interfaces between systems can be single points of 
failure, which allow breaking the dual control 
requirement [28]. Smaller-value occupational frauds 
in banks were mostly committed by opportunists who 
discovered workarounds in security controls or lax 
auditing controls (e.g. not auditing change of 
address) [28]. In all of the high-value occupational 
fraud cases “Either the victim’s top managers were 
negligent… or they were the perpetrators” [28]. 

Service payment systems which have no 
return communication channel from the end-user 
system (e.g. an energy meter) back to the supplier 
system, presented new challenges for fraud 
prevention, since effective monitoring of the end-
user becomes impossible. An example case is the 
South African electricity prepayment system [29]. 
The C-2-B frauds they encountered were prevented 
in later versions of the system by making meters 



 

 

more resistant to physical attack, controlling token 
refunds more strictly, or increasing protection against 
token replay. Client-supplier frauds committed by 
token vendors could have been prevented by: 
restricting vendor access rights to only what they 
needed; better designed and implemented balancing 
systems; storing better audit evidence in locations not 
vulnerable to attack or theft [29]. In addition to the 
fraud prevention properties already stated above, 
security requirements engineering of an online-
gaming system also found that for client-supplier and 
C-2-B fraud prevention one should: use book-
balancing controls; authenticate both ends of client-
server transactions; ensure system faults cannot lead 
to any kind of benefit for an individual who could 
cause them [30]. 

Occupational fraud often occurs in company 
payroll systems (this is termed payroll fraud), but 
measures exist to prevent it: ensure proper 
segregation of payroll preparation, disbursement, and 
distribution functions; use direct bank transfers 
instead of cheques; require positive ID if delivering 
cheques; don’t allow some combinations of duplicate 
data (such as bank details and addresses) in payroll 
systems; cross-check payroll with other employee 
records before payment [31]. Other occupational 
frauds can be prevented by ensuring proper 
separation of duties between employees: do not leave 
a single company accountant responsible for all 
functions regarding supplier payment [32]; do not 
give the programmer of a bank’s computer system 
access to all live customer accounts [33]. Another 
effective way of preventing occupational fraud is by 
deterring employees from committing fraud [1]. 
Examples of deterrence methods are: creating a work 
environment in which employees feel both able and 
obliged to report frauds committed by colleagues; 
showing that fraudsters are appropriately punished. 

3.2)  Fraud Detection  

Historically, occupational frauds were 
detected after the event by auditors discovering 
suspicious records and then investigating, or by 
complaints from customers which subsequently lead 
to an investigation. There are common warning signs 
of occupational fraud for auditors or competent 
internal accountants: unexpected trends in the 
account ledgers; suspect supplier addresses (e.g. post 
office boxes); suspect supplier names; supplier 
address matching an employee’s address; late 
reporting of deposits; books failing to balance; 
complaints by customers or suppliers [22, 32]. 
Regression analysis is the traditional method used to 
detect trends in figures differing from historic 
behaviour [34]. Payroll frauds have other ‘red flags’: 
payslips without deductions; payroll costs exceed 
budgeted amount [31]. In general, close scrutiny and 
balancing of account ledgers is the most effective 
way to manually detect occupational fraud [22, 31, 
32, 33]. However, most occupational frauds are 

uncovered by tips from other employees [1]. 
Auditors have legal requirements to detect and report 
fraud whilst undertaking a financial statement audit, 
and there is a fraud detection process they should 
follow which includes: staff interviews; fraud risk 
analysis; careful unbiased scrutiny of the actions of 
managers [35]. 

Many existing systems automatically detect 
fraud by analysing transaction logs. Most are targeted 
at C-2-B telecoms fraud, but a wide range of 
techniques are in use [4, 5, 6, 36, 37, 38, 39]. 
Thresholding has been used: looking for 
unexpectedly large values, and applying the same 
thresholds to all accounts. This was error-prone and 
inflexible [36]. Many systems track accounts using 
profiles: statistical summaries of account history. In 
these systems, comparison of a user’s profile with a 
profile known to be fraudulent and/or the user’s 
historic profiles is used to identify if the user 
commits a fraud, after each completed transaction 
[36, 37, 38]. Statistical methods can be used to 
classify profiles as fraudulent or legitimate [36], as 
can supervised neural networks, where network 
training occurs on fraudulent profiles (with fraud 
cases manually identified) and new customer profiles 
[37]. Feed-forward neural networks have been 
compared to statistical methods appropriate for the 
task: probability density function estimation via 
Gaussian methods; a Bayesian network model [38]. 
The advantage of the two statistical methods is that 
less expert knowledge is required, none for the 
Gaussian method, and analysis can be done after each 
transaction, rather than requiring a fixed number of 
transactions to analyse [38]. Bayesian networks have 
also been compared to statistical discriminant 
analysis, regression trees, and classification trees (the 
last two are data mining techniques) [39]. It is 
claimed that Bayesian methods could handle larger 
quantities of data, and are not based on inaccurate 
statistical assumptions. On the layer above detection 
systems, expert systems have been used to decide 
what action to take on an alert: the aim is to minimise 
wrongful accusation of honest customers [39]. 

The above systems handle ‘Impersonation’ 
telecoms frauds (see Section 2.1), but the 
‘Swindling’ type (another C-2-B case) were also 
studied [4]. A formal notation was created for these 
frauds using predicates, along with a means of 
quantifying an entity’s ‘intention to deceive’ from 
their actions. A decision algorithm combines this 
deceiving intention measurement with statistical and 
transition analysis methods, as seen above, to detect 
swindlers [4]. Rule-based detection methods for 
telecoms fraud, which use ‘red flags’ of fraudulent 
activity (e.g. international calling increases tenfold) 
to set off alerts when matched to an account, have 
been developed which use automatic discovery of the 
flags [5]. For this task, extensions to existing data 
mining classification techniques were needed to 
enable discovery of fraud patterns from historic 



 

 

account data stored on two levels: the fixed user 
information data and the constantly varying 
transaction data [5]. In previous classification 
techniques the fixed data dominated the varying data, 
leading to fraud patterns based solely on user data, 
e.g. a fraudster’s name would be a red flag [5].  

Research has also considered fraud detection 
in IP-based (Internet Protocol-based) telecoms 
services, where the records used in the detection 
methods above are not available, and several layers 
of actors provide service: content; payment; network 
access; etc. A model of fraud intended to be applied 
to all IP-based services including telecoms, has been 
developed and applied to online-gaming fraud [6]. 
The model is too specific to the IP-based client-
supplier, C-2-B, and consumer frauds to be useful in 
the general fraud case, and some of its 
categorisations could be hard to judge objectively. 
The same work also considered whether Intrusion 
Detection Systems (IDS) can be generalised and 
adapted to create combined Fraud and Intrusion 
Detection systems, as Fraud Detection Systems 
(FDS) are a specialisation of IDS. Some components 
were found to be general enough to be shared 
between the applications; some would need separate 
designs for each purpose [6]. It has further been 
suggested that lessons learned in IDS research can be 
applied to give more effective FDS, and vice-versa 
[17]. 

In tax evasion, a form of public duties evasion, 
data-mining classification was applied to pick the 
best combination of organisations to audit, to 
simultaneously minimise costs and maximise returns 
[40]. Healthcare insurance claims fraud, a client-
supplier fraud where fraudulent claims come from 
healthcare providers, was for a long time not 
submitted to large-scale data analysis to detect fraud 
[41]. Several commercial systems have used a 
combination of behavioural heuristics (similar to red 
flags) and basic statistical and knowledge-discovery 
techniques to detect fraud in this domain [41].  

In the financial trading world, managers have 
historically had problems evaluating financial risks. 
For example, this allowed the occupational fraud 
which lead to the Barings Bank collapse. A totally 
different, agent-based system has been developed for 
this domain, which monitors traders’ activities and 
warns when risks increase faster than expected [42]. 
Different autonomous agents populate the system and 
collaborate to: monitor trades; calculate risks; gather 
data from internal and external systems; report 
warning signs to managers and traders. These agents 
must share a picture of the organisational framework 
they are working in, and this can be specified using 
UML (the Unified Modelling Language) [42]. Such a 
system has the potential to be rapidly adapted for 
another problem (for example intrusion detection) by 
changing the UML specification and the data 
available to the agents. 

3.3)  Discussion 

 The above methods almost exclusively 
consider fraud in one industry sector at a time. It is 
the belief of this paper that such solutions are not 
suited to the online business world where: techniques 
and components are often shared between systems 
used in diverse situations; most organisations 
conduct business via the web; component-based 
developments (reusable components fitted together to 
create domain-specific solutions) are becoming 
increasingly popular. Instead, generic approaches, 
treating fraud across all sectors, would likely reduce 
the amount of research needed, and increase 
effectiveness of the methods developed. 

4 Fraud in the Online World 

As already stated, systems of critical 
infrastructure are currently moving to a new 
environment where: many systems are connected by 
the Internet; increasing numbers of transactions are 
conducted electronically across organisational 
boundaries; similar computing components are used 
across many diverse industries. Consideration should 
thus be given to how fraud in this online environment 
compares to cases in the conventional world. One 
obvious difference is that acts in the online world 
feel less consequential and more anonymous, for 
example an employee may think their organisation 
loses nothing if they misuse the Internet connection 
and that in any case, the Internet is used so much that 
it will not be monitored. Thus, they may feel there 
are greater opportunities to commit fraud undetected. 

4.1)  Online fraud examples 

To show online frauds corresponding to all the 
previously identified classes of conventional fraud 
are possible, examples of Internet-based frauds are 
given below. As before in Section 2.5, an example 
for each leaf of the decision tree is provided. 

Consumer fraud: Buyer-beware fraud. Prior to 
the release of Microsoft’s ‘X-Box’ a small website 
offered the product at an attractive price, mostly 
advertising on Internet bulletin boards. The merchant 
accepted payments and promised delivery soon after 
the release date. When the release came and went 
customers revisited the site to find it was gone, and 
no trace could be found of the individual who had 
received payments for goods he had no intention of 
delivering [43]. 

Plagiarism: A researcher from Boston Medical 
Center downloaded a DNA sequence from an 
Internet database and claimed it to be a sequencing of 
another gene he was working on [44]. 

Occupational fraud: A UK survey found that 
70% of people have stolen important information 
from work, e.g. sales contact data, normally to take 
on to their next job. Most of those who stole 



 

 

information e-mailed it to a personal account from 
the workplace [45]. 

Client-supplier fraud: Imagine an online Lotto 
service which has tickets sold to customers through a 
network of retailers, with the main Lotto company 
being responsible for administering the draw. A 
retailer store may be able to withhold revenue if the 
gambling software does not allow the Lotto to be 
able to verify all transactions. The retailer would 
report customer wins as normal, but not report some 
of the customer losses that would have created 
revenue for the Lotto [6, 30]. 

C-2-B fraud: Early online shopping cart 
programs contained vulnerabilities which could allow 
fraudsters to alter the prices they were paying for 
products, so they could get products substantially 
cheaper than they were supposed to [46]. 

Public duties evasion: The tax collection 
agency in the UK, the Inland Revenue 
(http://www.inlandrevenue.gov.uk/) has recently 
made it possible to fill out many tax claims online. 
Apart from the conventional understatement of 
liabilities, the example of online C-2-B fraud above 
suggests electronic manipulations of the form might 
also facilitate fraud. 

Academic misconduct: Allegations have been 
made that German researchers downloaded an 
unrelated picture from the Internet, and then claimed 
in a publication that it was a photo showing fused 
tumour cells from their work in a cancer vaccine 
[47].  

Outsider attack: Research published by Nature 
showed GM (Genetically Modified) pollen could 
contaminate crops much further away than was 
previously expected. On the day of publication, a 
thread on a web forum was started, claiming that the 
research was biased as the authors were anti-GM 
activists. Posts grew from here and as a result an 
Internet petition was started and submitted to Nature 
who retracted the article in the face of public 
pressure, saying it should not have been published. A 
later investigation showed the research was accurate 
and the people who started the forum thread were 
working for a GM seed company. Nature was 
deceived into helping the GM seed company [48]. 

The examples above show that the major 
classes of conventional fraud are found in the online 
world: either examples are known or clear 
opportunities exist which criminals have not yet 
exploited.  

4.2)  Benefits Brought by Electronic Systems  

When treating online fraud, there are benefits 
of working in an environment of electronic systems. 
Much existing computer security research has 
considered controlling access to electronic resources 

(access control). Access policies can be formally 
defined, enabling the construction of formal proofs 
that the protocols have the intended properties. This 
gives confidence that correct implementations of the 
policies (verified as correct) will always enforce the 
required access control [28]. In contrast to humans, 
computer programs are deterministic, social pressures 
do not apply, so computers will always apply the 
necessary checks, unlike a train conductor, for 
example, who may not check all tickets because he is 
too tired or does not want to annoy people he 
believes he has already checked. Additionally, 
computers are faster at checking and not prone to 
boredom when doing repetitive tasks. This means 
computer checks can occur more reliably than human 
checks. Checking of a computer system can often be 
done without user interaction, as in most office 
logging tools, so checking need not inconvenience 
users or hinder them in carrying out their normal 
business activities. 

In addition to this, the general achievements in 
security engineering have helped to aid the 
prevention and detection of fraud [28]. 
Cryptographic primitives exist to aid enforcement of 
key security properties. Strong authentication 
techniques increase confidence that the entity on the 
other side of a communications link is the intended 
party. Encryption and decryption systems make it 
possible for information to be obscured, meaning it 
can be kept confidential from parties who should not 
have access; it can then be sent across public 
communications channels knowing that anyone 
intercepting the message will have difficulty reading 
it. Message authentication checks can ensure that a 
message has not been altered in transit. Furthermore, 
certain protocols give guarantees that a party can not 
deny having done something later (non-repudiation), 
e.g. they can not deny having accepted an agreement, 
or having received and read a message. More details 
of these properties are discussed in [28]. 

4.3)  Challenges for Treatment of Online Fraud 

Having seen that a similar scope exists for 
fraud in the online world, one should ask whether 
conventional fraud treatment methods can be adapted 
and reapplied. Unfortunately, fraud treatment in the 
online world faces many new challenges, which 
highlight that new solutions are needed in this 
domain. As an eye-opener, 10 examples of the 
difficulties are given below, but this is by no means 
an exhaustive list. 

1 Anonymity: Anonymity is a property often 
required in web transactions, either due to public 
pressure or privacy legislation. This means detecting 
fraud can not rely on detecting identity. 

2 Ubiquity: A traditional ‘red flag’ for credit 
card frauds used to be the same card being used in 
geographically separated locations at the same time. 



 

 

For example, transactions in Tokyo and New York 
within a short space of time would normally lead to 
the card being suspended. However, with online 
retailers, it becomes possible to buy from companies 
in these two locations at almost the same time, thus 
the old detection paradigm no longer applies. An 
additional problem of ubiquity is that a party can 
appear to be several different people at the same 
time, for example they can login to IRC, chat rooms, 
web forums, and so on with multiple different 
usernames. This allows a single person to appear to 
be a whole crowd of people, so they can apply social 
pressure to create the right environment for a fraud 
by themselves (e.g. reporting a ‘great investment 
opportunity’ that many people seem to be willing to 
engage in). 

3 Speed: With the advent of web-based services, 
decisions happen much faster due to the speed of 
computer processing and the speed at which web 
business can move. It is often the case in Internet 
business that decisions need to be taken quickly: 
opportunities are short-lived. In addition people do 
not appear to retain the same psychological link 
between action and consequence. For example, some 
people will always click ‘OK’ on a popup window to 
get rid of it, they may not realise they have just 
downloaded and installed a malicious program onto 
their computer, or agreed to pay someone money. In 
some cases fraud is now just a click away. 

Aside from this, electronic communication is 
fast, making it possible for a fraudster to contact 
many potential victims in an instant. Even if the more 
wary targets notice a scam they will not have time to 
communicate a warning to the others before it is too 
late. Another speed-related problem is that a 
weakness allowing a system to be compromised can 
often be exploited quickly. The concept of a ‘flash 
worm’, which could compromise a million machines 
in a second, is described in a paper published at 
WORM 2004 [50]. Thus, a fraudster can quickly 
compromise a large number of web servers which are 
trusted by the public (their usual news sites, 
entertainment providers, web mail clients, etc) to set 
up an environment to lure victims: altering or 
inserting news stories; adding commands to HTML 
pages to automatically download and install some 
malicious code when read. 

4 Parallelism: Electronic systems offer 
parallelism. This is either true parallelism, through 
using many systems at once, or concurrency (logical 
parallelism) by multi-tasking many threads of 
execution on the same processor. A fraudster can 
thus run the same fraud against many victims in 
parallel, giving a greater chance they will succeed in 
some cases. He can also attack one victim in parallel 
with a large number of attacking systems, as has 
happened in the Distributed Denial of Service attacks 
(DDoS) which have been used to make the content of 
certain web hosts inaccessible. Also, each of his 
attacking systems can target further attacks at 

different victims, as is the case in worm propagation. 
A single fraudster can now have the attacking power 
he would previously only have had with many 
collaborators. 

5 CPU Speed and Parallelism: With the CPU 
speed available today, and the ability to run tasks in 
parallel, a fraudster can run many frauds with small 
inconsequential gains (e.g. a few cents) which will 
mount up very quickly without a long period of 
exposure. He can disappear before any criminal 
investigation begins. 

6 The Environment is Your Enemy: In the online 
world, it is hard to know what is trustworthy. For 
example, when an advert appears in a popup window 
on a website the user trusts, they may believe it has 
been reviewed by the site and approved as ‘safe’, but 
this is often not the case. Similarly, they may be 
tempted to open an e-mail sent by a known party, but 
many of the first e-mail viruses spread by sending 
themselves to everyone in an infected party’s address 
book. There are also many points in the 
communications infrastructure that can be attacked: 
DNS attacks mean typing a trusted web address can 
redirect the browser to a totally different server; 
routing of communications crosses many unknown 
systems which can be attacked to redirect or intercept 
traffic; communications components can be replaced 
for non-trustworthy ones without noticeable effect; 
WiFi access points can be impersonated. 

The stealth with which information can be 
collected has also increased. For example, 
communications can be listened to without either 
communicator realising. This can lead directly to 
fraud, for example if someone gives out their credit 
card number in an unencrypted channel. 
Alternatively, information capture can lead indirectly 
to a benefit for a fraudster. For example, if he 
witnesses an IP address from within a company 
accessing a pornographic website, he can 
communicate to the originator and extort money from 
them threatening that, “all e-mail addresses in your 
domain will be mailed with the site address and your 
IP so they will find you and punish you”. 

7 Fraud Cost vs. Benefit has Changed: 
Unfortunately, with the advent of the extremely 
cheap communications offered by the Internet, which 
means, for example, that it costs the same to send an 
e-mail to 1 person as to 100, the fraudster now has to 
invest less (often just an Internet connection and 
time) to commit a fraud yielding the same or greater 
benefit as before. This can be witnessed through the 
prolific nature of spam (unsolicited emails). 

8 Available Victims: The Internet connects huge 
numbers of people located all over the world. This 
means everyone is a potential victim of fraud, 
making it hard to warn them effectively. In addition, 
frauds can cross jurisdictional and geographical 
boundaries, so different laws and regulations apply to 



 

 

different parties, and investigation requires 
international cooperation. Finally, people who use 
websites may do so only once, never to come back. 
This means there is less scope for profiling customers 
to say whether a request comes from a legitimate 
customer or not. 

9 The ‘Slashdot Effect’: When a site is reviewed 
by a popular site such as Slashdot 
(http://slashdot.org/), it can receive a flood of 
legitimate requests as a result. “Often so many people 
follow up a mention by clicking the associated link 
that a page is impossible to reach.” [49]. These kinds 
of phenomena may look like malicious attacks or 
frauds, but a victim must understand the cause of 
such an event, be it malicious or legitimate, in order 
to deal with it appropriately. Whilst research in fields 
like marketing, criminology and sociology aid 
understanding of these events in the conventional 
world, there has so far been less research into how 
individuals behave online. 

10 Schizophrenia: On the Internet, computers act 
as representatives for humans. Users must trust their 
PCs, which carry out actions on their behalf which 
they themselves would not be capable of. An analogy 
is the trust one must give to an interpreter when 
visiting a foreign bank. However, one does not know 
if a machine is compromised or what it is doing in 
the background, and can not understand or even view 
the signals the PC emits. Therefore, humans enter a 
dangerous situation when they give trust to their 
machines. 

5 Summary and Conclusion 

This paper attempts to provide a comparison 
of conventional fraud and online fraud. In particular, 
in sections 2, 3, and 4 this paper has covered: 

• Definitions of fraud. 
• The need for fraud taxonomies and 

existing attempts. 
• The identification of classes of 

conventional frauds with similar 
properties. 

• Existing research in fraud prevention and 
detection. 

• The potential for online fraud. 
• Benefits of using electronic systems to 

treat fraud.  
• Challenges for treating fraud in the online 

world. 

This paper concludes that there is a vast scope 
for fraud in the conventional world, and a similar 
scope for fraud in the online world. In addition, the 
fraud treatment methods found have not yet 
considered the entire fraud problem, but instead 
focussed on a single industry sector at a time. These 
methods have also not given much consideration to 
the online domain. Certain properties of the online 
domain mean the existing fraud treatment methods 

cannot be re-used there. Thus, additional research is 
needed to secure critical infrastructures against fraud. 
Systems of critical infrastructure which work in the 
online world have no reliable protection against fraud 
at this point in time. Although security techniques 
exist which could be used as a starting point to 
protect against fraud, time must be invested before 
systems which span different kinds of businesses, or 
which act in the online world, can be secured.  
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