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Abstract

We propose a new space-time coding scheme for the quasi-static multiple-antenna channel with perfect channel state information at the receiver and no channel state information at the transmitter. The new scheme includes both trellis space-time codes and layered space-time codes as special cases. When the number of transmit antennas is not larger than the number of receive antennas our scheme can be efficiently decoded by minimum mean-square error (MMSE) decision-feedback interference cancellation coupled with Viterbi decoding through the use of per-survivor processing (PSP). We discuss the code design for the new scheme, and show that finding codes with optimal diversity is much easier than for conventional trellis space-time codes.

Our scheme yields a large performance gain with respect to coded V-BLAST of similar complexity, and it can be easily coupled with the recently proposed linear-dispersion precoding to handle the case of a number of receive antennas smaller than the number of transmit antennas.

1. Introduction

Transmission schemes based on multiple antennas have attracted much attention in the recent years as a viable solution to increase spectral efficiency and performance of wireless channels. Roughly speaking, works on multiple antennas can be classified depending on the assumptions on the channel state information (CSI) available at the transmitter and at the receiver. In practice, the assumption of perfect CSI at the receiver holds approximately when the channel varies very slowly with respect to the duration of a codeword (quasi-static assumption). This is a quite realistic assumption in several situations where the mobility of wireless terminals is limited or absent (e.g., indoor wireless local-area networks, wireless local loops). On the contrary, the assumption of perfect CSI at the transmitter holds only if a delay-free error-free feedback link from receiver to transmitter exists, or if time-division duplexing is used, where each end can estimate the channel from the incoming signal in the reverse direction. Motivated by the above considerations, we conclude that assuming perfect CSI at the receiver and no CSI at the transmitter is reasonable.

Coding schemes for the quasi-static multiple-antenna channel with perfect receiver CSI have been proposed in several works (see for example [1, 2, 3, 4, 5]). In this paper we propose a new scheme nicknamed “wrapped” space-time coding that includes both the trellis space-time codes of [1] and the layered space-time codes of [2] as special cases. For the case \( r \geq t \), our scheme can be efficiently decoded by minimum mean-square error (MMSE) decision-feedback interference cancellation coupled with Viterbi decoding, through the use of per-survivor processing (PSP) [6]. We discuss the code design for the new scheme, and show that finding codes with optimal diversity is actually much easier than for conventional trellis space-time codes. We show many examples where the maximum possible diversity is achieved by well-known trellis codes.

We compare our scheme with V-BLAST [7], which is also based on decision-feedback interference cancellation but it does not exploit PSP, and we show that the latter suffers severely from error propagation in the feedback decisions while the proposed scheme does not. Also, we consider the case \( r < t \) and we show that our scheme can work as outer coding where inner coding (or “precoding”) is obtained by the recently proposed linear dispersion codes [5].

2. Coding for Quasi-Static Multiple-Antenna Channels

The multiple-input multiple-output (MIMO) system with \( t \) transmitting (Tx) and \( r \) receiving (Rx) antennas considered in this paper is defined by [1, 8]

\[
y_n = \sqrt{\gamma} H x_n + z_n, \quad n = 1, \ldots, N
\]

where \( x_n \in \mathcal{X}^t \) is the vector of modulation symbols transmitted in parallel at time \( n \) by the Tx antennas, \( \mathcal{X} \subseteq \mathbb{C}^r \) denotes a complex modulation signal set with unit average energy, \( z_n \in \mathbb{C}^r \) is the noise vector i.i.d. ~\( \mathcal{N}(0, \mathbf{I}) \), \( y_n \in \mathbb{C}^r \) is the corresponding vector of received signal samples at the output of the Rx antennas, \( \mathbf{H} \in \mathbb{C}^{r \times t} \) is the channel matrix, \( \gamma \) is the SNR per Rx antenna, and \( N \) is the code block length. We assume that the channel matrix is normalized such that \( \frac{1}{t} \text{trace} \mathbb{E}[\mathbf{H} \mathbf{H}^H] = 1 \), so that the average received SNR per Rx antenna is given by \( t \gamma \). We consider the case where \( \mathbf{H} \) is random but constant over \( N \gg \max\{t, r\} \) channel uses, and we assume that the receiver knows \( \mathbf{H} \) perfectly, while the transmitter has no knowledge of \( \mathbf{H} \).

A space-time code (STC) for the above channel is a set \( \mathcal{S} \subseteq \mathcal{X}^{t \times N} \) of \( t \times N \) complex matrices (codewords). Code-word matrices \( \mathbf{X} = [x_1, \ldots, x_N] \) are transmitted by columns, in \( N \) consecutive channel uses. The STC spectral efficiency is given by \( \eta = \frac{1}{t} \log_2 |\mathcal{S}| \) bit/channel use. By definition, the information bit-energy over noise power spectral density ratio is given by \( E_b/N_0 = t \gamma/\eta \).

In [1], Tarokh et al. found criteria to design STC. They considered the pairwise-error probability (PEP) with maximum-likelihood (ML) decoding and, in the case of Rayleigh/Rician fading coefficients, they indicated as the most important criterion for constructing STC, the maximization of the minimum rank \( \rho \) of the codeword difference matrix \( \mathbf{D} = \mathbf{X}' - \mathbf{X} \) over all distinct \( \mathbf{X}, \mathbf{X}' \in \mathcal{S} \). We shall refer to this minimum rank as the code rank-diversity.

For large \( N \), STC can be constructed from multidimensional trellis codes (M-TCM) with trellis termination [1, 4]. Namely, consider a M-TCM code \( \mathcal{C} \) over \( \mathcal{X} \) of rate \( R = b/t \).
bit/symbol, where each trellis step corresponds to b information (input) bits and to t code (output) symbols, and the subcode of all \( e \in C \) leaving a given trellis state \( s_0 \) and merging into a given trellis state \( s_N \) after \( N \) trellis steps. Then, a trellis STC can be obtained by simply formatting the codewords \( e \) as \( t \times N \) matrices, i.e., by transmitting the \( t \) symbols produced by the trellis encoder at each trellis step in parallel on the \( t \) Tx antennas.

The difficulty in constructing these codes is that the rank-diversity is hard to evaluate and it is not easily related to the algebraic properties of the underlying M-TCM code. An exception is represented by the class of binary and quaternary trellis codes over \( \mathbb{Z}_2 \) and \( \mathbb{Z}_4 \) mapped onto BPSK and QPSK, respectively. In fact, in this case a condition on the underlying algebraic codes referred to as the binary-rank criterion is shown to imply the rank-diversity of the resulting STC \( S \) and it is used to construct STCs with full rank-diversity (i.e., with all codewords in the order \( x_{k,n} \) for \( k = j + 1, \ldots, t \)) correspond to either zeros (for which no decision is needed) or to symbols of codewords \( e^{(m')} \) with index \( m' < m \). Therefore, by decoding the codewords in the order \( m = 1, \ldots, M \), the decisions needed in (2) are provided by earlier decoded codewords.

3. “Wrapped” Space-Time Codes

In the original layered construction of [2], the length of each component codeword is \( N' = dt \). Because of practical hardware complexity limitations \( t \) cannot be a very large number. This implies that in order to have long codewords, the interleaving delay \( d \) must be large. If interleaving delay is an issue, the layered scheme is forced to work with short component code block length \( N' \). This might pose a serious problem for using trellis codes with a large number of states. In fact, the code memory might not be negligible with respect to \( N' \) thus yielding a non-negligible rate loss due to trellis termination.

For this reason, we propose a scheme which keeps the simplicity of decision-feedback decoding while allows for arbitrarily long component codewords and small interleaving delay. Interestingly, trellis STC and layered STC are found to be special cases. In the proposed scheme, a single code \( C \) over \( X \) produces a codeword \( e \) of length \( N' \). This codeword is diagonally interleaved in order to form the \( t \times N \) codeword matrix \( \mathbf{X} = D_d(e), \) with \( N = N'/t + (t - 1)d \).

A reduced-complexity suboptimal decoder for this scheme is obtained by a linear front-end followed by decision-feedback interference cancellation [2]. The linear front-end, defined by a matrix \( \mathbf{F} \in \mathbb{C}^{t \times t} \), produces the sequence of received vectors

\[
v_n = \mathbf{F}^H y_n, \quad n = 1, \ldots, N
\]

Then, each codeword \( e^{(m)} \) is decoded by taking as observable the sequence of samples

\[
r_{j,m}^{(m)} = v_{j,m} - \sqrt{\gamma} \sum_{k=j+1} b_{j,k} \hat{x}_{k,m}, \quad \ell = 1, \ldots, N'
\]

where the one-to-one index mapping \( (m, \ell) \leftrightarrow (j, n) \) is induced by the interleaver \( \mathcal{L}_d \), \( \hat{x}_{j,n} \) is the \( j \)-th element of \( \mathbf{v}_n \), and \( b_{j,k} \) is the \( (j, k) \)-th element of the matrix \( \mathbf{B} = \mathbf{F}^H \mathbf{H} \).

### Figure 1: Layered ST code with \( t = 4, d = 6 \) and \( N' = 24 \)

The index \( m \) indicates the component codewords \( e^{(m)} \) and the integer entries in the array indicate the index of the \( \ell \)-th element \( e_{\ell,m}^{(m)} \) of \( e^{(m)} \).

### Figure 2: Wrapped ST code with \( t = 4 \) and \( d = 6 \)

The integer entries in the array indicates the index of the \( \ell \)-th element \( e_{\ell,m}^{(m)} \) of the component codeword \( e \). An example of the indexing rule \( e_{j,m} \) is given for \( j = 3 \) and \( n = 20 \).

In [7] another layered scheme based on standard rectangular (or “vertical”) interleaving is considered, and in [9] a comparison between “horizontal” and diagonal layered schemes is presented.

**Figure 2:**

In the proposed scheme, a single code \( C \) over \( X \) produces a codeword \( e \) of length \( N' \). This codeword is diagonally interleaved in order to form the \( t \times N \) codeword matrix \( \mathbf{X} = D_d(e), \) with \( N = N'/t + (t - 1)d \).

The diagonal interleaver \( D_d \) is defined by

\[
x_{j,n} = \begin{cases} c_{j,n} & \text{if } 1 \leq \ell_j(n) \leq N' \\ 0 & \text{otherwise} \end{cases}
\]

for \( 1 \leq j \leq t \) and \( 1 \leq n \leq N \), where

\[
\ell_j(n) = [n - 1 - (j - 1)d]t + j.
\]
channel is given by (3)). The decoder takes as observable the sequence of samples

\[ r_\ell = v_{j,n} - \sqrt{\gamma} \sum_{k=1}^t b_{j,k} x_{k,n}, \quad \ell = 1, \ldots, N' \]

(6)

where \( v_{j,n} \) and \( b_{j,k} \) are defined as in (2) and where \( 1 \leq j \leq t \) and \( 1 \leq n \leq N \) are the unique integers for which \( \ell_j(n) = \ell \). From the index mapping (4) or (5) for \( d = 0 \), we see that the elements \( x_{k,n} \) for \( k = j + 1, \ldots, t \) correspond to either zeros (for which no decision is needed) or to symbols of \( \mathbf{c} \) with index \( \ell' \leq \ell - td + 1 \) (\( \ell' \leq \ell - 1 \) for \( d = 0 \)). These decisions are found in the survivor history according to per-survivor processing (PSP) [6].

**Choice of the linear front-end filter.** For the sake of simplicity, the decoder treats the sequence \( r_\ell \) as if it was produced by the virtual scalar-input additive-noise channel

\[ r_\ell = \sqrt{\beta} c_\ell + v_\ell, \quad \ell = 1, \ldots, N' \]

(7)

where \( v_\ell \) is assumed i.i.d. \( \sim \mathcal{N}[0, 1] \) and, from (4) or (5), we have that

\[ j = \begin{cases} \frac{\ell - 1}{t} & \text{for } d = 0 \\ \frac{\ell}{t} & \text{for } d > 0 \end{cases} \]

(\( \lfloor \cdot \rfloor \) denotes a modulo \( t \) operation). The SNR \( \beta_j \) of the above channel is given by

\[ \beta_j = \frac{|f_j|^2}{|f_j|^2 + \gamma \sum_{k=1}^{N'} |b_{j,k}|^2} \]

(8)

where \( f_j \) is the \( j \)-th column of the front-end filter \( \mathbf{F} \). Because of diagonal interleaving, the codeword \( \mathbf{c} \) is cyclically interleaved over \( t \) virtual additive white Gaussian noise (AWGN) channels with SNRs \( \beta_1, \ldots, \beta_t \), so that exactly \( N'/t \) symbols are assigned to each channel \( j \). Notice that (8) is the true SNR of channel \( j \) if decisions in (6) are correct, i.e., if the contribution of past symbols is canceled exactly. Moreover, the noise samples \( v_\ell \) are not Gaussian and not independent, in general. However, provided that these assumptions hold, this scheme decomposes the MIMO channel (1) into \( t \) parallel channels with cyclic interleaving.

Given the analogy between this scheme and decision-feedback equalization of ISI channels, standard choices for the front-end filter matrix \( \mathbf{F} \) are also inspired by equalization [14]. If \( \mathbf{H} \) has rank \( t \), an information-lossless front-end is given by the WMF \( \mathbf{F} = \mathbf{Q} \), where \( \mathbf{H} = \mathbf{QB} \) is the “QR” decomposition [15] of the channel matrix \( \mathbf{H} \), where \( \mathbf{Q} \in \mathbb{C}^{t \times t} \) is orthonormal and \( \mathbf{B} \in \mathbb{C}^{N \times t} \) is upper triangular. In this case, the \( j \)-th channel SNR is given by \( \beta_j = \gamma |b_{j,j}|^2 \) and the additive noise is exactly Gaussian i.i.d. (subject to the assumption of perfect feedback decisions). Another information-lossless front-end is the unbiased MMSE filter whose \( j \)-th column \( f_j \) is the solution of the SNR maximization problem

\[
\begin{cases}
\text{maximize} & \beta_j \\
\text{subject to} & |f_j|^2 + \gamma \sum_{k=1}^{N'} |b_{j,k}|^2 = 1
\end{cases}
\]

and it is given explicitly by

\[
f_j = \frac{\Bigg[ I + \gamma \sum_{k=1}^{N'} h_k h_k^* \Bigg]^{-1} h_j}{\sqrt{h_j^* \Bigg[ I + \gamma \sum_{k=1}^{N'} h_k h_k^* \Bigg]^{-1} h_j}}
\]

(9)

where \( h_j \) denotes the \( j \)-th column of \( \mathbf{H} \). In this case, the \( j \)-th channel SNR is given by

\[
\beta_j = \gamma |h_j|^2 \frac{I + \gamma \sum_{k=1}^{N'} h_k h_k^*}{\sum_{k=1}^{N'} |h_k|^2} h_j
\]

(10)

and the additive noise is neither Gaussian nor i.i.d. (even assuming perfect feedback decisions).

If \( \mathbf{H} \) has rank less than \( t \), the WMF is not defined and the MMSE filter is information-lossy. Subject to mild conditions on the statistics of \( \mathbf{H} \), the probability that \( \mathbf{H} \) has rank less than \( t \) when \( r \geq t \) is zero. Therefore, the above schemes can be practically applied whenever \( r \geq t \). In the rest of this paper we restrict our treatment to this case, and we briefly address the case \( r < t \) in Section 6.

### 5. Code Design for the WSTC

Assuming that the parallel channel model with cyclic interleaving (7) holds, the PEP between two codewords \( \mathbf{c}, \mathbf{c}' \in \mathcal{C} \) for given channel SNRs \( \beta_1, \ldots, \beta_t \) is given by

\[
P(\mathbf{c} \rightarrow \mathbf{c}') \beta_1, \ldots, \beta_t = Q \left( \sqrt{2 \sum_{j=1}^{t} \beta_j w_j} \right)
\]

(11)

where \( Q(\Delta) = \int_{\Delta}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-z^2/2} dz \) is the Gaussian tail function and where we define the squared Euclidean weight (SEW) \( w_j \) as

\[
w_j = \frac{1}{4} \sum_{n=1}^{N} \left| x_{j,n} - x_{j,n} \right|^2
\]

(12)

(the correspondence between symbols of \( \mathbf{c} \) and \( \mathbf{c}' \) and symbols of \( \mathbf{X} = \mathcal{D}_d(\mathbf{c}) \) and \( \mathbf{X}' = \mathcal{D}_d(\mathbf{c}') \) is given by (3)).
A sensible criterion for the design of the component code $C$ is to maximize the code block-diversity $\delta$, defined by

$$\delta = \min_{e^c, e^c'} \frac{1}{2} \log_2 \left( \frac{1}{1 - \frac{R}{t \log_2 |X|}} \right).$$

(13)

that is, to maximize the minimum number of non-zero rows in the matrix difference $D = X' - X$ for each pair of distinct codewords $X, X' \in \mathcal{D}_d(C)$. The block-diversity criterion has been investigated in [16, 17, 18] for the design of trellis codes for cyclic interleaving and/or periodic puncturing. The relationship between the rank-diversity of a WSTC and the block-diversity of its component code is given by the following:

Proposition 1 Consider a code $C$ over $X$ of rate $R$ bit/symbol and block-diversity $\delta$. Then, the rank-diversity $\rho$ of the corresponding WSTC $S = \mathcal{D}_d(C)$ satisfies:

$$\rho \leq \delta \leq 1 + \left[ t \left(1 - \frac{R}{t \log_2 |X|} \right) \right].$$

(14)

Moreover, there exist $d$ for which $\rho = \delta$.

The proof can be found in [19].

Remark 3 From Theorem 3.3.1 of [1], we know that for any STC over $X$ with $t$ Tx antennas and spectral efficiency $\eta = \frac{tR}{\log_2 |X|}$ the rank-diversity satisfies

$$\rho \leq 1 + \left[ t \left(1 - \frac{R}{t \log_2 |X|} \right) \right].$$

(15)

Since this is the same upper bound on block-diversity given in Proposition 1, we get that the wrapping construction incurs no loss of optimality in terms of rank-diversity (for an appropriate choice of the delay $d$). As a matter of fact, while it is difficult to construct codes with rank-diversity equal to the upper bound (15), it is easy to find trellis codes for which the upper bound (14) on $\delta$ is met with equality, for several coding rates and values of $t$. Examples of these codes are tabulated in [16, 18, 19]. Therefore, the wrapping construction is a powerful tool to construct STC with maximum rank-diversity.

Remark 4 From Lemma 3.3.1 of [1] we know that a trellis STC with rank-diversity $\rho$ must have constraint length $L \geq \rho$. This constraint does not apply to WSTC. For example, the binary 4-state convolutional code (CC) of rate 1/4 with generators $(5, 7, 7, 7)$ (octal notation [14]) has constraint length 3, but the corresponding WSTC for $t = 4$ antennas with interleaver delay $d \geq 2$ achieves $\rho = 4$. This fact is explained by noticing that the diagonal interleaver expands the state space of the overall interleaved code. On the other hand, the PSP-based VA decoder proposed for WTSCs works on the trellis of the underlying code $C$, i.e., it ignores the state space expansion. Therefore, it is not a priori clear if WSTCs, even if optimal from the rank-diversity point of view, are going to pay a large penalty when PSP-based VA decoding is used instead of optimal ML decoding. In [19], we show that the penalty incurred by the MMSE front-end and sufficiently large interleaving delay $d$ is practically negligible, while the penalty incurred by the WFM front-end and any $d$ can be very large.

2We define the constraint length of a trellis code as $L = \nu_{\text{free}} + 1$, where $\nu_{\text{free}}$ is the maximal length of the shift-registers in the canonical feedforward encoder.

3Again, we stress the analogy of the problem at hand with the case of trellis coding over a finite-memory ISI channel, where the optimal ML decoder requires a number of states generally larger than that of the code alone.

6. Performance Examples

In this Section, the WER performance of various WSTCs are assessed for quasi-static fading channels with independent Rayleigh fading. The union bound on the WER derived in [19]
is also employed (curves denoted by “QUB”) and the results are compared with computer simulation of the full PSP-based VA decoder (curves denoted by “SIM”). In our simulations, each codeword corresponds to 128 information symbols. As a consequence, the codeword length is variable, depending on the code rate.

Results for known convolutional codes. Fig. 4 shows the QUB on the WER for some WSTC based on binary CCs of rate 1/2 mapped onto BPSK, with $t = r = 4$. Some points obtained by simulating the full PSP-based VA decoder (with interleaving delay $d = 2$) is shown for the sake of comparison. Also, we included the outage probability with Gaussian inputs (GI) [21, 22] and with discrete-inputs (points labeled BPSK) [19]. The difference in the slope of the WER curves for the various codes reflects the different block diversities. Remarkably, there is still a consistent gap (about 1.5 dB at WER = $10^{-3}$) between these simple off-the-shelf codes and the outage curve. This calls for the design of good component codes for the WSTC scheme.

Comparison with V-BLAST. In [7], a simplified space-time decision-feedback detection scheme nicknamed “V-BLAST” is presented. This scheme is equivalent to a WSTC with $d = 0$, but decision-feedback interference cancellation is obtained by feeding back symbol-by-symbol decisions without per-survivor processing. Since the order of decisions is not dictated by the trellis time-ordering of the underlying code, decisions are made in an order that depends on $\mathbf{H}$, in order to limit error propagation in the feedback. Namely, the columns of $\mathbf{H}$ are permuted so that “QR” decomposition of the permuted matrix yields WMF channel “gains” such that $\min_{i=1,\ldots,t} |\hat{h}_{i,1}|^2$ is maximized. As in classical decision feedback–equalization, if the V-BLAST detector is concatenated with a decoder, hard decisions at the detector decision point are made only for decision-feedback purpose, but soft values are fed to the decoder.

Fig. 5 compares the WER vs. $E_b/N_0$ of a WSTC with either MMSE and WMF front-end obtained from the binary CC with generators [23, 35] mapped onto QPSK, with $t = r = 4$ antennas with the scheme obtained by concatenating the same trellis code with the V-BLAST detector. Simulations of the PSP-based VA decoder for the WSTC (obtained for $d = 2$) are in perfect agreement with the corresponding QUB. The V-BLAST performance was obtained by simulation. For comparison, we show also the WER resulting from a genie-aided V-BLAST detector with ideal feedback decisions (curves denoted by “Id. F.”), which is very similar to the WER achieved by the WSTC without genie. This shows that the large performance degradation of V-BLAST with respect to the WSTC is due to error propagation in the decision feedback, and that the PSP-based decoder is very effective in preventing such propagation while the special detection ordering of V-BLAST is not. Moreover, the complexity of the detection ordering algorithm is larger than the extra complexity of the VA due to PSP, for large $t$. Then, WSTC with PSP-based VA decoding is not only more effective, but might be also simpler than V-BLAST.

Handling the case $r < t$ via LD precoding. When $r < t$ the low-complexity PSP-based decoding scheme cannot be applied. Recently, Hochwald and Hassibi proposed a scheme called “linear dispersion” (LD) coding [5]. This scheme takes blocks of $Q$ modulation symbols and map them onto the complex $t \times T$ matrix signals

$$S = \sum_{q=1}^{Q} (x_q C_q + x_q^* D_q)$$

where $C_q$ and $D_q$ are complex $t \times T$ matrices defining the LD code. Then, $S$ is transmitted column-by-column over $T$ channel uses. The resulting spectral efficiency is $\eta = \frac{Q}{R}$, where $R$ is the rate of the outer code. We can think of LD coding as a precoder which shapes the original $t \times r$ complex MIMO channel into a virtual $2Q \times 2rT$ real MIMO channel. As long as $Q$ and $T$ are chosen such that $Q \leq rT$, WSTC with PSP-based decoding can be applied as an outer coding/decoding scheme to the LD-precoded channel.

As an example, Fig. 6 shows the WER vs. $E_b/N_0$ of a coding scheme obtained by concatenating the WSTC obtained from the binary CC with generators [23,35] mapped onto QPSK with a LD precoder designed in [5] for $t = 4, r = 1$ channel, with $Q = 4$ and $T = 4$. The resulting spectral efficiency is $\eta = 1$ bit/channel use. For the sake of comparison, we show also the outage curve with GI on the original $4 \times 1$ channel (curve denoted by “No prec.”) and the outage curve with GI of the LD-precoded channel. We notice that the gap between the GI outage of the original $4 \times 1$ channel and the WER of the concatenated WSTC with LD-precoding is almost entirely due to the LD precoder, since the simulated WER with PSP-based VA decoding is less than 1.5 dB away from the outage of the LD-precoded channel, while the gap between LD-precoded and original channels is about 5 dB for WER $\approx 10^{-4}$.

The LD precoders in [5], included the one used in this example, where designed in order to maximize the average mutual information at a given SNR, and not to minimize the outage.
probability for a given spectral efficiency. We believe that a better WER performance for the LD-precoded channel can be achieved by explicitly designing the precoder in order to minimize the outage probability.

7. Conclusions

A new scheme, nicknamed “wrapped” STC was proposed. This scheme generalizes both trellis and layered STCs and it is suited to a large number of antennas and low complexity decoding, based on MMSE decision-feedback coupled with PSP-based Viterbi Decoding. We showed that any trellis codes with maximal block-diversity can be turned into a WSTC with maximal rank-diversity, with the advantage that block-diversity is easy to check and maximal block-diversity is easily achieved by several well-known trellis codes. We also showed via numerical experiments that the MMSE decision-feedback receiver coupled with the PSP-based VA, providing very reliable decisions, performs very close to optimal ML decoding.

Performance examples of the proposed scheme constructed from well-known binary linear convolutional codes were provided. WSTCs compare very favorably with respect to coded V-BLAST of similar complexity. In the case $r < t$, where the decision-feedback scheme cannot be used directly, our scheme is naturally suited to work as outer code where the inner code (pre-coder) is a linear dispersion code as studied in [5].
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