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Abstract—Cognitive radio networks (CRNs) have been proposed
to exploit licensed bands opportunistically, with secondary users’
(SU) activity being subordinated to primary users (PU). The two
most popular types of spectrum access in the CRN are interweave
and underlay. There is no clear consensus which one provides bet-
ter results, for different metrics, despite the fact that there has
been a lot of research dedicated to each mode. In this paper, we
analyze this problem theoretically, providing formulas that are in
closed form. These expressions allow the performance comparison
of interweave and underlay modes under a unified network setup.
Our focus are two metrics, throughput and delay, which we ana-
lyze relying on the renewal-reward theory and queueing theory,
respectively. These results enable an SU to decide what mode to
use depending on what the optimization objective is, given the key
network parameters. Furthermore, relying on the results of our
analysis, we propose hybrid policies, which are dynamic, and allow
the SU to switch between the two modes at any point. These policies
offer an additional performance improvement of up to 50%. We
validate our results with extensive realistic simulations.

Index Terms—Cognitive networks, underlay, interweave.

I. INTRODUCTION

OVER the past years, we have been witnessing a dramatic
expansion of different types of ultra modern mobile de-

vices, such as very thin tablets, powerful smartphones, etc., in
the everyday use, together with a vast number of services and
applications that they offer [2]. This has resulted in an increased
spectrum demand, forcing operators to work very close to their
capacity limits [3].

Due to this explosion in network traffic, and because of
the non-dynamic policies of spectrum assignment followed
by telecommunication regulation bodies worldwide, spectrum
scarcity has become a serious concern in wireless communi-
cations nowadays. Contradictorily, measurements of wireless
spectrum utilization reveal a severe underutilization of wireless
spectrum bands, with very high variability across time, space,
and frequency [4].
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Fig. 1. Interweave mode illustration with: (a) silent PU (high periods),
(b) active PU (low periods).

Fig. 2. Underlay mode illustration with: (a) silent PU (high periods), (b) active
PU (low periods).

To properly address this issue, dynamic spectrum access tech-
niques, with cognitive radio (CR) as their key enabling technol-
ogy, have been proposed recently [3]. There exist two types of
users in a cognitive radio network: primary users (PU), which
are licensed (by regulation authority) to access the spectrum,
and cognitive or secondary users (SU) that are unlicensed and
utilize the spectrum in an opportunistic fashion. The activity
of the latter is subordinated to PUs. So, they must tune their
transmission parameters accordingly, in order not to deteriorate
PU communications.

Spectrum access is one of the most important functions of
cognitive radios [3]. It helps in preventing potential collisions
among the PUs and SUs. Spectrum access techniques can be
broadly classified into three categories: interweave, underlay,
and overlay. Here, we only focus on the first two types. In
interweave access (Fig. 1), an SU is able to transmit only if there
isn’t any active PU on the same channel. When that is case, it
uses the maximum power according to the spectral mask. When
a PU becomes active, the SU must stop its communication right
away, and start searching for a white space, which is a PU-
free portion of the spectrum. In underlay access, illustrated in
Fig. 2, an SU decreases its power level when the channel is
being utilized by a PU. This reduction is concordant to the
maximum value of interference a PU can tolerate. In overlay
access, the PU uses the SU as a relay. In turn, the SU is allowed
to have access to a slice of PU spectrum. However, the need for
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complete channel state information from both SU and PU results
in significant increase in complexity, making this mode far less
attractive.

There is hardly any consensus about the more suitable mode
for SUs, although there exists a rich body of literature for inter-
weave and underlay modes separately [5], [6], providing some
arguments in favor of one or the other (related mostly to the
potential harm caused to PU activity [7]).

While the possibility of interruption-less transmissions (usu-
ally causing issues to higher layer protocols) is certainly an
advantage the underlay mode provides, there are some disad-
vantages related to it as well. In this mode, an SU is allowed
to transmit with maximum power only if there is no PU being
active on that channel. These idle periods can be much shorter
than the PU busy periods. This is particularly emphasized when
there are highly active PUs. Even more, if the PU is located
close to the SU, the SU’s data rate will be reduced consid-
erably, diminishing the data rate and the resulting throughput
significantly.

As opposed to this, the interweave access allows the SU to
search for another available channel (possibly less utilized) upon
the PU arrival, and after finding one, to resume communication
at high power again, possibly leading to an improvement in the
average throughput. Yet, the intermittent nature of interweave
access for SUs can delay some application files/flows, such as
fetching a web page, a request to transmit a short file, etc.,
significantly, if they happen to arrive when the SU is looking for
a new idle channel. Such delays can be aggravated not only if the
SU operates in a part of the spectrum with highly active PUs or a
large number of PUs (e.g., metropolitan areas in “peak” hours),
but also if the scanning time is highly variable (sometimes an
available channel is found promptly, but there are instances
when the SU might spend a lot of time until an idle channel is
found).

Following the discussion above, we can say that it is very
difficult, if not impossible, to determine a priori which spec-
trum access mode to use for a given scenario. There is a
close dependence of the performance on network parameters
(allowed transmission power, PU duty cycle), metric of in-
terest (delay, throughput), SU traffic (sporadic, intense), flow
sizes, and higher-order statistics of some of the parameters,
such as the variance of the time to find a new available
channel.

To this end, in this paper we approach this problem analyt-
ically, characterizing the performance of underlay and inter-
weave modes quantitatively, and comparing them in a unified
setup. Our focus are two metrics: average delay and long-term
throughput. We analyze the former using a queueing theoretic
framework, and the latter using renewal-reward theory. We can
summarize our contributions as follows:

� We derive closed-form expressions for the average file de-
lay of interweave and underlay modes as a function of
network parameters (mean PU idle time, data rates, statis-
tics of the scanning time), and of traffic statistics (arrival
rate, flow sizes). This allows a direct performance compar-
ison. We derive the conditions under which the interweave
mode is better. Finally, we propose a “dynamic” policy
with which the SU can switch between the two modes
dynamically, improving the performance considerably;

� We perform the throughput analysis in both modes, provide
closed-form expressions, compare them analytically, and
optimize;

� We validate our analyses with extensive realistic simula-
tions, explore conditions under which one of the modes
is better, and show under what conditions the dynamic
policies can further improve the performance.

The paper is organized as follows. Some related work is dis-
cussed in the next section. Then, in Section III, we introduce the
problem setup for underlay and interweave access. We perform
the delay analysis in Section IV. Then, we continue with the
throughput analysis in Section V. In Section VI, we validate
our theoretical results vs. realistic simulations, and finally, in
Section VII, we conclude this work.

II. RELATED WORK

Some works focusing mostly on algorithm design of the un-
derlay mode are [5], [8], [9], whereas focusing on the interweave
mode are [6], [7], [10]. Underlay access analysis was conducted
in [11]–[13]. Works containing analysis related to interweave
mode are [14]–[17]. A survey on capacity limits of the three
modes (including overlay mode) is presented in [18].

Still, most of performance analysis studies in underlay mode
are information-theoretic, focusing on capacity only, and relying
on interference temperature [11], [12], [19]. These papers are
orthogonal works to ours. Their concern is the maximum power
(equivalent to data rate in our work), which they determine by
estimating the quality of the channels between SUs and PUs. In
addition, those results can be used to determine the data rate in
our analysis.

The achievable capacity for overlay and underlay mode is
studied in [20]. However, the interweave mode is not consid-
ered, while in our work we compare the performance between
the two modes for both the delay and throughput. Through-
put maximization efforts were conducted in [21], by trying to
design the optimal sensing time and power allocation strategy.
However, there is no delay analysis.

In contrast, the file delay has been studied less for the un-
derlay mode. An M/G/1 queue with finite buffer and timeouts
has been proposed in [22], where the authors derive different
metrics (including the delay). Those are numerically obtained
results, and as such are difficult to interpret. A similar conclu-
sion holds for [23], where the SU activity is also modeled as
an M/G/1 queue. But, the procedure to derive the service time
variance (needed in the P-K formula) is not shown there. Then
again, we propose analytical models that lead to closed-form
expressions for both the throughput and delay, which not only
provide detailed insights on the effect of different network pa-
rameters, but also allow us to perform analytical comparisons
and policy optimizations.

There have been considerably more works focusing on the ex-
pected packet delay in interweave access. An example is [24],
which includes the analysis for both metrics. However, the un-
derlay mode isn’t analyzed, and as a consequence there can be
no comparison between them. In most works, the PU activity is
modeled as an alternating renewal process. According to [25],
the Poisson process can capture reliably the call arrival process,
but the durations of PU calls are generally distributed. Some
works [14], [15] have used the outcomes of [25] to propose
queueing models. However, those models suffer from some im-
portant caveats. Firstly, the problem is considered in the packet
level and is modeled as a preemptive-resume M/G/1 queue,
whereas in reality there will be a collision between SU and PU
packets, when the latter becomes active again. As a result, those



packets have to be retransmitted when there is no PU. Contrary
to this, our model enables capturing both the retransmitting
and resume characteristic of real wireless systems. Secondly,
the M/G/1 systems with priorities are only able to capture ex-
ponentially distributed scanning times, whereas our (different)
interweave models hold for non-exponential scanning times,
too. Even more, contrary to priority models, there is no need for
the Poisson assumption for the PU traffic generation because
the interval between consecutive PU arrivals is the sum of an
exponential (ON period) and a generic (scanning time) random
variable. That sum is a generally distributed random variable.
This is what makes our model far more generic.

An interesting work is [26], in which some channel selection
schemes are proposed to increase the throughput potential of
the three modes (plus overlay). However, it suffers from a lack
of performance comparison between the modes. A policy for
throughput improvement is proposed in [27]. While the work
itself is interesting, there is no delay analysis. As opposed to our
work, where for the throughput model we consider a generic
model, they assume the PU activity to be memoryless. A mul-
tiuser multi-channel setup is considered in [28]. Using dynamic
programming, the authors find the most convenient time instant
to switch to another channel, trying to maximize the throughput.
However, there is no comparison between the modes, and the
delay is not considered at all. Further, a hybrid mode is proposed
in [29] together with an analysis on QoS provisioning. However,
there is no performance comparison between the modes, which
is one of the main foci of our work.

Our approach (considering different scanning time distribu-
tions) is the most comprehensive one, and the theory we develop
here can capture even the full duplex technology, which for CRN
is considered in [30], [31]. Assuming scanning time distribu-
tions other than exponential is justified in [32], [33]. In [32], the
authors consider two scanning policies. In the first one (greedy
policy), the scanning time is geometric (the discrete counterpart
of exponential distribution). The second policy there is the op-
timal one, and it consists in choosing the channel to transmit on
only after having scanned the whole channel pool. Obviously,
the scanning time distribution for this policy is deterministic.
As we know, we can model that scanning time with an Erlang
distribution with a large number of stages. Further, in the very
interesting work with thorough analysis [33], the authors sug-
gest that the black hole distribution (equivalent to the scanning
time in our work) in some scenarios can be exponential, and in
some others it can be hyperexponentially distributed.

Directly comparing the performance of the two modes has
been the focus of very few studies. One such study is [34], but
the comparison is only regarding the outage probability, and
not in terms of other metrics. Comparing results from different
papers is not straightforward because of the different setups and
assumptions made, non-closed form and implicit expressions,
etc. In this work, we propose models that enable direct (analyt-
ical) performance comparison between the two modes. [35] is
a study that is closer in spirit to ours. There, a hybrid cognitive
system is studied, where an SU changes its operation mode in
a probabilistic fashion. The goal is to optimize the throughput.
There is no delay analysis, and the PU arrival process is rather re-
strictive (Bernoulli process). Our policies can optimize both the
throughput and average delay. The analysis of the three modes
(underlay, interweave, and overlay) is the focus of [36], where
the authors provide theoretical limits for the 3 schemes, consid-
ering AWGN and power constraints. It is worth mentioning that

the comparison (of the capacity only) is not performed analyt-
ically, but only simulating few scenarios. In this work, on the
other hand, we provide delay and throughput analysis for both
modes, under a wide variety of scanning time distributions. Our
analysis enables performance comparison and optimal policy
design.

On a similar note, we have compared the two modes only
in terms of the mean file delay in [1]. Additionally, we have
introduced throughput analysis, comparison, and optimization
in this extended work.

Summarizing, the main novelties of our work are: (i) we per-
form a direct analytical comparison of underlay and interweave
mode; (ii) we consider two metrics of interest, average delay
and long-term throughput; (iii) we derive closed-form expres-
sions in all scenarios; (iv) using our results, we propose optimal
policies for the two metrics.

III. PERFORMANCE MODELING OF SPECTRUM ACCESS

Two metrics are our focus: the delay and throughput. When
analyzing the former, we assume that traffic flows are generated
with rate λ, and underlie a Poisson process. We also assume
that queues are of infinite length. We assume exponentially
distributed file sizes. A file will be queued if when arriving
in the system finds other files, and it will be served according to
the First Come First Served (FCFS) discipline. The total time
a file spends in the system is the sum of the service time and
queueing delay. We refer to it as the system time or transmission
delay.

When it comes to the second metric of interest of this pa-
per, throughput is defined as the long-term average data rate.
When analyzing the throughout, we make the usual assumption
encountered in almost all works dealing with capacity analysis,
namely that SUs have always some backlogged traffic.

A. Problem Setup for Underlay Access

If there is no PU using the channel, an SU operating in un-
derlay mode can perform its transmission at full power until the
moment when PU claims the channel back. Then, the SU has to
decrease its power, in order not to deteriorate the PU QoS. For
simplicity, we assume that the SU power varies between two
levels: a “low” level, with some sort of activity by PU, and a
“high” level with no PU activity. As a matter of fact, the permit-
ted power level is a function of the quality of the primary and
interfering channel (LoS, distance). Therefore, there would be
more power levels in reality. In Section IV-C, we explain how
the multi-power level scenario reduces to the two-level case.

Consider a channel that is intermittently used by one or several
licensed users. Its occupancy can be modeled with an ON-OFF
stochastic process (alternating renewals) [37] (T i

ON , T i
OFF), i ≥

1. This is illustrated in Fig. 2,1 where an ON period represents
no PU activity, whereas an OFF period denotes the existence of
PU activity. i is the number of elapsed ON and OFF periods until
the moment t. Unless stated otherwise, ON periods (TON ) are
assumed to be exponential with rate ηH . They are independent of
each other and also independent of the duration of OFF periods,
whose durations are also exponentially distributed, but with
rate ηL .

1This is a more general approach than using a Poisson process for the PU
activity modeling. For more details, see Section II.



While this is a necessary assumption for analytical tractabil-
ity when considering the delay, as it will be shown in Section V,
we consider generally distributed ON and OFF periods when
it comes to throughput analysis. ON/OFF periods subject to
generic distributions could also be introduced in our delay anal-
ysis. This is done using phase-type distributions for ON/OFF
periods, and then using matrix-analytic methods [38]. But, those
methods provide numerical solutions only, which in turn make it
impossible for any direct comparison analytically. Furthermore,
a number of simulation results (Section VI) suggest that, even
for generally distributed ON and OFF periods, our theoretical
predictions provide a satisfying accuracy in both setups.

The data rates during ON and OFF periods are denoted by
cH and cL , respectively. It should be mentioned that the actual
values of these rates depend on channel bandwidth, radio access
technology, modulation and coding scheme, etc. Nevertheless,
having a smaller value of the transmission power in OFF periods
results in cL < cH .2

B. Problem Setup for Interweave Access

As opposed to underlay access, an SU with interweave access
is able to realize transmission only if there is no PU active on
that channel, i.e., during ON periods. Again, we assume no PU
periods to be exponential with rate ηH , and the data rate is again
denoted by cH .

At the end of an ON period (PU arrival), the SU stops its
transmission activity, and starts searching for an idle channel.
At the moment it finds one, the transmission is resumed with full
power (rate cH ). Consequently, this system can be again mod-
eled with alternating renewals. Now, OFF intervals correspond
to scanning periods where data transmission isn’t allowed, i.e.,
cL = 0. So, we say that SU switches its operation to the scanning
mode. In this mode (OFF period), the cognitive user advances to
a new channel and senses it shortly. If it is available, it stays there
and transmission mode is restored. Otherwise, the SU switches
to another frequency to sense a new channel. This is done until
an idle channel is found.3 Then, transmission resumes. As can
be seen, per-channel scanning time is the sum of the switch-
ing delay (Tswitch ) and sensing time (TI ).4 The total scanning
time is

Ts = L (TI + Tswitch) , (1)

with L being a random variable that denotes the total number
of channels the cognitive user needs to sense before finding the
first idle channel. Per-channel sensing time is considered to be
much shorter than the duration of ON/OFF periods.

When moving from frequency fs to another channel with
frequency fd , there is a switching delay introduced, which

2We consider the interference and power constraints implicitly through the
maximum allowed transmission rate in the model (both for underlay and inter-
weave).

3We assume that channels are sequentially scanned from a list [39].
4Scanning consists of several processes. In our work, these processes are

sensing and switching. Since our approach can capture different scanning time
distributions (depending on the variability), it can be considered generic. Being
generic, it can include other processes as well, such as rendezvous. Nevertheless,
it is well beyond the scope of this paper to consider a specific rendezvous
protocol. Any existing rendezvous protocol could be used, without altering the
outcomes.

is [39]

Tswitch = β
|fd − fs |

δ
, (2)

where β is a hardware-dependent parameter [39] denoting the
time it takes to move to a neighboring channel, and δ represents
the frequency distance between two contiguous channels.

Carefully observing Eq. (1), we can infer as follows. If the
channel availabilities are independent with almost the same duty
cycle (% of time the PU is being active on a frequency band),
the random variable L can be considered to underlie a geometric
distribution. Further, if the switching delay is always the same
when moving between any two contiguous channels, knowing
that the geometric distribution is obtained by rounding the ex-
ponential, we can deduce that an exponential distribution can
approximate the scanning time in this scenario. Therefore, the
exponentially distributed scanning time is considered first.

Other scenarios might arise as well. The scanning time nature
depends heavily on the backup channels availability and on the
frequency separation between them. In most cases of interest
(very low duty cycle in all channels, high discrepancy between
different channels’ duty cycles, idle channels found only in the
most remote spectrum parts, etc.), the exponential distribution
will not be able to capture that scanning time behavior. Hence,
we also perform analysis for high- and low-variability scanning
time distributions.

Let’s consider the scenario with a pool of channels with ap-
proximately the same very low duty cycle, which are close to
each other. In this scenario, we expect a roughly constant time
to find an idle channel (most of the time the available chan-
nel is found immediately), close to the average value E[Ts ]. In
such a scenario, the distribution of scanning time will be of low
variability (lower than exponential). A very convenient way of
modeling low variability distributions is to use k-stage Erlang
distributions [40].

Contrary to the previous scenario, we might have the situa-
tion with a number of high duty-cycle channels (close to each
other), and few other low duty-cycle channels far away in the
spectrum. It may happen, with a small probability though, that
the “neighboring” channels are all busy, forcing the SU to scan
far away channels. Being proportional to the frequency distance,
the scanning time in this case will have a significantly higher
value. As a result, some of the samples might deviate from the
mean value considerably. When that is the case, the distribution
of scanning time is considered to be heavy-tailed. That behav-
ior can’t be captured by the exponential distribution. Hence,
in that case, we use a hyperexponential distribution (with two
branches) to model the scanning time. Regarding the latter, it
can either be exponentially distributed with rate ηL (with proba-
bility p0), or exponentially distributed with rate ηV (with a very
small probability 1 − p0), where ηL >> ηV .

We consider two scenarios for supporting our aforementioned
claims. In the first one, there are 20 channels next to each other
in the spectrum. They all have low duty cycles (0.2), i.i.d. PU
activities, TI = 1 ms, and Tswitch = 10 ms. The complemen-
tary cumulative distribution function (CCDF) of the duration of
scanning time is shown in Fig. 3. On the same plot, we also
show CCDFs of Erlang (for k = 3 and k = 6), and exponential
distributions. Observing Fig. 3, we can conclude that the sys-
tem behavior cannot be captured by an exponential distribution.
Instead, we need to use an Erlang distribution. The same con-
clusion stems from Fig. 4 about the exponential distribution not



Fig. 3. The scanning time distribution for low PU duty cycles.

Fig. 4. The scanning time distribution for two channel groups.

being able to capture the scanning time. Contrary to the previ-
ous scenario, the channels are now with very high duty cycles
(0.8), i.e., with highly active PUs. The switching time between
this group and the group with 2 channels (with a low duty cycle
of 0.2) is 500 ms. The hyperexp. distribution, also shown on
the plot, is with parameters: p0 = 0.2, λ1 = 90, λ2 = 3. Obvi-
ously, the hyperexp. distribution can capture this scenario more
reliably.5

The results expressed through Figs. 3 and 4 emphasize the
need to also consider other scanning time distributions in the
analysis. Yet, closed-form results can still be found even for
more general scanning times.

Practical considerations: We assume that a single radio and
antenna are used in both modes. Hence, an SU cannot simul-
taneously scan and transmit. In order to detect that the PU is
active again, one could simply switch the radio to receive mode
from time to time, take a short-time sample (in the order of
μs), and perform energy detection to check if a PU signal is
present [10]. Assuming (as we do) that sensing time is much
shorter compared to the actual duration of ON and OFF periods,
we can safely ignore these sensing instants. On the other hand,
the switching time is usually much higher than the sensing pe-
riod (order of ms or even seconds), and cannot be neglected. It is
worth mentioning that our approach is fully compliant with the
full duplex technology [41], where three of its four modes: TS,
SO, and CS [30] are related to our work, and lead to a higher
sensing accuracy, which in turn, is captured by our perfect sens-
ing scenarios (Section IV-A-IV-B). The fourth full-duplex mode
(TR) is beyond the scope of this paper.

To better elucidate our model and subsequent analysis, we
have presented our results implying a single SU pair using a

5It is worth mentioning that the aforementioned three types of distributions
can also mimic, with a satisfying accuracy, the scanning time over channels
whose occupancy exhibit a certain degree of correlation.

TABLE I
NOTATION

Fig. 5. The Markov chain for interweave access with exponential scanning
time.

single channel. This is an assumption that can be encountered in
other works as well [31]. Nevertheless, our model can be easily
adapted to capture both the multiuser and multichannel setups.
For more details, see [42].

Table I summarizes some of the notation that will be used in
the paper.

IV. DELAY ANALYSIS OF INTERWEAVE AND UNDERLAY MODES

Next, we derive the expressions for the average file delay of
underlay and interweave modes. For the latter, the analysis is
performed over different distributions of scanning time: k-stage
Erlang, exponential, and hyperexponential. We use various 2D
Markov chains to model different scenarios, and the approach
we follow here to obtain the results is based on Probability
Generating Functions (PGF).

A. Delay Analysis for Interweave Access

Exponentially distributed scanning time: In Section III-B, we
have assumed that ON periods are exponential, file sizes are
exponential and generated according to a Poisson process. If the
scanning time is also exponential, the system can be modeled as
a 2D Markov chain, which is infinite in one of the dimensions
(infinite buffer size), as depicted in Fig. 5. In this chain, each state
is marked with a combination of the number of SU files, and the
activity (L- states) or inactivity (H-states) of the PU. Note that
OFF periods denote the scanning time in this case. πi,H denotes
the stationary probability of SU having i files when there isn’t
any active PU on that channel. πi,L is the stationary probability
of SU having i files while scanning. As we mentioned above,
ON/OFF periods are exponential. Their parameters are ηH and
ηL , respectively.

While in the upper portion of the chain (H-states) there
are transitions going backwards from states {i,H} to states
{i − 1,H}, with rates μH = cH

Δ , in the lower portion, L-states
(scanning), there are no transitions going backwards from states



{i, L} to states {i − 1, L}. The reason for this is the lack of
ability of the SU to communicate while scanning. The average
scanning time is E[Ts ] = 1

ηL
.

Theorem 1: The average file delay in the interweave mode
with exponential scanning time is

E[Texp ] =
ηH (ηH + μH )(E[Ts ])2 + 2ηH E[Ts ] + 1
(1 + ηH E[Ts ])(μH − λ − ληH E[Ts ])

. (3)

Proof: It is obvious that except for i = 0, all the {i,H} states
have the same transition rates into and out of that state. The same
holds for {i, L} states, for which i ≥ 1. Needless to say, but for
i = 0 the states can’t transition backwards (not possible to have
negative number of files). Hence, the transitions into/out of these
states are different compared to states with i ≥ 1. As a result,
we need to consider a system of 4 balance equations: 2 for high
and low states corresponding to i = 0, and 2 other for high and
low states corresponding to i ≥ 1. We have [42]

(λ + ηL ) π0,L = ηH π0,H (4)

(λ + ηL ) πi,L = λπi−1,L + ηH πi,H , i ≥ 1 (5)

(λ + ηH ) π0,H = ηLπ0,L + μH π1,H (6)

(λ + μH + ηH ) πi,H = λπi−1,H +ηLπi,L +μH πi+1,H , i ≥ 1
(7)

The PGFs for this chain are defined as

GH (z)=
∞∑

i=0

πi,H zi, and GL (z) =
∞∑

i=0

πi,Lzi, |z| ≤ 1, z ∈ C.

We multiply Eq. (5) by zi and add it to Eq. (4) to obtain

(λ + ηL )
∞∑

i=0

πi,Lzi = ηH

∞∑

i=0

πi,H zi + λ

∞∑

i=1

πi−1,L zi . (8)

This leads to

ηH GH (z) = [λ(1 − z) + ηL ]GL (z). (9)

Next, we multiply Eq. (7) by zi and add it to Eq. (6):

(ηH + λ)
∞∑

i=0

πi,H zi + μH

∞∑

i=1

πi,H zi = ηL

∞∑

i=0

πi,Lzi

+ λ

∞∑

i=1

πi−1,H zi + μH

∞∑

i=0

μH πi+1,H zi. (10)

Eq. (10) reduces to

[λz(1 − z) + μH (z − 1) + ηH z]GH (z)

− ηLzGL (z) = μH π0,H (z − 1). (11)

The solution of the system of Eq. (9) and (11) leads to

GL (z) = μH π0,H (z − 1) ×
{

1
ηH

[λz(1 − z)

+ μH (z − 1) + ηH z][λ(1 − z) + ηL ] − zηL

}−1

,

(12)

GH (z) =
1

ηH
[λ(1 − z) + ηL ] GL (z). (13)

π0,H (the prob. of SU having zero files with no PU activity) is
the only unknown in Eq. (12). To find it, we need the balance
equation across the vertical cut between states {i,H} and {i, L}
on one side, and states {i,H + 1} and {i, L + 1} on the other,
leading to

λπi,L + λπi,H = μH πi+1,H . (14)

Summing over all i (from 0 to ∞) gives

λ = μH [GH (1) − π0,H ] . (15)

In Eq. (15), GH (1) =
∑∞

i=0 πi,H is the probability of finding
the system in one of high states. From Eq. (15) we get

π0,H =
μH GH (1) − λ

μH
. (16)

Replacing z = 1 into Eq. (9) yields GL (1) = ηH

ηL
GH (1). Obvi-

ously, it holds GL (1) + GH (1) = 1, leading to

GH (1) =
1

1 + ηH

ηL

. (17)

Substituting Eq. (17) into Eq. (16) enables finding π0,H :

π0,H =
1

1 + ηH

ηL

− λ

μH
. (18)

After finding π0,H and substituting it into Eq. (12), and the latter
into Eq. (13), we obtain GL (z) and GH (z).

Finding the expected number of SU files is the next step. It is
the sum of derivatives of partial PGFs at z = 1:

E[N ] = E[NL ] + E[NH ] = G
′
L (1) + G

′
H (1). (19)

Differentiating Eq. (12) with respect to z leads to

G
′
L (z) =

μH π0,H F (z) − μH π0,H (z − 1)F
′
(z)

F 2(z)
. (20)

In the previous equation, F (z) = A(z)B(z) − ηLz, where
A(z) = λz (1−z )+μH (z−1)+ηH z

ηH
, and B(z) = λ(1 − z) + ηL .

It can be easily shown that Eq. (20) at z = 1 is of the form 0
0 .

Applying L’Hopital’s rule twice, we obtain

G
′
L (z) =

−μH π0,H F
′′
(z) + μH π0,H F

′′′
(z)(1 − z)

2F ′(z)2 + 2F (z)F ′′(z)
. (21)

Based on Eq. (21), we get

E[NL ] = lim
z→1

G
′
L (z) =

−μH π0,H F
′′
(1)

2F ′(1)2
. (22)

Performing some simple algebra, we get

E[NL ] =
λμH π0,H (ηL + μH + ηH − λ)

ηH

[
1

ηH
(μH + ηH − λ)ηL − λ − ηL

]2 . (23)

Finding E[NH ] is the next step. In that direction, Eq. (13) is
differentiated, yielding

G
′
H (z) =

1
ηH

{
−λGL (z) + [λ(1 − z) + ηL ] G

′
L (z)

}
. (24)



Fig. 6. The Markov chain for interweave access with Erlang scanning time.

Knowing that E[NH ] = limz→1 G
′
H (z), and substituting z = 1

into Eq. (24) leads to

E[NH ] =
1

ηH

[
−λGL (1) + ηLG

′
L (1)

]
. (25)

In Eq. (25), E[NL ] = G
′
L (1), and GL (1) = ηH E [Ts ]

1+ηH E [Ts ] . Hence,
it reduces to

E[NH ] = − λE[Ts ]
1 + ηH E[Ts ]

+
1

ηH E[Ts ]
E[NL ]. (26)

Performing some algebra, the average number of files in the
system is found to be E[N ] = E[NL ] + E[NH ].

Finally, Little’s law, E[N ] = λE[T ] [37], leads to the ex-
pected file delay (Eq. (3)) for the interweave mode. �

Low-variability scanning time: We have derived the average
delay for exponential scanning times in the previous section.
Further, as described in Section III-B, there may exist some
scenarios where the scanning time has an even lower variabil-
ity. An Erlang k-stage distribution is used to capture this low
variability. Despite the difference, we can still model the system
with a 2D Markov chain, as shown in Fig. 6. As opposed to tran-
sitioning directly to the high state in the exponential scenario
(Fig. 5), now a transition from a low state (scanning) to a high
state (finding and using a new available channel) would need to
go through additional k − 1 intermediate states (vertically). The
transition rates between these intermediate states are kηL . Hav-
ing k stages, the expected scanning time is E[Ts ] = k 1

kηL
= 1

ηL
.

Making transitions backwards while scanning is impossible (no
transmission). Solving analytically these sorts of Markov chains
is very difficult, and we need to use numerical, matrix-analytic
methods [38]. However, numerical methods provide no insights
on the dependency of the solution on input parameters.

Interestingly enough, we are still able to derive an analytical
expression in closed form. This is because of the particular
structure of the 2D Markov chain at hand.

Although there is a higher number of states vertically, we can
still use our approach to solve a system of k + 1 equations in
partial PGFs. The higher number of partial PGFs represents the
crucial difference from the exponential scanning time scenario.
The following theorem provides the average delay for this case.

Fig. 7. The Markov chain for interweave access with hyperexp. scanning time.

Theorem 2: The average file delay in the interweave mode
with Erlang scanning time is

E[Terl ] =
ηH

[
ηH + (k+1)

2k μH

]
(E[Ts ])2 + 2ηH E[Ts ] + 1

(1 + ηH E[Ts ])(μH − λ − ληH E[Ts)]
.

(27)

We can see from Fig. 6 that we need to write two different
balance equations for high states: one for {H, 0}, and the other
one for {H, i}, i ≥ 1. The same holds for the k low levels.
Hence, in this case we need to solve a system of 2(k + 1)
balance equations, leading to k + 1 equations in partial PGFs.
We omit the proof here because of space limitations. It can be
found in [42].

Comparing Eq. (27) with Eq. (3), we can observe that the
expected file delay for exponentially distributed scanning time
is always higher than for Erlang-distributed scanning time, be-
cause k+1

2k < 1,∀k > 1.
High-variability scanning time: The highly variable scan-

ning time scenario is the next one considered here. It is modeled
by a hyperexponentially distributed random variable with two
branches. These will be mapped into two separate states (speci-
fied as L and V). The corresponding Markov chain is illustrated
in Fig. 7. When scanning, the SU can be in one of the {i, L}
states (quickly finding an available channel) with probability
p0, or in one of the {i, V } states (long time to find an available
channel) with probability 1 − p0. The average scanning time is
E[Ts ] = p0

ηL
+ 1−p0

ηV
. In order to maintain the same E[Ts ] as be-

fore, but high variability, we pick a very small value for 1 − p0
(e.g., around 0.01), and ηL >> ηV .

Again, the structure of this chain allows avoiding matrix-
analytic methods, which are numerical. Instead, we apply the
methodology based on PGFs to derive a formula that is in closed
form, which is presented in the following theorem, whose de-
tailed proof can be found in [42].

Theorem 3: The average file delay in interweave mode with
hyperexponential scanning time is given by

E[Thyp ] =

(ηH E[Ts ])
2 + ηH μH

(
p0

η 2
L

+ 1−p0

η 2
V

)
+ 2ηH E[Ts ] + 1

(1 + ηH E[Ts ])(μH − λ − ληH E[Ts ])
. (28)

The number of balance equations in the system that describes
this Markov chain is 6: we need 3 equations for states {0,H},
{0, L}, {0, V }, since they have fewer transitions out/into, and
3 for the other states {i,H}, {i, L}, {i, V }, i ≥ 1. Considering
that the total flow rate out of a given state should be equal to
the flow rate into that state, and knowing the corresponding



Fig. 8. The 2D Markov chain for the underlay mode.

transition rates, we can write these equations. See [42] for com-
plete derivation.

It can be easily proven [42] that p0

η 2
L

+ 1−p0

η 2
V

= 1
η 2

V
+ ( 1

ηL
+

1
ηV

)(E[Ts ] − 1
ηV

) > 1
η 2

V
+ E[Ts ](E[Ts ] − 1

ηV
) = (E[Ts ])2 +

1
ηV

( 1
ηV

− E[Ts ]) > (E[Ts ])2. This leads to E[Thyp ] >

E[Texp ].

B. Delay Analysis for Underlay Access

As mentioned in Section III-A, the SU can communicate
at all times (whenever it has something to send/receive) when
operating in the underlay mode, irrespective if there is or isn’t
an active PU on that channel. However, the cognitive user will
experience different rates, depending on the fact whether there
is/isn’t an active PU.

Once more, we model the system behavior as a 2D Markov
chain (Fig. 8). Note the main difference from Fig. 5, where tran-
sitions backwards in the low states do not exist. These transitions
do exist in the underlay mode. Their rate is μL = cL

Δ .
It should be mentioned that π0,L (π0,H ) denote, as before, the

stationary probability of no files at the SU, when there is (not)
an active PU.

Theorem 4: The average file delay in underlay access is
given by Eq. (29) shown at the bottom of this page.

Proof: Equating the flow rates in and out of states (similarly
to interweave mode) {0, L}, {0,H}, {i, L}, {i,H}, we get the
following balance equations

(λ + ηL )π0,L =μLπ1,L + ηH π0,H (30)

(λ + ηH )π0,H =μH π1,H + ηLπ0,L (31)

(λ + ηL + μL )πi,L =λπi−1,L +μLπi+1,L +ηH πi,H , (i > 0)
(32)

(λ + ηH + μH )πi,H =λπi−1,H +μH πi+1,H +ηLπi,L , (i > 0)
(33)

We define the PGFs for both high and low states as before:

GH (z) =
∞∑

i=0

πi,H zi, and GL (z) =
∞∑

i=0

πi,Lzi, |z| ≤ 1.

We multiply Eq. (32) and Eq. (33) by zi , and then add them to
Eq. (30) and Eq. (31), respectively. After rearranging, we obtain

(λ + ηL + μL )GL (z) = λzGL (z) + ηH GH (z)

+
μL

z
(GL (z) − π0,L ) + π0,LμL ,

(34)

(λ + ηH + μH )GH (z) = λzGH (z) + ηLGL (z)

+
μH

z
(GH (z) − π0,H ) + π0,H μH .

(35)

The solution to the system of Eq. (34)–(35) leads to

f(z)GL (z)=π0,H ηH μH z+π0,LμL [ηH z+(λ−zμH )(1−z)] ,
(36)

where

f(z) = λ2z3 − λ(ηL + ηH + λ + μH + μL )z2

+ (ηLμH +ηH μL +μLμH +λμH +λμL )z − μLμH .
(37)

There is only one root in (0, 1) of the polynomial given by Eq.
(37) [43]. We denote this root as z0. Setting z=z0 in Eq. (36),
and after some elementary algebra, we obtain π0,H and π0,L , as

π0,H =
ηL

(
ηH μL +ηL μH

ηH +ηL
− λ

)
z0

μH (1 − z0)(μL − λz0)
, (38)

π0,L =
ηH

(
ηH μL +ηL μH

ηH +ηL
− λ

)
z0

μL (1 − z0)(μH − λz0)
. (39)

The procedure onwards is similar as in interweave ac-
cess. Finally, using Little’s law E[N ] = λE[T ] [37], we
get Eq. (29). �

Queue Stability: In order our results to hold, the queues must
be stable. Stability also implies the ergodicity of our Markov
chains of interest. The condition for stability of the interweave
access queue is λ < E [TO N ]

E [TO N ]+E [Ts ] μH . On the other hand, for
the underlay access queue the condition for stability is λ <

E [TO N ]
E [TO N ]+E [TO F F ] μH + E [TO F F ]

E [TO N ]+E [TO F F ] μL .

C. Underlay Access With Higher Number of Levels

While the two-level power assumption was made for tractabil-
ity purposes, there will be a higher number of levels in most
practical scenarios of interest. When that is the case, there will
be more than 2 states in vertical direction of the corresponding
2D Markov chain. The solution to that chain can be obtained
numerically [42]. Another way would be to lump the

⌊
M
2

⌋
levels

(assuming there are M power levels in total) with lowest power
into a single level, whose data rate is the weighted average of
the corresponding levels’ data rates. The mean time in this level
is the sum of the expected times of staying in all the levels that
are lumped into this new level [42]. The same approach follows
for the M − ⌊

M
2

⌋
highest power levels. The Markov chain of

E[Tu ] =
ηH + ηL + μH (1 − π0,H ) + μL (1 − π0,L ) − λ + μL μH

λ
(π0,L + π0,H − 1)

μH ηL + μLηH − λ(ηH + ηL )
(29)



Fig. 8 is obtained this way, but with other transition rates [42].
Its solution is, as shown, in closed form.

D. Miss-Detections and False Alarms

So far, we have been assuming a perfect sensing capability
of the SU. In case of imperfect sensing, two phenomena might
arise: miss-detection and false alarm [44].

When taking into account sensing imperfections, the analysis
needs to be slightly modified. Due to space limitations, we refer
the interested readert to our tech report [42] for more details.

The miss-detections can affect the performance of licensed
users. As a result, the PU will experience a higher interference.
The percentage of the PU busy period interfered by an SU, due
to miss-detections, can easily be computed. However, the impact
on the SU is what we are concerned with in this work. Analyzing
the imperfections effect on the PU is beyond the scope of this
work.

E. Analytical Comparison of Delays in Interweave and
Underlay Access

Having derived the formulas for average file delay in inter-
weave and underlay modes in Sections IV-A and IV-B, we can
compare the delays incurred in both of them. The average de-
lay depends on traffic intensity, scanning time, the PU activity
statistics, and data rate. Initially, the SU has to decide at the
very beginning which mode to use: interweave (stop transmit-
ting when a PU arrives, and start scanning for a new idle chan-
nel), or underlay (keep staying on the same channel and transmit
with the allowed power level). We call this “the static policy”,
although it is not a real policy per se (in practice, an SU will be
able to switch channels and scan at any time). Nevertheless, it
allows to attain a deeper understanding on the parameters that
affect the performance in every case. We consider a dynamic
policy, which is more realistic, in Section IV-F.

In general, for the interweave to outperform underlay mode,
the average scanning time, E[Ts ], should be short enough to
make sure that the opportunity cost of not communicating any
data for some time is amortized by the quick discovery of an
available (idle) channel. In Table II, we provide the maximum
values of average scanning time for which the interweave mode
still outperforms the underlay. All expressions in Table II indi-
cate a complex relationship between E[Ts ] and different system
parameters. Even more, this “boundary” point further depends
on the scanning time variability. For instance, we can observe
that B1 > A1, B2 > A2 [42]. Also, for exponentially distributed
scanning time, a smaller value of the scanning time is needed
in order for the interweave mode to perform better than for the
case of Erlang scanning time. Comparing the parameters of the
hyperexp. distribution with the other two (exp. and Erlang), we
can get a similar conclusion. This shows the impact that the vari-
ance of the scanning time has on the boundary value (crossing
point). If the scanning time has lower variability, the crossing
point is higher.

F. Delay Minimization Policy

Previously, we compared interweave and underlay modes in
a “static” context, where the decision which mode to choose is
made at the beginning, and that mode is then used at all times. In
practice, an SU will normally be able to choose to either stay at
the current channel and transmit with lower power, or search for
a new idle channel (scan) at any time. If that policy is designed

properly, it can lead to further performance improvements. In the
following, we define a hybrid policy, and identify the conditions
under which this policy offers some gains. We also derive an
optimal switching rule (between modes).

Definition 1: Delay minimization policy:
� The SU will keep residing on the current channel if it is

idle (no PU activity) and continue its activity there.
� If a PU is detected, the SU will continue transmitting with

lower power until a time t, called the “turning point”.
� If the PU does not release the channel by time t, the SU

interrupts transmission and initiates scanning for a new
white space.

� If the PU leaves the channel before time t, the SU resumes
transmission at higher power, and resets the turning point
to t time units ahead.

This policy is generic. Finding an optimal t is our goal. Let
us consider some possible scenarios, so that we can understand
better the trade offs involved. First, if the static underlay policy is
worse than static interweave policy, we can easily infer that the
optimal turning point value is 0: after the PU arrival, it is always
better for the SU to start scanning immediately. Therefore, we
are only interested in cases in which the underlay is better on
average (i.e., the respective condition in Table II is not fulfilled),
but with some OFF periods that are too large, when it is much
better to initiate scanning instead (after some time).

In the above context, let’s assume first that we have expo-
nential OFF periods. Further, assume also that a PU became
active in the current channel and t units have already elapsed
with the channel still not becoming idle. As the exponential
distribution is memoryless, the average remaining time of the
PU busy period is still the same as at the moment when the PU
just arrived, i.e., equal to E[TOFF]. Therefore, if at time 0 it
was better to reside on the channel and communicate at lower
rate rather than start scanning, for any elapsed time t > 0 it is
still better to reside on that channel and not initiate scanning.
The same conclusion holds for PU busy periods that are subject
to increasing failure rate (IFR) distributions,6 i.e., distributions
with lower variance than the exponential distribution. There, if
SU can’t gain by scanning at t = 0 (static interweave is worse
on average), as t increases, the expected gain from staying in
the underlay mode in fact increases.

As a result, we can infer that a dynamic policy (i.e., a strictly
positive optimal value of t) can offer gains only for PU activity
periods that are subject to decreasing failure rate (DFR) dis-
tributions. In those cases, when the PU becomes active, at the
beginning it will be, on average, better to do underlay, but as
time elapses, the average remaining PU busy period keeps in-
creasing, until at some point it becomes beneficial to stop trans-
mitting and start scanning for a new idle channel. This allows
dynamic policy to outperform both static policies, as we show in
Section VI, by essentially “pruning” the long OFF periods from
the underlay mode.

Next, we provide an expression for the optimal turning point
in the scenario with exponentially distributed ON periods, and
OFF periods that are Pareto distributed (minimum value L and
shape parameter α) [42]. The latter is a popular DFR distribu-
tion.

Result 5: The optimal turning point that minimizes the av-
erage file delay, for exponentially distributed ON periods and

6Decreasing (increasing) failure rate distributions are those for which f (x )
1−F (x )

is a decreasing (increasing) function in x.



TABLE II
THE MAXIMUM VALUES OF THE SCANNING TIME FOR WHICH THE INTERWEAVE MODE IS SUPERIOR (CROSSING POINT)

TABLE III
SUMMARY OF THE DELAY POLICIES

Pareto OFF periods, is the solution to

ηH

ηH + ηL
· cH − cL

cH

((
1 − 1

α

)
t1+α +

1
α

Lα−1t2

)

+
ηH

ηH + cH

Δ
· ηL

ηH + ηL

(
cH − cL

cH
Lαt − E[Ts ]αLα

)
= 0.

(40)

We can solve Eq. (40) numerically. All the possible scenarios
are summarized in Table III.

Interestingly, as opposed to the variability of OFF periods
in underlay mode, the scanning time variability (the variance
of “OFF” periods in the interweave access) has no impact on
the dynamic policy decisions. It only “gets involved” when
comparing the static interweave and underlay access directly
(Table II).

It is also very positive that the static policy in almost all
cases, except one, is the optimal one. This leads to a significant
reduction in algorithm complexity, since the SU needs to decide
only once, at the beginning.

V. THROUGHPUT ANALYSIS OF INTERWEAVE

AND UNDERLAY MODES

While file delay is a relevant metric of interest for applications
that are interactive, a number of other applications, such as one-
way streaming, peer-to-peer file exchange, etc., are throughput-
sensitive. For these types of applications, the SU will strive to
maximize the throughput. In the scenario having delay as the
metric of interest, transmitting the message right away, although
at a low rate, may be the better option, so that the message is not
delayed during the scanning procedure. In that case, underlay
access is more preferable. On the other hand, if SU is more in-
terested in throughput optimization, it simply might experience
higher gains by looking for a new high throughput channel. Ob-
viously, there is a tradeoff involved between scanning for a new
(better) available channel, and transmitting at a low rate.

At first, as before, we compare the two static modes, deciding
on the more suitable among them at the very beginning, given
the input statistics. Afterwards, we propose a hybrid policy,

Fig. 9. Renewals in interweave mode.

Fig. 10. Renewals in underlay mode.

which is dynamic, and also stipulate the conditions under which
it improves the performance throughput-wise.

A. Analytical Comparison of Throughput

Modeling the channel occupancy (in both modes) with alter-
nating renewal processes enables us to use the approach based
on renewal-reward theory to calculate the throughput, as a first
step. Then, we can compare the modes directly. In both of them,
an ON and an OFF period comprise a cycle, whereas the amount
of data transmitted/received during a cycle is the reward. Those
rewards are illustrated in Fig. 9 (interweave) and Fig. 10 (under-
lay), respectively. There are two distinctions: (i) OFF periods
in the interweave mode depend on the scanning time statistics,
and not on the PU busy periods directly; (ii) there is a positive
reward during OFF periods in underlay access.

The condition under which the interweave mode provides
higher throughput than underlay access is given as follows.

Theorem 6: The interweave mode provides a higher through-
put than the underlay mode under the following condition

E[Ts ]
E[TOFF]

<
1 − cL

cH

1 + cL

cH

E [TO F F ]
E [TO N ]

. (41)

From Eq. (41), if e.g., cL = 1
2cH and E[TOFF] = E[TON], the

interweave mode will provide higher throughput for E [Ts ]
ET O F F

<
1
3 . For a higher difference between data rates, e.g., cL = 1

5cH ,

Eq. (41) leads to the condition E [Ts ]
E [TO F F ] < 2

3 . As can be seen
from these two examples, for a higher ratio of cH

cL
, the inter-

weave mode will be superior even for higher E[Ts ]. Similarly,



Fig. 11. Possible cases in optimal throughput policy.

a higher E [TO N ]
E [TO F F ] leads to a higher relative threshold, in line

with Eq. (41).

B. Throughput Maximization Policy

Similarly to the delay minimization policy, if the interweave
access provides a higher throughput in a given scenario, there is
no need for the SU to use the underlay access. But, if the underlay
is better on average, the SU may experience an improvement
by deciding to scan and switch to another available channel
in some instances. Here we present such a dynamic (hybrid)
policy that predicts the potential gains “on-the-fly”, and may
choose at any time one of the two options: to transmit at lower
power, or to scan. We determine the optimal turning point, topt ,
which is the moment the SU should switch to the interweave
mode, so that the throughput is maximized. The definition of the
policy is:

Definition 2: Throughput maximization policy:
� Identical to the dynamic delay policy, but different optimal

turning point.
As stated in policy definition, the different value of the optimal

turning point, topt , is the only difference between the dynamic
policies for delay minimization and throughput maximization.
To find the turning point, we use again renewal-reward theory,
noting that low periods can either be a combination of a low
rate period and scanning time, or a pure low period (like in the
underlay mode).

As before, the decision about the switching moment lies in the
uncertainty of the remaining duration of the current OFF period
(PU activity). Knowing the average value of the PU activity
duration (one of the factors for choosing the static policy) is
not sufficient, because the variance also plays a very important
role. The same reasoning, as for delay optimization, can be
made to show that any performance improvement beyond the
preferable mode is only possible if and only if the underlay
mode is superior on average, and if OFF periods are subject to a
distribution with decreasing failure rate. Consequently, Table III
conclusions are valid for the maximum throughput policy, too.
The only difference, as mentioned, is that the value of topt is
different now. The optimal value of topt for Pareto distributed
OFF periods with minimum value L, and shape parameter α, is
given as follows.

Theorem 7: The optimal turning point that maximizes the
throughput for exponentially distributed ON periods and Pareto
OFF periods is the solution to

cH − cL

ηH
tα − αE[Ts ]

(
cH

ηH
− α

1 − α
cLL

)
t(α−1)

− cLE[Ts ]Lα

1 − α
= 0. (42)

Proof: The cycle consists of two possible combinations of
ON and OFF periods (see Fig. 11): (1) An OFF period that
is smaller compared to the turning point, and a “regular” ON
period (Case 1). This corresponds to a “pure” underlay mode;
(2) An OFF period larger than the turning point TOFF > t, and

an ON period that corresponds to the remaining available time
of the newly found channel, (T (e)

ON) (Case 2).
In Case 2, The OFF period is t + Ts . The probability for the

occurrence of Case 1 is P [TOFF < t] = FOFF(t). The average
cycle duration and the expected amount of transmitted data per
cycle are given by

E[Tcycle ] = (E[TOFF |TOFF < t] + E[TON]) FOFF(t)

+
(
(t + E[Ts ]) + E[T (e)

ON ]
)

F̄OFF(t), (43)

E[R] = (cLE[TOFF |TOFF < t] + cH E[TON]) FON(t)

+
(
cLt + cH E[T (e)

ON ]
)

F̄ON(t). (44)

The average OFF period duration conditioned on having a value
smaller than the turning point t, E[TOFF |TOFF < t], can be
found because we know the channel statistics. We find it as
E[TOFF |TOFF < t] =

∫ t

0
xfO F F (x)
FO F F (t) dx.

The turning point value, topt , that maximizes the throughput

can be found as the solution to
d
(

E [R ]
E [T c y c l e ]

)

dt = 0. Its solution
results in Eq. (42). See [42] for more details. �

We will see in Section VI that the optimal throughput policy
indeed increases considerably the long term throughput. This
increase comes with a little extra cost to keep track of the es-
timates for PU variability on every channel. Compared to the
“static” policies, this is an addition to the first order statistics
(duty cycle) needed. However, as we have illustrated in Table III,
in most cases, the static policy is the optimal one.

VI. SIMULATION RESULTS

In this section, we validate first various analytical expressions
against realistic simulations, including several cases where we
relax one or more of the theoretical assumptions. Then, we show
the improvements that are achieved using different policies.

We will consider two types of networks. In the first one, we
assume that the mean duration of ON and OFF periods corre-
spond to those measured in [45], with mean values E[TON] = 5
s (ηH = 0.2 s−1), and E[TOFF] = 10 s (ηL = 0.1 s−1). This
is the cellular scenario. In the second one, we fit the aver-
age ON/OFF duration to the average values observed in [46],
where E[TON] = 4 s (ηH = 0.25 s−1), and E[TOFF] = 9 s
(ηL = 0.11 s−1). This is the WiFi scenario. Unless stated oth-
erwise, we assume exponential ON/OFF periods in both sce-
narios. In Section VI-A and VI-B we consider other distribu-
tions, too. The data rates in cellular scenario are cH = 8 Mbps
and cL = 1.2 Mbps. The WiFi data rates are cL = 2 Mbps and
cH = 10 Mbps.7 Finally, the SU files are generated according
to a Poisson process, with average size 125 KB,8 and are expo-
nentially distributed.

A. Validation of the Delay Models

We depict in Fig. 12 theoretical model predictions vs. simu-
lation results of the average file delay for a cellular and WiFi

7These rates are similar to the values encountered in practical settings [47].
Although they correspond to PU rates, while the actual SU rates depend on a
number of factors, such as: SU distance from AP/BTS, modulation and coding
scheme, channel bandwidth, etc., still w.l.o.g. we assume higher WiFi SU rates
(than cellular SU rates).

8This is a normalized value so that arrival rates roughly correspond to traffic
intensities in [45] and [46], although other values lead to similar conclusions.



Fig. 12. The delay for underlay mode (imperfect sensing).

Fig. 13. The delay for interweave mode in a cellular scenario (perfect sensing).

scenario. In the cellular scenario, pmd = pfa = 0.05, whereas in
the cellular scenario pmd = pfa = 0.1. As can be noticed, theo-
retical results match those from simulation. The delay increases
with the traffic intensity (arrival rate), which is common for
queueing systems. There is a higher delay in the cellular setup
because the considered cellular rates are lower, and also the PU
is more active.

Next, we validate analytical predictions for the interweave
scenario. We do this assuming perfect sensing. In the follow-
ing, unless otherwise stated, we assume that sensing is per-
fect. Fig. 13 illustrates the theoretical vs. simulation results for
the cellular scenario with three different scanning type distri-
butions (exp., 4-stage Erlang, hyperexponential), all of them
having E[Ts ] = 1 s. We take ηL = 1.9 s−1 and ηV = 0.1 s−1

for the hyperexp. distribution. The probability of having a large
scanning time (scanning a channel that is far away in the spec-
trum) is 0.05, resulting in a coefficient of variation with a value
around 3.

As can be observed from Fig. 13, there is an excellent match
between theoretical and simulated results for different distribu-
tions of scanning time. Another outcome out of this is that the
lowest average delay is achieved for Erlang-distributed scan-
ning time, whereas hyperexponential scanning time leads to the
worst result. This is in accordance with the analytical results
of Section IV. According to our results, lower (higher) vari-
ability in scanning time results in lower (higher) variability in
the service time, which further leads to lower (higher) delays.
Looking at the curves of the cellular scenario in Fig. 12 and
Fig. 13, we can infer that the interweave mode incurs a lower
delay. For the cellular setup with an arrival rate of λ = 1 s−1,
and exponentially distributed scanning time, Table II predicts a
maximum expected scanning time of 2.8 s. In the scenario we
are considering, E[Ts ] is considerably smaller (1 s). Also, there
are no sensing errors in the scenario of Fig. 13. Hence, the lower
delay in interweave access.

Previously, we have used real-life values for channel availabil-
ities and data rates, but we have assumed memoryless ON/OFF

Fig. 14. The delay for generic interweave mode.

Fig. 15. The delay for generic underlay mode.

periods, in line with our models. While the actual distributions
are subject to the PU activity pattern, measurements [45], [46]
indicate that these distributions are “heavy-tailed”. Hence, it
is interesting to see how our models’ predictions cope in this
case. In that direction, we consider a scenario with Bounded
Pareto (BP) ON and OFF periods, having the following param-
eters αON = αOFF = 1.2, LON = 1.31,HON = 200, LOFF =
2.9,HOFF = 200. We focus our attention on the cellular sce-
nario because of space limitations. The rest of the parame-
ters do not change from the scenarios of Figs. 12 and 13.
Fig. 14 illustrates the mean file delay for the interweave mode
vs. our analytical prediction, whereas Fig. 15 does the same
thing for underlay access. The scanning time in the former is
exponentially distributed with an average value of 1 s. Despite
the much higher variability of ON and OFF periods, our the-
ory still offers a satisfying prediction accuracy. These results
highlight the practical utility of the models.

B. Validation of the Throughput Models

Validating the throughput theoretical results (Section V) is
what we proceed next with. The advantage of our approach is
that its valid for general ON/OFF distributions. We consider
first the interweave mode throughput, and two scenarios: WiFi
and cellular. For both networks, the data rates and ON period
statistics are identical to those in Section VI-A. We assume a
Bounded Pareto scanning time distribution with mean 0.5 s.
Fig. 16 illustrates the throughput vs. channel availability. The
latter denotes the % of time the SU is able to communicate, and
is expressed as E [TO N ]

E [TO N ]+E [Ts ] . This is a more appropriate metric
for this mode than the duty cycle, which is relevant only for
the underlay, where the SU keeps communicating on the same
channel. Different values of duty cycle characterize different
channels.

Next, we consider the underlay mode throughput. The pa-
rameters are the same as in Section VI-A. Fig. 17 depicts the
throughput for different duty cycle values. For this mode too,
the theoretical predictions match the simulation results. As ex-



Fig. 16. The interweave mode throughput.

Fig. 17. The underlay mode throughput.

Fig. 18. The static delay policy for different λ and exp. scanning times.

pected, the throughput decreases for more active PUs. The de-
crease exhibits a linear dependency on duty cycle. The same
conclusions hold for the WiFi results, which are also shown on
the plot.

The results in Figs. 16 and 17 can be related by comparing
the value for channel availability 1 − X in Fig. 16 to the corre-
sponding duty cycle of X in Fig. 17. The values of throughput
in Fig. 16 are a little lower than in Fig. 17.

C. Delay Minimization Policies

We perform next a detailed comparison of the two access
modes. The first goal is to assess the “static” versions of the
two policies, together with validating the theoretical predictions
when one of them outperforms the other. The other goal is to
see if the dynamic policy outperforms the two modes.

As an interesting case, we consider the scenario with the
following parameters: cH = 10 Mbps, cL = 0.5 Mbps, ηH =
0.1 s−1, ηL = 1 s−1. Fig. 18 illustrates the mean file delay (de-
noted by I) vs. different mean scanning times, which are expo-
nentially distributed, for three different traffic intensities (sparse,
moderate, intensive). The corresponding average delay of un-
derlay mode (denoted by U) is depicted on the same plot, too.
Further, we depict with small circles the theoretical boundary
values (crossing points) of the average scanning times (Table II).
In the sparse traffic scenario, the interweave mode is worse for

Fig. 19. The static delay policy for different λ and hyperexp. scan. times.

Fig. 20. The crossing point for static generic delay policy (different λ).

scanning times larger than 800 ms. The first important outcome
is that the predicted boundary value of the scanning time is cor-
rect. The other thing to observe is that this boundary inclines for
higher intensity traffic. The reason for this effect lies in the fact
that for higher loads the largest delay component is the queue-
ing delay. Consequently, it is worth waiting for a while, find an
available channel, and only then get rid of the queued data (at
a higher rate). A further increase in the load results in smaller
increases of the crossing point.

We proceed with the hyperexponentially distributed scanning
time, with rate parameters ηL = 6 s−1, ηV = 0.4 s−1, and the
probability p0 taking values to maintain a given mean scanning
time. The coefficient of variation, observed in this scenario,
falls in the range (2, 2.5). There are no changes on the other
parameters. Fig. 19 illustrates the average delay. The crossing
points between interweave and underlay mode are lower than
in the scenario of Fig. 18 because of the higher variance of the
scanning time.

The correctness of the crossing-point theoretical expression
between interweave and underlay delay was shown previously.
We proceed showing the (broader) practical importance of the
crossing-point formula. In that direction, we consider a scenario
with generally distributed ON and OFF periods. Three differ-
ent traffic patterns (sporadic, medium, intense) are again con-
sidered. The input data are: ηL = 1 s−1, ηH = 0.1 s−1, cL =
2 Mbps, and cH = 5 Mbps. We consider Bounded Pareto
ON periods with shape parameter α = 1.2, minimum value of
L = 2.375, and maximum value of H = 1000. Fig. 20 illus-
trates the mean (file) delay for different exponentially distributed
scanning times with different traffic intensities vs. the underlay
scenario with the same traffic intensity. The small circles depict
the maximum (theoretical) value of the scanning time for which
the interweave access is superior, i.e., the crossing point. It can
be observed from Fig. 20 that for low arrival rates our result is
accurate in predicting the bound. For higher arrival rates, the
mismatch is in the order of 10%. Apparently, our model can be
used to predict the performance with a very high accuracy, even



Fig. 21. The dynamic delay policy for heavy-tailed OFF periods.

Fig. 22. The throughput static policy for two different low period data rates.

under generic distributions (different from the assumptions in
the theory).

Dynamic delay policy: We have seen in Section IV-F that the
dynamic policy can offer a significant gain when the PU busy
periods (OFF periods in underlay access) underlie a decreas-
ing failure rate distribution (heavy-tailed). In the scenario we
consider, OFF periods are Bounded Pareto, with extreme values
H = 100, L = 0.2, shape parameter α = 1.2, and a mean scan-
ning time of E[Ts ] = 1 s. The rest of the parameters are like
in the cellular scenario. The average delay vs. the arrival rate,
for this scenario, is shown in Fig. 21. Based on the results of
the static policy, the underlay outperforms interweave access.
However, the dynamic policy offers the best result, with an extra
reduction in average delay of 20–50%.

D. Throughput Maximization Policies

We consider throughput optimization policies in this final
subsection. A thorough comparison of the two modes will be
performed. As a first step, we investigate the “static version” of
both policies, validating the theoretical predictions when one of
the modes is superior. Then, we demonstrate the absolute su-
periority of the dynamic policy against the two simple policies.
ON/OFF periods are exponential with parameters ηL = 1 s−1

and ηH = 0.4 s−1. The data rates are cL = 2 Mbps, and cH =
6 Mbps. This is Case 1. In Case 2, all the parameters, except
cL = 1 Mbps, are the same. We put these two cases against
the interweave scenario with ηH = 0.4 s−1, cH = 6 Mbps,
and scanning times that are exponentially distributed. Fig. 22
shows the throughput for expected scanning times in the range
0.1–1.2 s. Since the underlay access has no dependency on
scanning, its performance does not change (constant value of
throughput in Case 1 and Case 2).

In Fig. 22, small circles depict the theoretical boundary values
for scanning time (crossing point). Obviously, there is a match.
For scanning times lower than 600 ms in Case 1, and 800 ms
in Case 2, the interweave mode gives higher throughput. For
higher scanning time values, underlay mode should be used by

Fig. 23. The throughput dynamic policy for heavy-tailed OFF periods.

the SU. For deteriorated SU channel conditions (related to its
distance to the BTS/AP, higher PU transmission power, etc.),
the value of the crossing point inclines, too. Finally, there is a
lower throughput in Case 2, compared to Case 1, because of the
lower data rate when a PU is present.

Throughput dynamic policy: Our theoretical results suggest
that the dynamic policies, for both metrics (delay and through-
put), provide better results for OFF periods that underlie a
distribution with decreasing failure rate (higher variability).
Let’s consider a scenario with OFF periods that are Bonded
Pareto distributed, with minimum value L = 0.2, maximum
value H = 100, and shape parameter α = 1.2. The average
ON/OFF duration, and mean scanning time remain the same
as previously. Fig. 23 shows the throughput for the considered
policies. As illustrated in Fig. 23, the dynamic policy further im-
proves the throughput by an additional 20%, consistently with
our assertions of Section V-B that the throughput can be further
improved when the underlay is superior to interweave access.
Since we are dealing with highly variable OFF periods, some
of them will be excessively large, and these will have a cru-
cial impact on throughput. When that is the case, finding a new
available channel will be the right thing to do.

VII. CONCLUSION AND FUTURE WORK

We have analyzed underlay and interweave access modes,
deriving expressions for the throughput and expected file de-
lay. Then, we have validated them against realistic simulations.
Another contribution is the analytical comparison between the
two modes (for both metrics). Finally, we have proposed dy-
namic policies which enable performance improvements of up
to 50%. We plan to analyze the use of Non-Orthogonal Multiple
Access [48] in CRNs in the future.
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